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Scientific Background
One of the most challenging problems in modern stat istics and machine learning is to find efficient me thods for treating 

complex high-dimensional data. Classical parametric  and nonparametric methods face the so called curse of dimensionality 
problem: high dimensional models are too complex to  be estimated with a reasonable precision from small  or moderate 
samples. One possible way out of this problem is ba sed on one or another structural assumption which al lows to reduce the 
complexity/dimensionality of the model. 

A number of such structural assumptions is popular in the statistical literature including single- and multiple-index, additive, 
models, projection pursuit and sparse models, among  many others. Knowing the structure allows for apply ing the classical 
methods to the reduced models. Unfortunately, the e xact structural information is rarely available and  the related problem is to
extract the structural information from the data as  an important preprocessing step. 

The aim of this workshop is bringing together leadi ng specialists from the field of adaptive estimatio n for discussing the new 
approaches, ideas, challenges and addressing the al gorithmic and mathematical aspects of this new and a ctively developing 
area of mathematical statistics and machine learnin g.

Official website:
http://www.wias-berlin.de/workshops/sam09/
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