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ABSTRACT. We consider hierarchically structured systems of algebraic-differ-
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1. INTRODUCTION 

Numerical simulation of electric networks has become a mighty tool in the design of 
electronic circuits. The arising systems of algebraic-differential equations are very 
large. A subcircuit of a 4M-bit-dram, which has been simulated by the circuit 
simulation program MAGNUS [1], included more than 30 000 transistors. 
Let F denote a vector-valued mapping 

We consider the initial-value problem for the system of algebraic-differential equa-
tions 

F(x(t), x(t), t) = 0 on t ~ t0 (1.1) 

and assume that for each initial vector 

x(to) = x0 (1.2) 

this problem has a solution on a finite interval [t0 , te]· 
Our aim is to describe, how the solution can be calculated in an effective way using 
the hierarchical structure of the system. 
In section 2 hierarchically structured systems of algebraic-differential equations are 
introduced. Methods for their solution are described in section 3 and section 4. Since 
sequential methods are rather time expensive, parallel methods are considered in 
section 5. They are discussed in connection with algebraic-differential equations, 
nonlinear equations, and linear equations. Results are reported for the linear case 
only. 

2. HIERARCHICALLY STRUCTURED SYSTEMS OF ALGEBRAIC-DIFFERENTIAL 
EQUATIONS 

Let us assume that the system of algebraic-differential equations (1.1) has the 
following structure: 

and 

F(u1(t),u1(t),y1(t),iJ1(t), ... ,ur(t),ur(t),Yr(t),iJr(t),w(t),w(t), t) = 0 (2.1) 
on t ~to 

F : 1R.C7'1 x 1R.C7'1 x JR.C7'1 x JR.C7'1 x ... x lR.C7'" x JR.C7'" x JR.C7'" x 1R.C7'" x JR.P x ]RP x JR. 

Hi : JR. C7'i x JR. C1'i x JR. <Ti x JR. C1'i x JR. 11"i x JR. 11"i x JR. ~ JR. C1'i+11"i 

for i = 1,2, ... ,r 
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with the initial conditions 

w(to) = w0
, 

ui(to) = u?, Yi( to).= yf, Xi( to)= x? 
· for i = 1, 2, ... , T. 

The number of equations n is equal to the number of functions. It is 
r 

n = p + l:(2cri + 7ri)· 
i=l 

(2.3) 

Because the equations are implicit and nonlinear and the number of equations is 
large we solve (1.1), (1.2), or the structured system (2.1), (2.2), (2.3), respectively, 
with numerical methods (cf. [2], [3], [6], [1~], [12] ). The principal steps are by the 
numerical solution of the systems (2.1) - (2.3): 

1. discretization of (2.1) and (2.2) with integration formulas, 
2. numerical solution of the nonlinear equations with Newton-methods or with 

other iteration methods, 
3. numerical solution of the linear systems with sparse-matrix-techniques. 

The single steps are explained in the following sections. 

3. NUMERICAL METHODS 

3.1. Systems of algebraic-differential equations. We consider the system 
(2.1) and (2.2) at the time t = tn+l· Following [4] the time discretization is realized 
by a backward differentiation formula 

k 

-hnXn+l = L aiXn+l-i, 
i=O 

where Xn+i is an approximation of x(t) at time t = tn+l and Xn = x(tn) and hn = 
tn+l - tn. The discretization provides a structured system of nonlinear equations 

F(u1,yi, ... ,ur,Yr,w)::::;: 0 (3.1) 
F : JliO'L x JliO'L x ... x lliO'" x RO'" x ]RP ~ JR0'1+···+0',.+P 

and 

respectively, in the form 

Hi( Ui, Yi, Xi) = 0 
Hi : JRO'i x JRO'i x JR?l"i ~ JRO'i+?l"i 

for i = 1, 2, ... , r, 

2 

Hi ( U1' Y1' X1) 

Hr( Ur, Yr, Xr) 

F(u1,Y1,··· ,ur,Yr,w) 

(3.2) 

= 0. (3.3) 



For the integration of the differential equations we work with control of the step 
size width and the order of the integration formulas. 
Let us use Newton and Gauss Seidel methods for the numerical solution of (3.1) 
and (3.2) where we regard the structure of the system. 

3.2. Systems of nonlinear equations. 
Two-level Newton method (cf. [6], [9], [12]). Let us assume that the subsystems 
(3.2) can be solved for Yi, i.e. 

Yi == Gi( Ui)· (3.4) 

Then the system (3.1) and (3.2) is equivalent to the system 

F( U1, G1( u1), ... 'Ur, Gr( Ur), w) =::; 0. 

Let denote u == ( u1 , ... , Ur f. The correction of the Newton method on the upper 
level 

[u(l)] _ [u(o)l [~u] 
wC1 ) - wC0 ) + ~w (3.5) 

is obtained from 

[8F ( 8F . 8G1 8F . 8G.,.) 8F] 
8u + 8G1 8u1 ' ... ' 8G.,. ou.,. ow [~:] = -F (3.6) 

and the correction of the Newton method on the lower level 

i==l,2, ... ,r (3.7) 

is obtained from 

i == 1, ... , T. (3.8) 

The computation of the Jacobian for the method on the upper level need the 
Jacobian 

8Gi 
aui 

which is determined as follows. Let us assume that the subsystems (3.2) can also 
be solved for Xi, i.e. 

Xi == a:( Ui)· 

Then we have with (3.4) and (3.2) the equation 

(3.9) 

From the last ·equation we find the Jacobian. We see that the coefficient matrices 
of (3.8) and of (3.9) are one another. 
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An another possibility for. the computation of the Jacobian ~ is given in [12]. 
There the coefficient matrix of (3.9) is multiplied by the transposed MT of a matrix 
M which is determined in such a way that 

MT · [Ql!j_ Ql!j_] == (0 I) 
OXi OYi ' 

where 0 and I denote the null matrix and the unity matrix, respectively. 
We write the last equation in the form 

from which 

(3.10) 

follows. In [12] a convergence theorem is given for the two-level Newton method. 
The convergence is quadratic if the inner method is stopped as soon as 

satisfied is. 
One-level Newton method (cf. [ 6]) 
Let denote 

Then we obtain with (3.3) the correction of the one-level Newton method 

z(l) == z(o) + D..z 

from 

8F 
8u1 

8Hr 
8xr 

8Hr 
8ur 

8F 
OUr 

8H1 
8y1 

8Hr t:iz == -fr. 
8yr 

8F 8F 8F 
8y1 8yr aw 

(3.11) 

(3.12) 

(3.13) 

For the solution of the linear systems (3.13) we use the Gaussian block elimination 
method. Moreover we write (3.13) in the following form 

[ 

D..z1 l [ b1 l . . . . . . 
D..zr br 

D..zr+l br+l 

(3.14) 

The Gaussian block elimination method for (3.14) needs the following steps: 
1. Factorization of Ai == Li. ui, i == 1, 2, ... 'T 
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2. Computation of Fl with the factorization of 1. 

u!. z~ == c! t. • t. 

L'! · F'! == z~ t. t. • 

i==l,2, ... ,r 

3. Computation 

and 

bi == Fi bi 
i == 1,2, ... ,r 

4. Solution of the linear system 
r 

(Di · · · DrE)tizr+l == br+l - I: bi 

5. Computation of tizi, i == 1, ... , r with 

Gauss Seidel method 

Li Ui == bi - Bi tizr+l 
Ui tizi == Ui 

i == 1, 2, ... , r 

i=l 

We consider again (3.3) and apply the block Gauss Seidel method to this system. 
The iteration method is reads as follows 

Hi ( ul0
), yp>, xl1)) == 0 

H (uC0) yC1) xC1>) == 0 
r r ' r ' r 

(3.15) 

F( ul1)' yp>' ... 'u~1)' y~1)' w(1)) == 0 

The iteration method (3.15) means the decoupling in blocks of the nonlinear system 
(3.3). 
The nonlinear systems 

(3.16) 

are treated in the same way as with the two-level Newton method. We write (3.16) 
as 

wherever the iteration method is 

[x~
1

>] == [x~
0

>]· + [tixi] , ( i == 1,2,.· .. ,r, 
- 1) -(0) ti - . Yi Yi Yi 

(3.17) 
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and find the Newton correction as the solution of the linear system 

[ ~~; ~] [ ~::] = -H;( U;, x~0l, yf0
l), i = 1, 2, ... , r . . (3.18) 

Now we must solve the last equation of (3.15). The Newton method gives where 
we write the equation of (3.15) as 

F( - (1) - (1) -)-0 
u1, Y1 ' ... 'Ur, Yr 'w - ' 

the iteration method 
-(1) 
U1 

-(0) 
U1 ~u1 

-(1) -(o) + 
Ur Ur ~ur 
u,(1) u,(o) ~w 

with 

[a! ... a! ai:_] [~~
1

] == -F(u(O) y(l) . . . U,(O) y(l) u,(O)). 
au1 au,. aw A - 1 > 1 > > r > r > 

LlUr 

~w 

The Gauss Seidel method can be applied to (3.3) without any difficulty, but the 
convergence is only linear. The Gauss Seidel method can be advantageously ap-
plied to more deeply structured systems in which the subsystems have again such a 
structure like the total system. This means for the circuit simulation that the sub-
circuits can be decomposed into subcircuits. In the case of more deeply structured 
systems the discussed methods can be combined. 

4. LINEAR EQUATIONS 

In the preceding section it has been shown that several numerical methods for 
systems of nonlinear algebraic-differential equations leads us to linear system 

Ax== b ( 4.1) 

of a large number n of equations (and unknowns) with a non-symmetric sparse 
n x n matrix A. In the applications which we have in mind a lot such systems have 
to be solved, but they all have a fixed sparse matrix structure in common. After 
a formalization of the sparse matrix structure the Gauss elimination method will 
effectively be adapted to this situation. 
We solve also the equation ( 4.1) with 

PAQ == L. u 
Ly== Pb 

uQ- 1 x == y 

( 4.2) 

where P and Q are permutation matrices and L and U are lower and upper trian-
gular matrices. The diagonal entries of L are one. 
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Because the matrices of ( 4.1) are sparse only the nonzero elements ( nne) are stored. 
We use the following scheme. The nonzero elements of A and their column indices 
are stored row by row in the vectors A and J A and the indices of the first row 
elements of A in A in the vector I A. It can be verified that ( m equal number of 
the nne) 

A E Rm, JAE N'71 and IA E Nn+i 

is and let us set IA(n + 1) = m + 1. Thus the matrix 

is stored as follows: 

9 2 1 
1 3 5 

A= 2 4 
1 7 8 

5 7 9 

A= [9, 2, 1, 1, 3, 5, 2, 4, 1, 7, 8, 5, 7, 9f 

J A= [1, 4, 5, 1, 3, 5, 2, 4, 1, 3, 5, 2, 4, 5f 

I A= [1, 4, 7, 9, 12, 15]T 

( 4.3) 

By the computation of the permutation matrices P and Q also the determination 
of a pivot strategies we must fulfilled several conditions. The strategies must be 
so that the elimination method is numerical stable and the fill in the matrices is 
minimal. It is interesting to note that the condition are contradictory. The pivots 
in each elimination step are computed as follows where we consider only the first 
step for simplicity. 
Let 

.A= (ai,j)· 

Pivot elements can be only such elements which fulfill the so-called ,8-condition. 
Let Il denote the set {1, 2, ... , n} and let us denote· 

a . = max I a. ·I v j E Il 1 iEK i,J ' 

An nonzero element ai,j, i,j E Il is said to satisfy a ,B-condition for some ,BE [O, 1] 
if 

a··f3<1a··I. J - i,J 

It is obvious that at least one element ai,j in each column j satisfies the ,B-condition 
for a given f3. For f3 = 0 the factorization may be numerically instable. The case 
f3 = 1 is called column pivoting. It is stable, but the fill in can become rather large. 
Thus we recommend a choice f3 = 0.01 or ,B = 0.001. 
Let Ti be the number of the nne in the i-th row and Cj in the j-th column. Then 
the costs for each element ai,j f=. 0 are defined following Markowitz [10] as 

(ri - l)(ci -1). 
For the determination of a pivot we consider four strategi~s. The pivot elements are 
chosen in the set of elements satisfying the ,8-condition with a fixed ,8. If several 
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elements fulfill the condition then the element with the largest absolute value is 
pivot. 

Strategies 
1 Pivot is the element with the minimal costs. 
2 We determine the row with minimal number of elements 

by several the first respectively. The pivot is chosen in 
this columns in such a way that the costs are minimal. 

3 The pivot is chosen in the first column j with minimal 
Cj in such a way that the costs are minimal. 

4 The pivot is chosen in all columns j with minimal Cj in 
such a way that the costs are minimal. 

The numerical order for the strategies is 

Strategies 
1 
2 
3 
4 

Operations 
O(nm) 
O(nn) 
O(nn) 
O(nn) 

In the following table the fill-in and the computing time in seconds are given for 
an example. The example has been a system of 2904 equations with 58 142 nonzero 
elements which was treated on a VAX 4000-300. 

Strategies 
1 
2 
3 
4 

Fill in 
10 100 
16 246 
18 870 
16 738 

Time 
533,56 
24,08 

9,12 
26,71 

It is obvious that by the numerical solution of structured systems of algebraic-
differential equations we must solve many linear systems with the same nonzero 
pattern. We can generate a machine program [7] for the solution of the linear 
equations. The execution of the machine program gives their solution with a special 
Gaussian elimination method. An other possibility is the generation of a pseudo-
code. The interpretation of the pseudo-code ·gives the solution of the systems. The 
first method is very fast, but depends upon the machine code. The second method 
can be formulated independent of a computer. A general description will be given 
elsewhere. Here we describe the method for an example. 
Let A be the matrix ( 4.3). Determining the permutation matrices we obtain 

2 4 
5 7 9 

PAQ= 2 9 1 ( 4.4) 
1 7 8 
1 3 5 

The matrix P AQ is stored in the vector A in the following way where CD denoted 
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the i-the element in A. 

CD® 
@@ @) 

®CD ® 
®@@ 
CD®® 

The following operations are necessary to factorize A: 
A(12) 
A(13) 
A(2) 
A(3) 
A(9) 
A(ll) 
A(4) 
A(5) 
A(6) 

A(12)/ A(7) 
A(13)-A(12)*A(8) 
A(2)/ A(13) 
A(3)-A(2)*A(14) 
A(9)/A(l) 
A(ll )-A(9)*A(3) 
A(4)/A(l) 
A(5)/ A(lO) 
A(6)-A( 4)*A(3)-A(5)*A(ll) 

In the pseudo-code the arising operations are classified. For each assignment state-
ment the type of the operation ( 6 are sufficiently), the indices and the length of 
the scalar product are stored. 
In the forward and backward elimination we use a pseudo-code quite analogously. 
Compared with the generated machine programs the pseudo-code needs less stor-
age, but the interpretation of the pseudo-code takes more time than the execution 
of the machine program. 
The example system of 2904 equations mentioned above was also solved with an-
other pivot strategy. The solution process on a Micro VAX 3600 (double precision 
FORTRAN; /3 = 10-6 ) provides the following results. 

Fill-in 10 232 
Operations factorization 271 133 
Pseudo-Code factorization 2 259 272 Byte 
Pseudo-Code fb-elimination 581 840 Byte 
Pivot strategy 725, 77 Sec. 
Generation pseudo-Code 35, 7 4 Sec. 
Factorization 4, 17 Sec. 
FE-elimination 0,48 Sec. 
estimation of the condition 1,14 · 1012 

5. PARALLELIZATION OF THE NUMERICAL METHODS 

We sketch the use of parallel or vector computer in the realization of the methods 
introduced in the preceding sections. 
The parallelization can advantageously carried out on each level, i.e. in the systems 
of 
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- algebraic-differential equations, 
- nonlinear equations, 
- linear equations. 

5.1. Level algebraic-differential equations. We consider the problem (2.1) 
and (2.2). The subsystems (2.2) can be solved independently one from another. 
Let us suppose that just r processors are available. Then the following algorithm 
can be carried out for the solution in the interval [to, t 1]: 

0. Let k = 0, t0 < t1 , and choose an error bound € > 0 
1. Choose an approximation 

u~k)(t), i = 1, ... , r, t E [to, t1] 

2. On each processor i = 1, ... , r solve a system 

H·( (k) . (k) (k) . (k) (k) . (k) t) _ 0 on 
i ui , U1 , Yi , Yi , xi , xi , -

with a numerical method. The result is x~k)(t) and Yik\t) 
3. Solve 

F( (k+l) . (k+l) (k) . (k) (k) . (k) t) - 0 
U1 ' U1 ' Y1 ' Y1 ' ... 'w 'w ' - ' 

the result is u~k+l)(t),wCk)(t) 
4. If llu~k+l)(t) - u~k)(t)ll ~ € Vi, then set new time interval and go to 0 

otherwise set k = k + 1 and go to 2 
In general the step 2 represents a rather large subprogram such that its parallel 
execution is considerable gain of time. 

5.2. Level nonlinear equations. The different methods which has been de-
scribed in the section 3 can all be parallelized in simular ways. Thus we describe 
the parallelized algorithm for the two-level Newton method only. 
The algorithm for a fixed time step can be formulat'ed as follows 

0. Set l = 0 and choose an error bound T/ > 0 
1. Choose an approximation u~l>, wCl), i = 1, ... , r 
2. Set k = 0 
3 Ch . t' (k) (k) . - 1 . oose an approx1ma 10n xi , Yi , i - , ... , r 
4. On each processor i = 1, ... , r execute a Newton step for the linear system 

(3. 7). The result is x~k+l), Yik+l) 
5. If 

then set k = k + 1 and §o to 4. Otherwise go to 6 
6. Compute the Jacobian a~: with (3.9) or (3.10) respectively. 
7. Solve on a processor the linear system (3.6) and compute a Newton step to 

(3.5) with the result u~l+l) and wCl+l). 

8. If II ( .6.u~l+1 >, .6.w(l+l) II > T/, then set l = l + 1 and go to 2, else determine 
new time step. 
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We see that the steps 4. - 6. can be used parallel on the processors. 
On-level Newton method 
The computation of !::::..z by a Newton step to (3.12) can be formed by use of the 
parallel processor. 
The steps 1., 2., 3. and 5. can be applied by the Gaussian block elimination method 
parallel on r processors while the step 4. must be computed on a processor. 
The parallelization of the Gaussian-Seidel method can also be made. We obtain 
this immediately from (3.17) and (3.18). 

5.3. Level linear equations. Here we describe the pseudo-code of section 4 for 
vector computer. The pseudo-code can also advantageously adapted for parallel 
computer. 
We must find out the statements of the pseudo-code which are independent. We 
extract these statements and gather up vector statements. 
We investigate the independence with the algorithm of Yamamoto and Takahashi 
[13]. The matrix 

LU= PAQ 

from ( 4.2) can be connected with the matrix 

M =(mi,;) m· · E NU {O} i,3 

where mi,j denoted the level of the independence. If a matrix element is connected 
with the level zero then are by the factorization no operations necessary. All matrix 
elements with the same level can be computed independently. By the factorization 
we compute at first all matrix element with level 1 then 2 and so on. 
The algorithm for the determination of the elements mi,j from the matrix M is 
given as follows. 

M= 0 
for I= 1,N-1 do 

end 

for all {J: A(J,I )-:f. 0 & J>I} do 
M(J,I) = l+max(M(J,I),M(I,I)) 
for all {K: A(I,K) -:f. 0 & K> I} do 

end 

M(J,K) = l+max(M(J,K),M(J,I),M(I,K)) 
end 

For example we consider the matrix ( 4.3). We obtain 

M= 

0 0 
1 2 

3 0 
1 
1 

The factorization is accomplish in the order 

11 

0 
4 

0 5 
1 6 



Level Statement 
A(12) = A(12)/ A(7) 

1 A(9) = A(9)/ A(l) 
A(4) = A(4)/A(l) 
A(5) = A(5)/ A(lO) 

2 A(13) = A(13) - A(12) *A(8) 
3 A(2) = A(2)/ A(13) 
4 A(3) = A(3) - A(2) * A(14) 
5 A(ll) = A(ll) - A(5) * A(3) 
6 A(6) = A(6) - A(4) * A(3) - A(5) * A(ll) 

By the use of a vector computer we must find vector statements in the several 
levels. The following statements have prove a success. 

No. vector operation 
1 
2 
3 
4 

operation 
Scalarprod uct 
A(K) = 1/ A(K) 
A(K) = A(K) * A(L) 
A(K) = ( A(I) * A( J) + A(L) * A(M)) * A(M) 

The difficulty consists there that the array elements are addressed indirect. For the 
vector computer exist adequate statements. 
For the linear system on page 8 we have fund 171 levels. The results are: 

Level Number statements 
0 20 565 
1 1 952 
2 18 399 
3 1 362 
4 4 238 
5 5 124 

The largest vector lengths by the vector operations were: 
Vector operation 

2 
3 
3 
3 

vector length 
1 952 

18 399 
357 
639 

By the linear system were 91,2 % of the operations vectorizable. We have numbered 
only operations with a vector length 3 and greater. 
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