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Layerwise goal-oriented adaptivity for neural ODEs: An optimal
control perspective

Michael Hintermuller, Michael Hinze, Denis Korolev

Abstract

In this work, we propose a novel layerwise adaptive construction method for neural network architectures.
Our approach is based on a goal-oriented dual-weighted residual technique for the optimal control of neural
differential equations. This leads to an ordinary differential equation constrained optimization problem with
controls acting as coefficients and a specific loss function. We implement our approach on the basis of
a DG(0) Galerkin discretization of the neural ODE, leading to an explicit Euler time marching scheme.
For the optimization we use steepest descent. Finally, we apply our method to the construction of neural
networks for the classification of data sets, where we present results for a selection of well known examples
from the literature.

1 Introduction

In recent years, a new paradigm in mathematical machine learning has come into focus, which considers
parameterized neural differential equations as continuum models for residual neural networks [1], [2], [3].
[4], [5]. [6]. The hidden components of such a network are encoded in a state (= x(t)), which evolves
continuously over the “time” horizon!| [0, 7], T > 0 and ¢ € [0, T, according to a neural vector field F(z,6),
thus transforming the (given) input data @i, (= x(0)) into its feature representation (7). The latter is then
used to fit the output (label) data y, which are given. This is typically achieved by learning the parameters
0 (= 6(t)) occurring in the neural differential equation via training data and the minimization of a suitable
objective. Mathematically, this leads to the solution of an optimization (or parameter identification) problem
with ordinary differential equation (ODE) constraints [4], [7], [8] reading

inf J(x,0):=J(x)+ R(0), over (x,6), (1)
subject to: & = F(x,0), =(0)= xi,,

where J typically represents the data fit term (thus depending also on y) and R(6) is a suitable regularization

(prior). In this setting, we refer to @ as the state and 6 as the control variable, respectively. This allows us to

use analytical and computational tools developed within the realm of optimal control of differential equations.

More specifically, here we employ such tools to provide an answer to the question, “How should a neural
network be designed so that it satisfactorily solves a given task”. For this purpose, we rely on the concept of
goal-oriented (mesh) adaptivity [9], [10], [11], [12], [13] in our machine learning context. In fact, given an
“ideal” continuous network F'(-,6*) that defines our goal (i.e., the target value for adaptation) J(x*,0*), we
aim to construct a residual network, characterized by a discrete set of parameters 0%, that fits this goal well.
Accordingly, our adaptivity approach is based on the error bound:

1
T (2*,0%) - T (@2, 65)] <

N

K
3 (Rf,; Wh. 4 b gs | + RE, w;g*) +|R), (2)
k=1

which contains the residuals of the state equation Ri; and adjoint equation Rf,; weighted by the corresponding
errors in the adjoint and the state wz’j* and wk. , respectively, as well as the residual of the gradient equation
weighted by the error in the control, i.e., plg*ﬂ;. Here, R denotes higher order terms which are neglected in
the practical implementation, and K € N is the number of time steps. Based on this error bound, we propose
a computable indicator that drives our depth-adaptive neural network design. This generates a “time” grid,

whose grid points are interpreted as layers of an “ideal” neural network.

“Time"” is here merely artificial, rather than problem immanent.
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M. Hintermdller, M. Hinze, D. Korolev 2

The stationarity characterization in the form of the first-order optimality system for and its corresponding
discretization form the backbone of our approach. In this regard, it is crucial to ensure the existence of an optimal
pair (x*, 0*) together with the associated Lagrange multiplier (adjoint state) p*, with the triplet (z*, 6*, p*)
characterizing (one of) the ideal designs which we aim to meet. In order to achieve such a characterization in
our functional-analytic setting, an appropriate regularization (or prior) is required. For this purpose, we stabilize
by adding an H'(0,T) regularization R to the objective .J that enforces smooth temporal variation of the
network parameters and helps to show that an ideal design indeed exists. From an optimality perspective, this
regularization induces the H! topology in which the gradient required for neural network optimization must
be computed by solving a boundary value problem. On the discrete level, the latter is solved by combining
a discontinuous DG(0) Petrov—Galerkin discretization for the state and adjoint equations with a continuous
CG(1) Galerkin discretization for the gradient equation.

To the best of our knowledge, this approach to neural network design is new. Conceptually related approaches
include the sensitivity-based insertion of layers into an existing neural network during training [14] and the
adaptive successive approximation approach of [15]. In the latter, the optimality system resulting from the
associated optimization problem is solved algorithmically with the aid of a fixed-point iteration (method
of successive approximation), whereby in each iteration of the algorithm, the state and adjoint state are
approximated on the basis of residual error estimators. The solution algorithm is therefore treated adaptively in
its sub-steps. Our approach differs in that we derive the adaptivity directly from the optimality system. In this
way, we take advantage of the fact that the optimality system mathematically represents a boundary value
problem that can be treated adaptively using suitable methods.

The structure and contributions of the paper are as follows: In Section 2, the neural ODE is introduced and
cast into its batch form. The corresponding optimal control problem together with a suitable functional analytic
framework is introduced in Section 3. The first-order stationarity conditions are derived and analyzed in Section
4. In Section 5, we propose our discretization of the optimality system. A dual-weighted posteriori error bound
for the training objective is derived in Section 6, and the numerical realization of our layerwise algorithm is
discussed in Section 7. In Section 8, we report on numerical tests for our adaptive approach on binary and
multiclass classification problems. The paper ends with our conclusion and an outlook in Section 9.

2 Neural ODEs

The key idea of neural ODEs is to treat the depth of a neural network as a continuous variable, replacing
discrete layers with a differential equation parameterized by weights and biases. Over a time interval I = (0,7),
with T' > 0, we consider the following time-dependent weight matrix and bias vector

Wl R p: TR (3)

where d € N denotes the dimension of the hidden state. We then collect these quantities into a time-dependent
parameter vector 6 : I — R™, defined by

0(t) = (vecW (1), b(t)) ", (4)

where n = d? 4 d, and the operator vec : R4*4 — R? stacks the columns of a matrix into a single vector. Let
f:R? x R® — R? denote the neural vector field

f(0,0) == a(W(t)v+b(t)), te[0,T], (5)

where o : RY — R? is the vector-valued activation function
o) = (o(vs),...,0(wq))", (6)
and ¢ : R — R is a scalar activation function. Given an input o € R%», d;, € N, the neural ODE seeks a

trajectory x : [0, T] — RY satisfying

()

#(t) = f(z(),0() for tel,
.’E(O) = Win Zo,

where Wi, € R?*%n is the input projection matrix mapping the input data into the state space. Further, i
denotes the time derivative of = with respect to time .
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Layerwise adaptivity for neural ODEs 3

In supervised learning, a batch of m training examples {(z,y%)}™, C R%n x R, d, . € N, is typically
given. For both generality and practical implementation, it is convenient to express in a batch formulation.
For this, we define

o= (xp, ..., x0T € R™ gy =(yl, .. y™) T € RMdow (8)
with m € N. The batched neural vector field F' : R™? x R® — R™? acts component-wise as
F(w,0) == (f(z",0),..., f(z™,0) ", z=(a",...,a™)T eR™, (9)
where each trajectory z? : [0, T] — R? satisfies (7)) with 7(0) = Wi,z. The batched projected input is
Tin i = (Winzd, ..., Winzh") T € R™, (10)

The i-th block component satisfies ' = z?, Fi(z,0) = f(z*,0) and x!, = Wi,z!. The resulting full-batch
neural ODE is then given by
{:’c(t) = F(x(t),0(t)) for tel, 1)

z(0) = xyy,.

The system (L)) evolves the input @;, into a batch feature representation x(7’). The output map g, : R™? —
R™du transforms these features into predictions ¢ € R™%u and is defined component-wise as

qout(w(T)) = (gla s 7:0771)7 = g? (12)

where 7% := qout (Woutz*(T)) for i € {1,-++ ,m}, qout : R%ut — R%ut is a task-dependent continuous output
function, and Wy € R%u X4 is the output weight matrix.

A word on notation, before we continue: In this work, the Euclidean norm and dot product are denoted by | - ||
and (-, -), respectively. For batched vectors € R™¢ as in or ([9), we use the batch norm associated with
the product space (R?)™, which is given by

[ (13)
i=1

For the ease of notation, we assume that Wj, and W, are fixed, non-trainable parameters. This assumption
does not affect the conclusions of our analysis, and extending the results to trainable Wi, and W,y is
straightforward. Nevertheless, where necessary, we provide computational formulas that allow these parameters
to be included in the learning process.

3 Optimal control of neural ODEs

The optimal control problem associated with consists in identifying optimal parameters 6 based on the
training data and a suitable learning objective. Here, we address this problem within the “first optimize-
then-discretizedpproach, i.e., we first introduce an appropriate functional-analytic setting and derive stationarity
conditions, which are then discretized for computational purposes. We use the standard notation for Sobolev—
Bochner spaces, such as L2(I;R™4) and H'(I;R™?); see, e.g., [16]. Their respective norms are consistent
with and are defined as follows: For € R™ as in (), we have

m T
€122 rgmay = Z/ ' ()12 dt, N2 gmmay = 121 22(1mmay + 122 (rmay-
i=170

Furthermore, C([0,T]; R¢) denotes the space of continuous functions on [0, 7] with values in R?, equipped
with the supremum norm ||v|[oc 1= sup,¢jo 7[lv(2)||. For brevity, we often omit the respective Euclidean space
in the definition of function spaces in our proofs, specifically when the appropriate dimension is clear from the
context.
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We begin by discussing a suitable function space for the ODE parameters ([@)). Regularization is naturally used
to ensure that the quantities in belong to a specific function class. For A > 0, the functional

RO =5 [ (8O +1000)17) e (14)

ensures that the controls § belong to H'(I). Indeed, without the derivative term in (14]), one only has § € L?(1),
which admits discontinuities. We note that a regularization technique similar to was used in [4] to improve
neural ODE stability within a ‘first discretize—then—optimize’ setting, where the derivative 6(t) is replaced by
its finite-difference approximation.

To guarantee the existence and uniqueness of solutions to ([11)) in appropriate function spaces, we consider
conditions on that can be enforced by choosing a suitable regularization, as in ((14]).

Proposition 3.1. Suppose that § € L?(I;R") and that o € C(R?) is Lipschitz continuous, i.e., there exists
L, > 0 such that

HO’(SQ)—O'(S])H SLUHSQ—SlH, VS],SQ ERd. (15)

Then the problem admits a unique solution x € H*'(I;R™). Moreover, there exist finite constants
C1,C5 > 0 such that the following stability bound holds:

||w||H1(I;Rm,d) S Cl exp [C2||0||L2(I;Rn)j| . (16)

Proof. With a slight abuse of previous notation, but for the convenience of ODE theory, we define f :
R? x [0,7] — R? and F : R™4 x [0, T] — R™? as follows

fla,t) = a(W(ta+b(t), Fla,t) = (fa',t),..., f@™ 1)

Using the Lipschitz condition (15]), for v, w € R™? we estimate
- i i a2]t?
1F(w.0) — Faw. ) = [ S50 - s )] < Liw o - 1w, (17)
i=1

Using , we get the following estimate
[1E (v, )] < [[F(v,t) = FO,8)[| + [ F(0, )| < Lo [[W ()]} [[w]| + [ £(0, £)]].
Applying the Lipschitz condition to the second term above yields the following growth condition
IF (v, )]l < Vme(t) + a(t)|v]], (18)
which holds for almost every t € [0,T]. The coefficients in are given by
a(t) = Lo [W()[l,  e(t) = Lo [lo(t)[| + [lo(0)]]- (19)

Since 0 € L?(I), then a,c € L*(I), and by the Cauchy—Schwarz inequality, we have a,c € L'(I) as well.

Note that ¢ ~— W (t)z + b(t) is not continuous, and ¢ — F(z,t) may fail to be continuous as welf?] For this
reason, we closely follow the approach of |17, Theorem 3.4]. To begin with we define the norm

t
[olla = e vlloos  A(t) = / a(s) ds.

Since A(s) < A(t) for 0 < s < t, we obtain the norm equivalence e~ 4" ||v o < [|[v]|a < ||v]/oo, Which makes
C([0,T)) a Banach space when equipped with || - || 4. For v € C([0,T]), we define an integral operator
t
(T0)(t) = 2 + / Flo(s), s) ds. (20)
0

2Therefore, the famous Picard-Lindelsf theorem [17, Theorem 3.1] is not applicable.
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Layerwise adaptivity for neural ODEs 5

From ([18]), we get ||F(v(s),s)|| < v/mc(s) + a(s)M, M := ||v||«., ensuring that the integrand in is
integrable and that ¥ is well-defined. For 0 < ¢; < t3, we get

I(s0)ta) - (wo)(e)l < [ 1F ). ds < [ (Vines) +als)1) ds

t1

where the right-hand side tends to 0 as to — t; by the continuity of the Lebesgue integral. Hence, ¥ maps
C([0,T]) into itself. We note that A’(t) = a(t) and apply to deduce

¢ ¢
[Tv — Tw|[4 < max e~ AW / |F(v(s),s) — F(w(s),s)||ds < max e 4® / a(s)||v(s) —w(s)| ds
te[0,T] 0 te[0,T] 0

t
— max AW / A/ (5)eA9) =40 [ (5) — ()| ds

te[0,T] 0
t
< max o4 / A/(5)eA ds) oo — w]l.
te[0,T] 0
< max e 40 (eA(t) - 1) lv —w|a < (1 - e_A(T)) |lv — w4,
t€[0,T)

Since 1 — e~A(T) < 1, the Banach fixed-point theorem guarantees a unique = € C([0,T]) such that Tz = x.
By the Lebesgue differentiation theorem, we get

d
z(t) = a(‘lw)(t) = F(x,t),
which holds for almost every ¢ € [0, T]. The growth condition and the triangle inequality yield
&l L2y < [[Vme+allzl .y < Vmllelzam + lzllallzza)- (21)

Therefore, @ € L?(I). Hence, & € H'(I) and solves (1)), as required.
We proceed with the proof of the stability bound , beginning with the observation that implies

2l ) < ll2llezy + @20y < [VT + llallz] 2o + Vi llell 2. (22)
Since a(t) > 0 and ¢(t) > 0 for almost every ¢ € [0, T], the condition yields
t t
[t} < \/ﬁ/ C(S)d8+/ a(s)||z(s)| ds (23)
0 0

By the continuity of the Lebesgue integral, the first term on the right-hand side of is a continuous,
monotonically increasing function of ¢; applying Grénvall's inequality [18, Proposition 2.1] then yields

Je(t)| < vim exp / as) ds) / e(s) ds,

which holds for all ¢t € [0,T]. Using the Cauchy-Schwarz inequality and the fact that the integrands in the
above estimate are non-decreasing, we obtain

e < VTm exp (VT lallz2n) ) llllzary: (24)
Combining with yields
llm(ry < \/ﬁ{ﬁ (VT + llall2ry) exp(VT llallL2(ry) + 1} llellzzry-

From this bound, it is clear that there exist constants Cy,Cy > 0 depending only on L., m, ||o(0)|| and T
such that the stability bound holds. O

Remark 1. If§ € H'(I), then by the continuous embedding H'(I) — C([0,T]) [19], the parameters in
(). and thus the mapping t — W (t)x + b(t), are continuous. Since [0,T] is compact and 6 € C([0,T1]), the
parameters in ([4) are bounded on [0, T]. Hence, C := sup;c(o ) [|W(t)|| is finite and becomes

[F(v,t) = Fw,t)|| < CLg|[v — w].

independently of t € [0,T]. Therefore, F(-,t) is Lipschitz continuous in x, and the Lipschitz constant in
can be chosen independently of t. By the Picard—Lindeléf theorem, the problem then has a unique solution
in C1([0,T7).

DOI 10.20347/WIAS.PREPRINT.3254 Berlin 2026



M. Hintermiiller, M. Hinze, D. Korolev 6

Proposition yields the existence of the so-called control-to-state map
& : L*(L;R") — HY (L;R™), 60— x=:&(0). (25)

This mapping is nonlinear, and therefore its boundedness and continuity must be proved separately. The
boundedness of readily follows from the stability bound ([16]). The next result establishes the continuous
dependence of ODE solutions of on the control coefficients (4)), i.e., the continuity of ([25)).

Proposition 3.2. Suppose that o € C(R?) and is Lipschitz continuous with some Lipschitz constant L, > 0.
Then the control-to-state mapping & : L?(I;R") — H'(I;R™%) is continuous.

Proof. Let 01,0, € L?(I) be two distinct coefficients given by , ie.,

91 (t) = (VeC W1 (f), b1 (t)) T7 92 (t) = (VeC W2 (t), b2 (t)) T

According to Proposition 6, and 6, produce unique neural ODE solutions @1, xo € H'(I) with the same
initial value x;,. Let dx(t) = x1(t) —x2(t). Observe that §z € H'(I) implies 6= € C([0,T]) by the continuous
embedding H!(I) — C([0,T7]). The following inequality holds for almost every t € [0, T):

[62(t)]| < [[F(@1,01) — F(@2,01)|| + |F(22,61) — F(2,02)]]] (1) (26)
Similar to (17)), from the Lipschitz continuity of &, we obtain the following bound for almost every ¢ € [0, T7:
[1F (21, 01) — F(22,61)[[] (1) < a(t)[[6(t)]], (27)

where a € L'(I) is given by (19). By integrating inequality (26]), using d(0) = 0 and (27)), we get
t

t
Jo2(o)] < [ (el ds+ [ [1F(@2.00) = P 02)1] (5)ds. (28)
By the continuity of the Lebesgue integral, the first term on the right-hand side of is a continuous,

monotonically increasing function of ¢. Additionally, a(t) > 0 for almost every ¢ € [0, T]. Therefore, Gronvall's
inequality [18] Proposition 2.1] applied to yields

t t
I52()]| < exp ([ ats)ds) [ [IF(@e,60) = Fes,02)[](5)ds
0 0
By the Cauchy—Schwarz inequality and monotonicity of the above integrals, we get
162(t)l|z2(r) < VT Co|F(x2,61) — F(22,0)| 21,

where C; = exp (fOT a(t) dt) < 00. We further use the Lipschitz condition on o, Young's inequality and the
elementary inequality \/z1 + 22 < (/21 + /22 for z1, 22 € R>g, and obtain

mo T _ 5 11/2
om0l < VECo L[S [ 1W30) - Wal)ah(0) + a(e) ~ bat)|* ]

T T 1/2
< \/ﬁCaLJ[/O ||W1(t)—WQ(t)H2||m(t)H2+m/o ||bl(t)—b2(t)||2dt} /

S \/QTCQ Lo- HZIZQ”OOHWl - WQHL2(]) + v2TmCa Lo- Hbl — b2||L2(I)7

where we also used that ||zl < 00. Since the above bound is uniform in ¢, it follows that ||dz|.c — 0 as
01 — 02| L2— 0. Therefore, ||dx|/z2(;) — 0 as |01 — 62| z2— 0 as well.

To complete the proof, it remains to show that [[d&||z2(;) — O as || — 02| L2— 0. We start by applying
Young's inequality to , and obtain for almost every ¢ € [0, T the following

[62(t)[1* < 2[|[F(21,61) — F(a2,01)] (D[° + 2[| [F (@2, 61) — F(22,62)] (1)]1*.
Integrating and applying together with the previous estimates, we get
101122y < V2lall2( 1@l +2Lor [lalloc W1 = Wallpa(ay + v 161 = ball

Since ||6z]|o — 0 as |61 — 62]|L2— 0, the proof is complete. O
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Layerwise adaptivity for neural ODEs 7

After these preparatory results, we are ready to formulate an optimal control problem with neural ODEs. We
introduce the following spaces:

W= HYI;R™), Q:=L*L;R™), V:=QxR™ U :=H(I;R"). (29)

In our problem, we aim to determine the parameters 6 € U of (LI]) from the training data by optimizing
the following loss function

J W = Rso, J(z)=1Ux(T)), (30)
where [ : R™? — R is a continuous, problem-dependent function. We define the superposition operator
Np:WxU—Q, (x,0)— F(x(-),0(-)), (31)

and consider the optimal control (or parameter identification) problem
inf J(x,0) := J(x)+ R(f), over (z,0) W xU, (32)
0,

subject to:  e(x,0) =
where J : W x U — R includes the regularizer , and the constraint is defined by
e:WxU—=YV, (x,0)e(x0):=(&— Np(z,0), ©0)— min)—r ,

where & is now understood in the generalized sense. Since W — C([0, T]; R™¢), the initial value z(0) in
the above equation is well-defined. Altogether, is an equality-constrained optimization problem, with the
neural ODE defining the constraint.

Next we establish the existence of minimizers for the problem (32)), i.e., optimal pairs (z*,0*) € W x U
satisfying J (x*,6*) < J(«,0) for all (x,0) € W x U.

Proposition 3.3 (Existence of optimal controls). Suppose that 0 € U withUd := H*(I;R™). Then the problem
has an optimal solution.

Proof. We define Foq = {(x,0) € W x U : © = &(0)}. Proposition implies that F,q # ). Therefore,
inf {J(x,0) : (x,0) € Faa} =: j € R>(. By properties of the infimum, we can pick a (infimizing) sequence
(K, Ok ) ken C Fad, such that J (g, 0x) — j as k — oo. Furthermore, we have

lim J(x,0) > lim R(#) = +oo,

101lee—o00 16llee—o0

i.e., J is radially unbounded with respect to 6. It then follows that (6x)ren is bounded in U; otherwise, if
10k|le — oo as k — oo, then necessarily J (@, 0;) — 0o, contradicting the notion of an infimizing sequence.
The stability bound yields that (x)ken is bounded as well. Since W and U are Hilbert spaces and
thus reflexive, the Banach—Alaoglu theorem implies that the sequence (x, 0k )ren has a weakly convergent
subsequence in W x U, which we denote by (xy/, 0k )rren, with weak limit (x*,0*) € W x U. From the
compact embedding U < C([0,T]), we obtain that §;, — 6* strongly in C([0,T]). Since C([0,T]) C L*(I),
Proposition implies that the control-to-state mapping & : C([0,T]) — W is continuous, which in turn
implies that @y, — a* strongly in W. Since * = &(0*), we deduce that (z*,0*) € Foq. Since J is continuous
and R is weakly lower semicontinuous (because the norm is convex and continuous), we obtain

J(a}*,@*) S liminfj(mk/,ﬂk/) = hrn j(mk/,ﬂk/) = hrn j(mk,ek) :j,
k' —o00 k' —o0 k' —o0

where the above subsequence of real numbers converges since the entire sequence converges, implying that the
lim inf and the limit indeed coincide. Therefore, J(x*,0*) = j, so that (x*,6*) is a minimizer of J. O

We note that the control-to-state map is generally non-convex, hence minimizers of need not be
unique. We also mention that Proposition infers the strong continuity of along minimizing sequences
arising from Hl-regular controls. However, under weaker assumptions on the controls, such as U = L2(I; R™),
it is somehow difficult to argue the existence of optimal controls via the direct method of calculus of variations.

DOI 10.20347/WIAS.PREPRINT.3254 Berlin 2026
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4 Stationarity conditions

In this section, we derive first-order optimality (or stationarity) conditions for the problem (32). We begin
by considering the corresponding constraint qualification, which ensures the existence of a unique Lagrange
multiplier (adjoint state) needed to characterize optimal solutions via the derivative of the Lagrangian. For this,
we study the properties of the adjoint equation. In fact, the increased regularity of the adjoint variable allows
us to reformulate the adjoint equation in a form suitable for our discretization. The function spaces needed in
this section are defined in (29).

Let D1 Np(x,0) : W — Q denote the derivative of with respect to its first argument:
DiNp(z,0) = diag (le(xl,H), Dif(z2,0), ..., le(g;m,e)).

Since the batched vector field (9] acts component-wise across the batch, DN (x, ) is block-diagonal. Each
block stands for the Jacobian of and is given by

Dy f(a'(t),0(t)) = diag (o (W ()" () + b(t))) W (1), (33)

where diag (/(v)) € R4 is the diagonal matrix with o’(v) € R along the main diagonal. The derivative
DyNp(x,0) : U — Q of with respect to its second argument is given by

DoNp(x,0) = diag (Dgf(xl,G), Dof(z2,6), ..., Dgf(xm,9)>.

The derivatives Dy f(2%,6) (1 < < m), which form blocks on the main diagonal of Dy Ng(z, ), are rarely
computed analytically, thus rendering automatic differentiation the preferred method in (numerical) practice.
The next result shows that Dy Ng(x,6) and Do Ng(x, ) are in fact Fréchet derivatives and that the constraint
qualification for the equality-constrained optimization problem holds. Here, L(U, Q) denotes the space of
linear and continuous operators from U/ to Q, etc.

Proposition 4.1 (Constraint qualification). Suppose that o’ € L>(RY) and the selection holds. Then we
have the following:

1 DiNp(=,0) € L(Q, Q) and Do Np(x,0) € L(U, Q).
2 The Jacobian e'(x,0) € LW x U, V) is surjective.

Proof. The linearity of D1 Np(x, 6) straightforwardly follows from the linearity of its non-zero components in
(33). Since D1 Np(x,0) is block-diagonal, we get

m

) _ 1/2
|D\NE(,0)vllo < [ DID1(, 0)llen 1o lzn] < Cllvll

i=1

for v € Q, where the bounding constant is given by C' := ||0”|| o (r¢)[|W||oo. Indeed, such a finite constant
C > 0 exists due to o’ € L>°(R?), the continuous embedding ¢/ — C([0,T]) and the compactness of [0, 7.
Hence D1 Np(x,0) defines a bounded linear map on Q. Note that due to the continuous embedding W — Q,
DiNp(z,0) € L(W, Q) as well. For £ € U, we obtain the following estimate:

m . ) 1/2
|D2NE (@, 0)¢lle < [ 3ID2f (Ol ey 1€ 2] < CllEl

i=1

Without going into the detailed structure of Dy f(x?,6), it is clear that its components w € R¥¥4 and

M € R are bounded due to the boundedness of o’ and the boundedness of the continuous functions

vec
on [0,T]. This yields finiteness of the bounding constant for the linear operator Do Np(x, 6) in the above
estimate, completing the first claim.

Next, we show that the Jacobian €'(xz,0) € L(W x U, V) is surjective. It is given by

6’(.’1),9) _ (825 - Dl(s](:fp(w,a) —DQNOF(CB,Q)) 7
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Layerwise adaptivity for neural ODEs 9

where &g € W* is the Dirac delta distribution concentrated at 0. Equivalently, we need to show that for arbitrary
q = (q1,q0) € V, the equation €'(x,)dh = ¢ admits a solution dh = (dx,d0) € W x U. This equation can
be written as

dx = D1 Np(x,0)0x + g1, dx(0) = qo, (34)

where g1 := g1 + DoNg(x,0)00 with g € Q . Hence, it now suffices to show that, for any given §6 € U, there
exists a unique solution dx € W to the linear non-autonomous inhomogeneous ODE . Since the mapping
t = D1 Np(x(t),0(t)) belongs to L= (I;R™?*™d) one can construct a unique solution in W1>°(I; R™?) for
the homogeneous counterpart of (the case g1 = 0) and further use a variation-of-constants approach to
obtain a unique solution in W for ; see [20, Chapter 5] for the details. O

Concerning Proposition we recall that the assumption o’ € L°°(R?) holds not only for smooth activation
functions, but for the ReLU function as well.

For our purposes, specifically for the subsequent Petrov—Galerkin discretization, we require a variational form
of (11), which reads: For 6 € U, find @ € W such that

F(x,0;0) =0, forall oV, (35)

where the corresponding form F : W x U x V — R is given by

T
Fla,b;) = / (& — Np(,0), ¢1) dt + (2(0) — @i, 0) (36)

with the test functions ¢ = (1, 0) € V.

Remark 2. We closely follow the notation introduced in [13], where the functionals, as the one given in (36)),
depend nonlinearly on the arguments before the semicolon and linearly on those after it.

To characterize minimizers of , we derive an optimality system by considering the derivative of the
corresponding Lagrangian £ : W x U x V — R, which is given by

‘C(wa0§p) = \7(3379) - f(:a@;p), (37)

where we used the variational form of the constraint e(x, 6). Proposition guarantees the existence of
an optimal pair (x*,6*) € W x U. In addition, Proposition ensures that ¢'(x*, 0*) is surjective; therefore,
there exists a unique Lagrange multiplier (adjoint state) p* := (2*,q*) € V, where z* € Q and ¢* € R™¢,
such that the following first-order optimality condition holds:

L'(x*,0%p",0) =0, YVoeWxUXV, (38)
or, equivalently, in component form:

(adjoint equation) D17 (x*,0%¢,) — DiF (2, 0";p",¢s) =0, Vo, €W,
(gradient equation) DoJ (x*,0%;p9) — DaF(x*,0%;p",09) =0, Vg €U, (39)
(state equation) F(x*,0%;0p) =0, Vyo,eV.

We now study the optimality system . From the first equation in ([39)), we derive a variational form of the
adjoint equation: find p = (z,q) € V such that

T T
/0 (1, 2) dt—/o (DyNp(@, 0w, 2) dt + (w(0),q) = (J' (@), whw- v, (40)

for all w € W. Due to the chosen loss function ([30)), which depends only on the evaluation of the state z € W
at the terminal time T, it holds that

(J' (), wyw=w = {I'(@(T)) o7, wyw-w = (I'(z(T)), w(T)), (41)

where 67 € H'(I;R™?)* is the Dirac delta distribution concentrated at 7' and I'(x(T)) € R™<. The following
holds true for the adjoint variable p = (z,q) in the adjoint equation (40]), where we omit the x for better
readability.
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Proposition 4.2. Suppose that o’ € L>(R%) and the selection holds. Then we have the following:

1 The multiplier z satisfies z € W.

2 The multiplier q is equal to z(0) and the adjoint equation can be equivalently written as follows:
find z € W such that

T T
_/0 (z,(pl) dt = A (DlNF(a:,G)*z,gol) dt, (42)

(2(T), o) = ('(z(T)), ¢o)
for all ¢ = (¢1,p0) € V.

Proof. We test with w € D(I), where D(I) := C¢°(I) is the space of smooth functions with compact
support in I. Due to the compact support, the boundary term in and the derivative vanish, yielding

T T
/ (w,z)dt = —(2,w)pp = / (D1Np(z,0)*z,w) dt, (43)
0 0

where z € D'(I) denotes the distributional time derivative of z. However, % is represented by —D1 Np(x, 0)*z.
Since D1 Np(x,0) € L(Q) implies Dy Np(x,0)* € L(Q), and z € Q, we conclude that 2 € Q, which proves
the claim.

For the second claim, we first apply generalized integration by parts to the first term in with w € C*([0,T)),
which yields

/0 (z,w) dt = (2(T), w(T)) — (2(0),w(0)) —/0 (2,w) dt. (44)

The traces of z € H(I) in are well-defined due to the continuity of the embedding H(I) — C([0,T1),
and the last term in is meaningful, as the first claim implies that 2z is also the weak derivative of z.

Combining ([40)), and (44)), we get
T T
—/ (5.w) dt — / (D\Np (. 6)" 2, w) dt + (g — 2(0),w(0)) + (2(T) — I'((T)), w(T)) = 0.
0 0
The fundamental lemma of the calculus of variations yields ¢ = z(0). Finally, using the density of C'*°([0,T7)

in Q, we obtain (42). O

Remark 3. Inspecting Proposition reveals that the increased H' regularity of z depends not only on the
regularity of 6, but also on the choice of the objective function. In our case, the objective depends only on
the terminal state x(T'). However, if the objective involves the evaluation of (T') at T < T, one obtains

= —(DiNi(w,0) =z + I'@(T)) 57),

where 5? € HY(I;R™)* js the Dirac delta distribution concentrated at T. Consequently, we expect that

z € L*(I;R™) only. We note that such objectives appear naturally in time-series modeling with neural ODEs;
see [5] and references therein.

We henceforth identify the adjoint with its trajectory component and write p := z and proceed by examining
the structure of the gradient equation in . We recall that the Riesz representer of DoL(x, 6;p, ) € U* is
the gradient g of the reduced cost functional 7 (8) := J (x(0),6), where p = p(x(0)); cf. [21]. That is, the
gradient g € U is the unique element satisfying

T
(9, po)u = / )\[(9#9) + (97%)} + (D2Np(x,0) p, pg) dt, Vg € U. (45)
0
For convenience, we provide the strong form of (39)), where we make use of for the adjoint problem:
7p* :DlNF($*,9*)*p*7 p*(T) :l/(m*(T))’
A(0* — %) = —DaN(z*,0%)*p, 6*(0) = 6*(T) =0, (46)

Tz* = NF(w*79*)7 m*(O) = Tin-
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Layerwise adaptivity for neural ODEs 11

For a given 0, the gradient g in is then obtained from the two-point boundary value problem

where x and p are the state and adjoint state trajectories associated to 6. The weak form of the problem
is then given in ([45]). This boundary value problem structure stems from the regularizer inducing the
H'(I) topology in which the gradient must now be computed.

Remark 4. To include W;, and W,,; as trainable parameters, we need the derivatives D3 T (x, 0, Win, Wout)
and DyJ (x,0, Win, Wou). The former is given by

m

DsJ (2,0, Win, Wour) = _ p' (0)(zh) "
=1

DyJ (x,0, Wi, Woy) is independent of the neural vector field in and depends only on the problem-specific
loss and the output mapping q..., it can therefore be computed using standard calculus.

5 Petrov-Galerkin discretization

In this section, we consider the discretization of the optimality system . We employ a discontinuous
Petrov—Galerkin discretization for both the state and the adjoint state, taking advantage of the higher regularity
of the adjoint variable, as established in Proposition Both the state and adjoint discretizations lead to DG(0)
schemes, which can be interpreted as the forward and backward Euler time-stepping schemes, respectively.
For the discretization of the gradient equation , we use a CG(1) Galerkin approximation, where the
piecewise-linear in time parametrization of the control parameters is consistent with the regularization scheme

(14).
We start by performing a partition of the time interval [0, 7] as follows:

0:t0<t1<'-'<tK_1<tK:T,

and denote Iy, := (tg—_1,tx), Tk = tg — tg—1, forall k =1,--- | K, and 7 := max 7. We define the jump of a
function v at instant ¢, as [v]* := v(t]) — v(t; ), where

v(tf) = sl_iféﬂ v(ty +5), v(ty):= sl_i>%1+ v(tg — 5).

For the discretization of the trial space W, we select the following discrete space:
Wri=A{w, € Q: wly, 4,y € Prllti-1,th);R™), VE=1,-- K, w,(T) € R™},

where P,.(I;;; R™%) is the space of polynomials on the interval I}, taking values in R™, with polynomial degree
less than or equal to 7. Note that W, ¢ W; that is, the above discretization is non-conforming for the trial
space. However, we have W, C V. For the discretization of the test space V, we choose the following subspace
of V:

V"' = {UT € Q : v7’|(tk717tk] € PT((tk—latk];Rmd)7 Vk = 17 T 7K7 vT(O) € Rmd}

Then, we have V. C V; that is, the discretization is conforming in the test space. Note that W, and V, both
have dimension ((r + 1)K + 1)md. For the discretization of the gradient equation we use the conformal
discrete space U, C U, which we specify later in the section.

We define the discrete state equation with the discontinuous Galerkin form Fpg : W, x U, x V. — R (see
Appendixfor the derivation): for 0, € U, find , € W, such that

fDG(wT707;<p) = Z/j (wr - NF(:L'TaH)?@l) dt + ([[.CL‘Tﬂk,(pl(t;)) + (12-,-(0) - iL’in,QDO) =0 (48)
k=1""k

for all ¢ = (¢1,%0) € Vr. The formulation yields ((r 4+ 1)K + 1)md nonlinear algebraic equations in
the same number of unknowns. Indeed, the solvability of this system follows from the Lipschitz continuity of
F(-,0), yielding the discrete control-to-state map

67‘ :u‘r — W7'7 97‘ =T, = 67’(97'>7 (49)
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which is continuous due to the continuity of the map t — F(-,6(t)), see Remark (1l The existence of a
discrete optimal control pair (xX,0%) € W, X U, can then be argued along the lines of Proposition

TYIT

which is further simplified by the equivalence of weak and strong convergence in finite-dimensional spaces.
By linearizing at (w-,0;) as in Proposition we obtain ((r + 1)K + 1)md linear algebraic equations,
whose solvability yields the surjectivity of the Jacobian arising from the linearization. Then, a discrete stationary
point (X, 0%, pr) € W, x U, x V, exists and satisfies the discrete necessary optimality condition

BG(w:79:;p:7Q@):0, V(,DEWT XZ/[T XVT7 (50)
where Lpg(x,,0-5p,) = T(xr,0,) — Foc(xr,0-;p,). In component form we then have
Dlj(m:’ei; Qﬁz) - leDG(mj—vei;p:v@z) =0, V(,Om c WT,

Dy J (x5, 075 09) — DaFpa(xr, 07505, p0) =0, Ve €U, (51)
fD(;(:E:,QI;QDp) =0, chp € V.

The discrete adjoint equation for the optimality system reads: find p, € V; such that

K K
Z/I (= b = Do 0 prse) e =3 (fpr] i) =0
k=1"1x

(0, (T), 02(T)) = (' . (T), p.(T)),

for all ¢, € W,. The derivation of is provided in Appendix [Al We then consider a discretization that
yields an explicit Euler scheme forward in time for the discrete state equation in and backward in time for
the discrete adjoint equation , which we state later in the section. Specifically, we use piecewise-constant
in time polynomial functions, corresponding to r = 0 in W, and V-, cf. also [22]. We refer to Appendix [B] for
derivation details of this time-marching interpretation of our DG(0) scheme.

(52)

Let us now proceed with the numerical discretization of the gradient equation ([45)). Let U, C U denote the
finite-dimensional space of piecewise-linear in time finite-element functions with values in R™:

U = {UT eU: u7'|[tk—1,tk] € Pl([tk—htk];Rn)a k=1,... aK} =T ®Rn7

where T, C H*(I) consists of piecewise linear, globally continuous R-valued functions, and is spanned by the
well-known nodal hat functions {¢}X , [23]. Both boundary nodes i = 0 and i = K are included due to the
Neumann boundary conditions in . In view of the above, g, € U, and 0, € U, are given by

K n K n
Zng,i ¢k ®e; € UT, HT(t) = Zzefﬂ d)k ® e;.

k=0 i=1 k=0 i=1

We use g, as the discrete trial function and 6, as data in (45]), and we test with the basis functions
P ®@e;, 0 <1< K, 1< j<n. This way, the left-hand side in is discretized as follows:

K n

K n
(grd' @eshu=> > gF(dF @ei ¢l @ej)u = 97 (8", &' ny (i €g)mn.
k

=0 i=1 =0 i=1

For the first summand on the right-hand side of ([45]), we get

(R'(0),¢' @ ¢, u*u—AZZQ (0", ") () (eir €)mn-

k=0 i=1

Recall that L?(I;R") = L?(I) ® R™. Our approximation of the second summand on the right-hand side of

is then given by

n

K
(DoNp(r,0:)py, 0 @ ) parmny = D 28, (0, ¢ 2y (i, €5)mn,
0=1

i=1
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Layerwise adaptivity for neural ODEs 13

where 2k = DyF(xh~1 05)*p" € R and P, is the piecewise-linear and continuous reconstruction of p._
based on the midpoints my, of Ij;. In fact, on each interval [my, myy1] the reconstruction p, is defined as

~ Mig+1 — t—myg
p.(t)= ———p . (mg) + ——— p. (Mg , te |mg,mgy1]- 53
(0= T )4 L ), g (53
. . ko~ ) .
Since pr(mk) = qu-) and pr(mk+1) = p{f-—i_lv it holds D = pr(tk) = ‘I'k-,:l;:k,l-*—lp]; + ‘rkJ:ik+1pZ’€-+l' Practlcally, Zﬁ

is computed using backward mode automatic differentiation. These steps yield the discrete gradient equation
in its algebraic form:

(B"®L)g, = A(B"®1,)0, + (M" ®L,)z?, (54)

where B" = A" + M7, and A", M" € R(K“_)X(I'(H) are the stiffness and the mass matrices of Q,-basis
functions with the respective entries A} ; = (¢k,¢l)L2(1) and M7, = ((j)k,gbl)Lz(I), and I,, € R™*™ is the
identity matrix. The vectors g., ©®,,zP € R+ are given by

), O, =(09,...,05)T 2P = (20, ... 2T,

T

g = (92, 97

Summarizing, the discrete Riesz gradient g, is computed via the following system:

sc’j _ wﬁﬂ —|—7'kF(.’1}£71,9].:71/2)7 ke{l,--- K},
mg = &in,
pi_l = pf: + TleF(iL'ﬁ_l,eﬁ_l/Q)*pf—a ke {17 T aK - 1}7 (55)

pr =1U'(zl),

(B"®1,)g, =A(B"®1L,)0,+ (M ©L,)z?,

where 9’;71/2 = 0.(myg). The above system is solved iteratively to find an approximation of the discrete

stationary point (xX, 0%, pk) of . Given some initialization of parameters 6., the forward Euler scheme is
used to obtain x,(T), which is further used to compute I'(xX) to initialize the backward Euler scheme for the
adjoint approximation. The latter is then used together with the parameters .. to assemble the right-hand side
of the discrete gradient equation , which is subsequently solved for g.. The gradient g is then used in an
optimizer of choice to update ... This procedure is repeated until the loss value or the validation error reaches
a satisfactory threshold, or the overall number of specified iterations is reached.

6 The dual-weighted residual error estimation

In this section, we derive an a-posteriori error bound based on the analysis of the continuous and discrete
optimality systems, which will be used for the layerwise-adaptive construction of neural network architectures
derived from the discretization of neural ODEs.

First, we note that in view of Proposition , every solution (z*,60*, p*) of the optimality system ([39) also
solves

‘C;DG($*;9*;p*7§0):07 VSDEVXZ/[XV. (56)
Component-wise, is given by:

(adjoint equation) D1 J(x*,0%;¢y) — DiFpg(x*,0%;p", ) =0, Vo, €V,
(gradient equation) DoJ(x*,0%;09) — DoFpe(x*,0%;0%,09) =0, Vg €U, (57)
(state equation) Foc(x*,0%; 0p) =0, Yo,V

Indeed, because * and p* are continuous in time, the jump terms in the above forms vanish. Thanks to this

formulation, ¥ € W, and p* € V; become admissible trial functions in the state and the adjoint equation of
(57), respectively, even though W, ¢ W and V, ¢ W.
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We further observe that due to the inclusions W, C V, U CU and V, C V, the error e = (* — x,, 6* —

-, p* —p,) €V xU x Vis a feasible test function in (57). Substituting it into yields the Galerkin
orthogonality condition

Lhe(x*,0%p"e) = 0. (58)
With the continuous optimality system and its discrete counterpart at our disposal, we adapt [13]

Theorem 2.2] to the neural ODE setting and provide an a posteriori representation formula for the error in the
functional J.

Proposition 6.1. Suppose that o’ € L>(R?). Let (z*,0*,p*) € WxU W and (x%,0%,p*) € W, xU, xV;
be solutions of and (1), respectively. Then

1 1 1
T(@*,07) = T(@5,05) = 3pa + 300+ 50p + . (59)

The residuals py, pg and pp are given by

K K
Px = Z/ ( - p: - DlNF(m:7 0:)*1):—7 x* — 537') dt — Z ([[p:]]kilv m*(t:—l) - jr(t:—l))v
k=1"Tx k=1
K ~ . . ~ ~
oy — Z/ A[(62,6% = 0.) + (62,6" — 6.)] + (DaNr(a},03)°p}, 0* —6) d, (60)
k=1"Tr
K K
po=>" [ (&= Ne(@non). p =) de+ Y (el () - Bo(07)
k=171k k=1
where . € W;, p, € V. and 0. €U, are arbitrary, and R is the remainder
1
R= 5/ (j'”(:c: + Seq, 0F + seg;e,e,e) — F' (xh + seg, 05 + seg; pr + sep,e,ae))s(s —1) ds,
0

(61)
which is cubic in the error e = (x* — xX, 0* — 05, p* —pr) €V x U x V.

T

Proof. Using the third equation in and the third equation in (51)), we obtain
J(x*,0%) — J(x7,07) = Loc(x®,0%;p*) + Foc(x*,0%;p*) — Lpa(x}, 075 pF) — Foc(xr, 07 pr)

- ﬁDG(w*»9*§p*) - EDG(m:79:7p:)
! 1
= [ Lhal@? + sea,07 + scaip} + sepic) ds + 3 Lnal@h 053
0
_15/ (*9*,* )_1/ (*9*,* )
2 DG w-m 7—7p-,—,e 9 DGwa P, €),

where the last term is zero in view of (58)), and the first and the last two terms in the above expression form
the remainder of the trapezoidal quadrature rule:

1
1
R= / ba (TE + seq, 07 + sep; pr + sep, €) ds — 3 [ ba(@r, 0550k e) + Ly (™, 0% p", e)|.
0
Therefore, we get the following equality

1
j(w*ve*) —J(27,07) = b} i)G(w:—vg:;p:ww* -z, 0" — 9:71)* —-py)+R
(62)

1 - 5 -
= iﬁbG(mivai;p:-?m* - ZBT,G* - arvp* _pr) + Ra
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where we replaced (%, 0, p%) by an arbitrary (&.,0,,D,) € Wy x U, x V- in view of (50). Writing in
terms of individual components yields

J(@*,0%) — J(@},65) = {Dlj(wﬂ 0@ — &) — DiFo(@h, 0595 @ — &)
1 - -
+ 5[ D2@5,05:0% — 81) — DaFos(@r, 07 p7.0" — 01)]

1 1
7m+§%+R

1 * k. ok ~ _]'
+§fDG(w7707ap p'r)+R_ 2pz+2

Expressing the remainder R using the Peano kernel formula for the trapezoidal quadrature rule yields

/ L (x5 + seq, 0F + seg; PE + sep, e,e,€)s(s — 1) ds.

Expanding the trilinear form L{J(x : + seq, 0% + seg; P~ + sep, -, -, -) in the above integrand in terms of its
components yields the remalnder . The assumption o’ € L>(R%) then guarantees that the remainder
remains bounded. O

For our purposes, we use the following interval norm
1f1I5, = sup [[F()]- (63)
tely,

Using the error representation formula (59)), we proceed by estimating the error in the objective.

Proposition 6.2. Suppose that o’ € L>(R?). Let (x*,0*,p*) € WxUxW and (x%,0%,p*) € W, xU, xV;
be solutions of and (b1), respectively. Then

1 1 1
T (@,6%) = T2, 601 < Slowl + 3ol + 5 lopl + R (64)
with the following corresponding estimates
K K
pwl <Y REwEL Jpol <D Ipbegels lopl < ZR:C* wy (65)
k=1 k=1

where the residuals are given by

Ry = el = Ni(a, 07 + 1+ Tpsesreny - o — 1317,
Phegs = /I (07,07 = 0.) + (82,0 = 0,)| + (DaNp(a,07)" 5,0 = 0) at, (66)
k
. * % Tk
Ry, = 7 l=97 = DiNp(?,02)"p 1+ —— 31+ Tsisscny - I3

where l¢ is the indicator function of an integer set C, and the weights are given by:

War = 2" =& ln, wpe = 1P" = Pl (67)

where &, € Wy, 0. € U, and P, € V; are arbitrary.
Proof. The estimate ((64]) is straightforward to obtain from the error representation formula (59)). We now

estimate the terms in (60)), and begin with p,. Using the Cauchy-Schwarz inequality, we get

K

K
pal <D 7 =05 = DiNp (2}, 05) Pl = & lln + D _ITesl* e (6,) — 2 (G )
k=1

From the continuity of *, we get

lz*(ti_y) — 2Z (DI < N2 — 25l 2" () —2r (Gl < e — 27,
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Utilizing the convex combination

Th—1 %ot .t Tk ot .
— (@ (tf_,) — @it NI — v S W
T (@) - ) 4 o () - )|
Tk—1 Tk
< o @ @) =2 G+ - [l () — 22 G|
Tk—1 * * Tk * *
— - — " -
< T ot -t + et - 2l

and rearranging indices, we obtain the following estimate

K K—
> 7Tl () — 23 ()l < Y ( g |/ A A
k=1 k=1 -
Tk _ b TE iRl —
el 44 ||)||w wlln o+ = T e = e
where 79 = 0. Therefore,
K-1
. * Tk k—1 k 7k *
< _mr _D N * 9* * K * K~ _
ool < X2 (7 151 = Due(e? 00l + o M+ i e — el

K
. TK — k k
(e 10 = DaNe( 03 + I o = ol = 3 A ke

This yields the first term in . We proceed by estimating pp, and apply the Cauchy-Schwarz inequality

K K
ool <D ml|@r = Ne(r, 07l lp* =B+ Y [T5]"|[Ilp* (5) — B- (8]
k=1 k=1

From the continuity of p*, which follows from Proposition [4.2] we get

Ip*(ty) =P () < p" = Do, lP" () = PG < (1™ = Prll1iss-

This yields the following bound

Tk - Tk+1
lp* — 2.1, +

p () —p ()| < —— —
Ip* (1) = P (1)l < - e

||p* - i)'rHlkJrlv

which we use to obtain the estimate of the jump term

K K
S [ llp () - . 65 < il = ool + Y (e
k=1 k=2

Mt 1||)|p ol

Tk-i-T_

Therefore, we get

ool < (nua'c: ~ Np(t, 09|l +

K
:Hl)llp* Chln+ Y (mnﬁc: ~ Nt 09|l
k=2

K
— a1+ e ﬂ“||)||p*—zbr||zk=ZRi;wk
k=1

Tk—i-Tk

This yields the last term in the estimator . The estimate of py is obtained by directly distributing the
residual in over the time intervals. This completes the proof. O

We note that Proposition requires sufficiently regular activation functions. For example, we use the smooth
hyperbolic tangent in our numerical examples. Less regular activation functions can, in principle, be approximated
(or smoothed) to meet the required assumptions; see, e.g., [24].
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7 Layerwise adaptive algorithm

In this section, we present a depth-adaptive algorithm that relies on the error estimate (64)) for the objective
functional, and provide the details for its computer implementation.

By neglecting the remainder in (64]), we obtain the following error indicator

K K
1 E ok k ko k 1
8 =33 (Rb,whe + b+ Bhylh ) = 5> A, (68)
k=1 k=1
where the global indicator is decomposed into its local contributions Ay on the intervals I;, C [0,T]. The
residuals Rk* and Rk* reqmre the discrete solution (x%, 05, pr) of (51)), and we replace it with its approximation

(xr, 077p7) obtained from . With our choice of discrete spaces we get

k Tk k k— Tk k— k— k
Rm: ~ Tk”F(wT?aT)”Ik + e + Tha1 Hw’l’ — I, 1” +H{2§kSK—1} Te + Tho1 er t— T 2H =R

ko Tk k—1 k k|| _. pk
Ry, = 7i|DiNp (27, 0-)" P 1, + Lt Py —pi ! +H{1§kgK—1}T +Tk Iprtt = pil = Ry,

where the supremum norm on I} is approximated by uniformly sampling points in I}, and replacing the
supremum with the maximum of the evaluated norms at those samples. The weights and the residual
Plg*,e* require the triplet (z*,0*, p*), which is not available and must be replaced for computing purposes

by a suitable reconstruction obtained from (z,,6,,p,). We recall that x,(t) = z*~! for t € [t_1,t;) and
p,(t) = p¥ for t € (t,_1,t;]. Then, we replace =* and p* on I, by using the piecewise-linear reconstructions
from x, and p., which are given by

t—1tr_1 .
7(:1:5_1:5 1)7 p*| pr_ 1+

t—th—1, g k-1
Tk Tk (p p )

* ~ ak—1
r ‘Ik ~ T + T T

The weights are then approximated as follows:
t—tp_1 k
— =

T

kY| = ok — b =k

wk, = ||l&* — z.||;, ~ sup > o

tely

t—tr_q ) _ _
wpe = |lp, = pllr, ~ sup (1 - 7)“19’? i = [Pk — P =g
tely Tk

We replace 0* with the globally continuous piecewise-quadratic reconstruction 9, € U, which is defined on
each interval [ti_1,tx] by

t— 1

_ 2 _ -1
’l9|tk htk()—AkS +Bk5+Ck, S—TG[O,].]
The coefficients Ay, By, C, € R™ are determined by the conditions ¥, (tx_1) = 081, o, ( ) = 0% and
. k
U (tg—1) = Sg—1, where Sj_1 is the left-sided slope, which is given by Sy = 0 and Sy = Z=—=—. This gives

explicitly Ay = (9& — 95 L' — By, Br = Sk_1 Tk, and Cy = 9& L

Fig. shows piecewise linear reconstructions from the (piecewise constant) state approximation x, and adjoint
state approximation p_., as well as a piecewise quadratic reconstruction from the (piecewise linear) 6., taken
from our Swiss Roll numerical example (see the next section). We now discuss computing pf. 5. in (66), where

0* is replaced by ¥, and 67 is replaced by 6, to obtain pgﬂeT, which is given by

by = / A (6,0 = 0:) + (6,0 = 6)| + (DaNp (-, 0-)"p,, 0 — 0;) dt. (69)
Iy

The integral containing 6, and ¥, is computed as follows:
1
/ (6-,9,) dt = / (0571 (1 — s) + 0%s, Axs® + Bys + Ci) e ds = 71, (0571, oF) + 7, (0%, 8),
Iy 0

where the coefficients a* € R” and 3% € R™ are given by

A B, —-C B, -C A, B C
k_ Ak k k k k k_ Ak Pk Yk
04—4+ 3 + 5 +Ck, B 4+3+2.
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(A) (C)

0.6
8 . . K .
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PR R x[i] piecewise linear. rec ° g 05 —— 8[i] quadratic rec
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Figure 1: Discrete components of the state, control and the adjoint, and their respective reconstruc-
tions. (A): x7 ; (j-th component Qf the i-th equation) of the discrete state @, and its piecewise linear
reconstruction. (B): component p_ ; of the discrete adjoint p,. and its piecewise linear reconstruction.
(C): component 6 of the discrete control 6, and its piecewise quadratic reconstruction

For the derivatives 6, and 1., the respective integral is given by

1 k k—1
o ok — ¢ 2A,s+ B 1
/(%z%)dt:/ (o, ST s = —(0k 0k 0k - ).
I 0 Tk Tk Tk

We also compute the integrals

gk—1 T gk—1 Tk Tk . 1
I T T 6 3 Iy, Tk

where M is the local mass matrix. The second term in is evaluated similarly by using the structure of
DyNp(x,,0;)*p, and appropriate quadratures. Therefore, pq’gr p. can now be evaluated. Finally, we define
k

=Ry wi 40l + Ry wy (70)

which provides a computable approximation of Ay.

Algorithm [1| summarizes our adaptive approach. Starting from a coarse temporal mesh with initialized neural
ODE parameters at each node, the algorithm iteratively refines the mesh while optimizing neural network
parameters to minimize the objective. At each refinement step, a new node is inserted into the interval with
the largest contribution to the indicator , and a new neural network layer is assigned to it. The indicator
is used to guide the refinement process. In the layer insertion procedure, new layers must be initialized to
avoid disrupting prior training progress. For this, we set 67" as the average of 95*_1 and Gﬁ*, which performs
well in our examples due to the regularization (14)).
Algorithm 1 (Layerwise Adaptive Neural ODE Training).
Require: Coarse grid {t;,}X_,, tolerance tol > 0, maximum iterations itmax, refinement frequency it
Ensure: Adaptively refined grid {t;}, trained parameters {0%}

1: Initialize parameters {0%} at each node ty,

2: 9t 0

3: while it < ity and J > tol do

4 Compute gradient g, by solving

5: Update parameters {0} using g,

6 if it mod it,, = 0 then
7 Compute indicators 1y, for all intervals I},
8 k* < arg maxy ny
9 thew (tk*—l + tk*)/Q

10: Insert new layer with parameter 02V at tyew

11: Update grid {tk} — {to, vy ter— 1, tnews by - v oy tK}
12: K+ K+1

13: end if

14: t+—1t+1
15: end while

For optimization, we use the Adam algorithm [25] in our numerical experiments. Since Adam accumulates first
and second moments using exponential moving averages of past gradients, layer insertion requires resetting
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Swiss roll: (A) training data (B) prediction on test data peaks: (C) level set classes (D) prediction on test data

Figure 2: (A): Swiss roll training data with two colors indicating two different classes. (B): neural
network prediction on the Swiss roll test data. (C): Peaks function level set classes. (D): neural
network prediction on the Peaks test data.

these statistics, potentially reducing the benefit of momentum-based updates. Further exploring optimization
strategies for adaptive training is left for future work. We only note here that second-order optimization or
quasi-Newton methods as in may offer an attractive alternative within our framework setting, especially
given the small network sizes in early training stages; alternatively we also point to multilevel optimization

techniques as in [27], [28].

8 Numerical examples

In this section, we present two numerical examples: one for binary classification and another one for multiclass
classification; cf. also [4].

8.1 Binary classification

We generate a two-class dataset, known as the Swiss roll, consisting of two concentric spirals in R?:

Jotue(r, 0) = (cos(p),sin(@)) ", frea(r, ) = (r +0.2)(cos(), sin(p)) ",

for r € [0,1] and ¢ € [0, 4x] at 513 points each. Every other point along these spiral curves is removed from
the data set and used for the validation set, which is also used as the test set. The resulting training and test
sets each contain m = 513 points, and the corresponding labels y € {0, 1}, indicating the spirals our data
points x’ are sampled from, see Fig. A). For this binary classification task, the neural ODE vyields a score
, where §° € (0,1) and gout(s) = (1 + e~%)~L. The empirical binary cross-entropy function

1 ;
Wz (T)) = — > [y log ' + (1 - y") log(1 — 5)]
=1

is used to define the objective . For comparison, we consider three training approaches. First, we start
with a one-layer network and iteratively refine it via Algorithm [T} producing an adaptive grid and a K-layer
network. For the second approach, we insert layers at random intervals. Third, we train a K-layer residual
network on a uniform time grid (non-adaptive), where K matches the depth from the adaptive approach. In all
experiments, the network width is d = 4, training stops when the loss falls below the tolerance tol = 0.025
or after itmax = 3000 iterations, the terminal time is T' = 20, the activation function is o(z) = tanh(z), the
regularization is A = 1073, the learning rate is Ir = 5- 1073, and the layer insertion frequency for both adaptive
and random insertion approaches is it,, = 50. We run 5 experiments with different random seeds and report
the accuracy (fraction of correctly classified points on the validation set) and the number of iterations to reach
the specified tolerance in Table [l Compared to random layer insertion, adaptive learning via Algorithm [
converges faster and produces smaller networks, while random insertion never reaches the tolerance, terminating
at itmax = 3000 in all cases. Accuracy is also consistently higher with the adaptive approach. We observe
that the fixed-grid training is highly sensitive to initialization, with the iteration count significantly varying
across experiments, whereas adaptive training yields a more consistent number of iterations. Figure B) shows
a successful classification on the test set using one of our network realizations: one observes quite smooth
decision boundary, which comes from the regularization . Fig. exemplarily shows the produced adaptive
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Table 1: Binary classification: comparison of adaptive, random layer insertion, and non-adaptive
training for five neural network initializations. Accuracy and iteration count are reported for each
experiment. The resulting neural network depths for the adaptive approach are K = 52 (Exp 1),
K =40 (Exp 2), K =51 (Exp 3), K =39 (Exp 4), and K =39 (Exp 5).

Method Exp 1 Exp 2 Exp 3 Exp 4 Exp 5
Adaptive 0.99 || 2447 0.99 || 1801 0.99 || 2397 0.99 || 1795 0.99 || 1794
Random 0.74 || 3000 0.94 || 3000 0.77 || 3000 0.91 || 3000 0.83 || 3000

Non-adaptive 0.98 || 317 0.99 || 1978 0.98 || 1254 0.9 || 1568 0.9 || 370

- - EES—8—5—8—8 8444848 —8 8 88— 48
0.0 25 5.0 75 100 125 150 175  20.0
- —0—0—0—0— & +——0 - - - &
0.0 25 5.0 75 100 125 150 175  20.0

Figure 3: Binary classification: examples of time grids illustrating the new layer insertion positions in
the interval T' = [0, 20] produced by the adaptive algorithm (Algorithm 1).

grids for two experiments (Exp 4 and Exp 2): the consistent trend is that the algorithm allocates more points
at the beginning of the time interval and far fewer points near the end.

8.2 Multiclass classification

For the following experiment, we use the test problem for multiclass classification proposed in [4]. It is based
on the Peaks function

Fos() = 30— 21)? exp(~(a3) — (2 + 0(E — o — o) exp(—a3 — a3) — 5 exp(— (1 +1)” — 23),
where x € [—3,3]2. The function is discretized on a regular 256 x 256 grid, and the points are divided into 5
classes based on their function values. Specifically, we define C; = {2 : ¢;_1 < fps(z?) < ¢;} fori € {1,...,4},

and C5 = {a" : fs(a') > c4}. Here, ¢ = min fis and {c1, ca, ¢5,ca} = {—2.2,0.55,1.75,3.2}; see Fig. |(c

for the resulting classes. We use a one-hot encoding 3* € R%ut to mark the correspondlng class of each point.
For this multiclass classification task with dy,t = 5 classes, we use the empirical multiclass cross-entropy loss
together with the softmax output map, defined by

m  dout

exp(s’ )
I((T)) = ——ZZ@/J log 7}, qout(s)) = # J €L, dou}

i=1 j=1 k:i eXp(Sk)

We randomly sample 1000 points from each class and use 80% of the samples for training, with the remaining
points used for validation. Fig. (D) illustrates one of the successful classifications on the test set.

As in the previous example, we run 5 experiments with different neural network initializations for 3 approaches:
adaptive layer insertion, random layer insertion, and training with a fixed architecture of K layers, where K is
the network depth produced by the adaptive procedure. For all the experiments, the network width is d = 20,
and training stops when the loss drops below tol = 0.05 or the iteration count exceeds itmax = 2500.
The terminal time is T' = 10, the regularization parameter is \ = 1073, the activation function is tanh(z),
the learning rate is Ir = 1073, and the update frequency for adaptive training is it,, = 75. The obtained
accuracy and iteration count for each of these 5 experiments are displayed in Table[2] Similar to the binary
classification problem, Table [2] shows faster convergence in all five experiments, compared to random layer
insertion. The accuracy of both methods, however, is comparable, which can be explained by the substantially
larger network width compared to the binary classification example. Nevertheless, it appears that the time grids
produced by the adaptive approach yield better stability properties, which help reduce the iteration count. We
also observe that the non-adaptive approach requires 40 — 50% fewer iterations to reach the same tolerance
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Table 2: Multiclass classification: comparison of adaptive, random layer insertion, and non-adaptive
training for five neural network initializations. Accuracy and iteration count are reported for each
experiment. The resulting neural network depths for the adaptive approach are K = 24 (Exp 1),
K =24 (Exp 2), K =27 (Exp 3), K =26 (Exp 4), and K = 24 (Exp 5).

Method Exp 1 Exp 2 Exp 3 Exp 4 Exp 5
Adaptive 0.96 || 1623 0.97 || 1622 0.98 || 1865 0.97 || 1793 0.97 || 1641
Random 0.98 || 2094 0.98 || 2500 0.98 || 2500 0.96 || 2500 0.97 || 1698

Non-adaptive 0.98 || 1000 0.98 || 899 0.98 || 1021 0.98 || 775  0.98 || 871

Figure 4: Multiclass classification: examples of time grids illustrating the new layer insertion positions
in the interval T = [0, 10] produced by the adaptive algorithm (Algorithm 1).

level as our adaptive approach, but this comes at the cost of training a large network from the start. In Fig.
we exemplarily show the adaptive grids produced by the algorithm for several experiments (Exp 1 and Exp 4)
with the dataset. Similar to the previous binary classification example, we observe that the algorithm tends to
allocate more points at the beginning of the time interval and fewer points near the end.

9 Conclusion and outlook

The identification of an “optimal” neural network topology is a very important, yet very challenging task in
machine learning. In this work we have presented a time-continuous viewpoint on this problem, by introducing
neural ODEs and employing an adaptive (time) meshing technique. Our dual-weighted goal-oriented approach
aims at optimally resolving a pre-defined target quantity and it appears to work very well in practice when
compared to more conventional approaches. This indeed encourages to develop and refine the method further.

To this end, one may identify several avenues of research: (i) In our approach, we inserted layers of a pre-defined
“constant” size. This may be made more flexible by admitting variable layer-sizes. Borrowing once again
terminology from adaptive finite element methods, the number of neurons per layer may be related to a spatial
discretization of a (within a layer) continuous setting for . One may then attempt to carry over space-time
adaptation concepts from adaptive finite element discretizations. This may also include more complex target
quantities in order to stabilize the adaptation process. (ii) The produced hierarchy of meshes induces a hierarchy
of objective functions and constraint realizations associated with the continuous neural ODE constrained
optimization problem. Upon the identification of suitable transfer operators within this hierarchy, one may
develop (stochastic) multilevel minimization algorithms for further computational speed-up. (iii) We close
by mentioning another possible direction which is connected to carrying our approach over to more complex
network structures as, for instance, in convolutional neural networks (CNNs), where specific sub-blocks of
a network are dedicated to specific tasks. Incorporating the latter in an error estimator / indicator based
technique would be beneficial when trying to keep the overall number of networks parameters as small as
possible. Clearly, one has to overcome challenges such as the non-locality of convolutional layers, pooling layers,
local connectivity etc.

DOI 10.20347/WIAS.PREPRINT.3254 Berlin 2026



M. Hintermdller, M. Hinze, D. Korolev 22

A Discontinuous Galerkin formulation of neural ODE

We derive the variational formulation (48]) which is suitable for our discontinuous Galerkin approach. Starting
from the form ([36]), we split it over the time intervals as follows:

Fl.0:0) - Z/j & — Np(,0), ¢1) dt + (2(0) — @i, g0).- (71)
We integrate by parts:
/1 (m—Nm,e),@l)dt:/I —(@,¢1) = (Nr(2,0), 1) dt + (2(t;), 01(t)) — (2(G1) 1t )))-

We perform a downwind approximation by replacing 1 (¢, ) with ¢1(t{), and integrate by parts once more to
obtain

/I (& — Np(x,0),¢1) dt + (2(t]), ¢1(t;) — (x(ty) 1 (ty,))-

Recalling the definition of the jump, we define the following form:

Fpa(x,0;¢) : Z/} (& — Np(x,0), 1) dt + ([2]*, 01 () + (2(0) — Zin, @0),

which is the form required in (48).

The variational formulation of the adjoint equation which is suitable for our discontinuous Galerkin approach is
derived as follows. First, we compute the derivative Dy Fpg(@+,0-; P, p.) in the direction of ¢, € W,, and
obtain

leDG($T79T;pT7 SDI) = Z/ (p‘ra Sam) - (DlNF(mT7 07’)*p7-a sz) dt
k=1"Tr
- (72)
+ Y (lea]¥ 2 (1)) + (2(0), p,(0)).
k=1
Integrating the first term in by parts, we get
| @r) it = (0ot 0206)) = (0ot 026700) = [ (o).
k k
According to our jump notation, we have [p,]* = . () — @ (t;, ). Therefore, we get
/I (P ¢a) dt + ([pal®, P (1)) = /I (= Br @) dt + (p,(t;), 0(t))) — (P (6_1)s 02(t_1)). (73)
k k

Observe further that
K

K
(p‘r(tk ), P tk Z P(t_1) %:(t;—l)) - (PT(O),%(O)) + (pr(T)7<Pz(T))~ (74)
k=1 k=1

Using the identity together with and yields the first equation in (52). Computing D27 (2, 0-; ¢g)
as in gives the second equation in ((52)).

B Time-marching interpretation of the DG(0) approximation scheme.

Here, we derive the forward Euler interpretation of the discrete state equation and the backward Euler
interpretation of the discrete adjoint equation in (51). For » = 0 in W;, the ansatz &, € W; is given by

Zwklkl )+ 2B\ K (1),
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where ¥ € R™ for all k =0, ..., K, and

¢“<t>—{1’ Lelnh xK(t)—{

1, t=1tg,

0, elsewhere, 0, elsewhere.

To describe the test functions from V, with r = 0, we use v2x°(¢), and v* &¥(¢) for k € {1,.., K}, where
v® € R™ for each k € {0,.., K}, and

Ek(t):{l’ te(tkflatkL 7 Xo(t):{]., tZO,

0, elsewhere, 0, elsewhere.
Since the trial functions are constant in time on Iy, we get &, = 0, z,(t{) = =¥ and z,(¢;)) = ¥~1. Thus,
from the discontinuous formulation (48]), we get

K

Foc(xr,0:50,) = Z/ —(NF(wT,GT),vE) dt + (:clj — mffl,v’j) + (:cg — Tin, vY), (75)
k=1"1k

which yields the following expression after rearrangement:
af =l + / (Ne(2r,0-),05) dt, @) = @in. (76)
Iy

Discretizing the right-hand side using the midpoint quadrature rule and with the standard canonical basis in
R™?, we obtain an explicit ResNet-type time-stepping scheme:

) =z, xE =2+ P20 (1)), (77)

where k € {1,--- K} and t,_y/3 := % is the midpoint of the interval Ij.

For the discretization of the adjoint equation (52]), we use the ansatz p, € V., which is given by
K
p-(t) = pIXS () + Dok €5 (),
k=1

and apply the test functions from W, . For the latter, we have w*~1¢*=1(¢) for k € {1,--- , K}, and wE % (%),
where wk € R™? for all k € {0, , K}. For the trial functions from V,, we get p, =0, p.(t{_,) = p* and

p.(t,_,) =P in (52), which yields

K

K
Z/ (= DiNp(z-.0,) " prwh) dt =) (pr —pi L wi™h) =0
k=1"71k

Rearranging, we get

(pﬁilvwﬁil) = (pivwﬁil) Jr/ (DlNF(a:T,GT)*pT,wf) dt,
Iy

(pfawf) - (l'(mf),wf)

By testing with the standard canonical basis in R™?, and approximating the integral with the midpoint
quadrature rule, we get the time-marching scheme

Pt =ph+ Dy F (a0, (t_1)0)) PE, ke{l,-- K},

P = (k). (79)

The right-hand side, involving the product of the Jacobian and p¥ in , is typically produced via backward-
mode automatic differentiation without explicitly forming the Jacobian; see, e.g., [1].
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