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Analysis of a Cahn-Hilliard model for viscoelastoplastic
two-phase flows

Fan Cheng, Robert Lasarzik, Marita Thomas

Abstract

We study a Cahn—Hilliard two-phase model describing the flow of two viscoelastoplastic flu-
ids, which arises in geodynamics. A phase-field variable indicates the proportional distribution of
the two fluids in the mixture. The motion of the incompressible mixture is described in terms of
the volume-averaged velocity. Besides a volume-averaged Stokes-like viscous contribution, the
Cauchy stress tensor in the momentum balance contains an additional volume-averaged internal
stress tensor to model the elastoplastic behavior. This internal stress has its own evolution law
featuring the nonlinear Zaremba-Jaumann time-derivative and the subdifferential of a non-smooth
plastic potential. The well-posedness of this system is studied in two cases: Based on a regular-
ization by stress-diffusion we obtain the existence of Leray-Hopf-type weak solutions. In order to
deduce existence results also in the absence of the regularization, we introduce the concept of
dissipative solutions, which is based on an estimate for the relative energy. We discuss general
properties of dissipative solutions and show their existence for the viscoelastoplastic two-phase
model in the setting of stress-diffusion. By a limit passage in the relative energy inequality for
vanishing stress-diffusion, we conclude an existence result for the non-regularized model.

1 Introduction

The movement of tectonic plates driven by convective processes within the Earth’s mantle is a gen-
erally recognized theory which explains many geological phenomena, e.g., earthquakes, volcanoes,
formation of mountains, ocean trenches, mid-ocean ridges, and island arcs, see [41], (37} [25] [27] for
details. These tectonic plates form the Earth’s lithosphere, consisting of the Earth’s crust and the up-
permost part of its mantle. On geological time scales of millions of years, the moving and mechanically
deforming plates in the mantle are treated as non-Newtonian viscoelastoplastic fluids.

In this paper, we consider a system of equations which describes a two-phase flow of an incompress-
ible mixture of two viscoelastoplastic fluids arising from geodynamics. In a time interval (0, 7"), where
T € (0, 0], and a bounded C*-domain 2 C R3, the system is given as:

Oy (pv) +div(v @ (pv + J)) — div(T) = f — ediv(Ve ®@ V) inQ x (0,7), (1.1a)
div(v) =0 inQ x (0,T), (1.1b)

T =n(e)S + 2v(p)(VU)yn —pl  inQ x (0,7), (1.1c)

S+ OP(p: S) — YAS 3 () (Vo). nQ x (0,7), (1.1d)
dp+v-Vo=Au inQ x (0,7), (1.1e)

= éW’(gp)—sAgp, inQx (0,7). (1.1f)
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The system is complemented by the following boundary and initial conditions

v]ag = 0on 0Q x (0,7, (1.19)

7 - VS|oa = 00n 00 x (0,7, (1.1h)

- Vlao =7 Vilgo =00n0Q x (0,T), (1.1i)
(v, S,¢)]i=0 = (v, So, @o) in 2, (1.1j)

where 71 denotes the outward unit normal vector of ).

Equation describes the momentum balance for fluids, phrased in terms of the volume-averaged
Eulerian velocity field v : [0,7] x © — R3, the mass density p : [0,7] x Q@ — R, the volume-
averaged mass flux J : [0,7] x @ — R? given as J := —£25£2V 1, which occurs due to the
unmatched mass density, the Cauchy stress tensor T : [0,7] x 2 — R3*3, an external loading
f:0,T] xQ— R3, and the Korteweg stress representing the capillarity stress, which is modeled
as eV ® Vo with a parameter ¢ > (. Equation states the incompressibility condition. Equa-
tion provides the Cauchy stress tensor for viscoelastoplastic fluids, consisting of two parts: a
radial part, given by the pressure p : [0,7] x © — R, and a deviatoric part, which is in the form
of a symmetric matrix with zero trace including the viscous part given as 2v(¢)(Vv),,, and an extra
contribution by the internal S given as 7()S where coefficients v and 7 are functions of  arising
from the viscosity and the elasticity of the fluids. The strain rate (Vv),,,, = %(Vv + Vo), which is
the symmetric part of the velocity gradient, describes the relative motion between the particles.

Equation characterizes the evolution law of the volume-averaged internal stress S : [0, 7] X

Q— Rg’yxn?; v Which takes the form of a Maxwell-type stress-strain relation. Moreover, the rate of the
v

internal stress is controlled by the Zaremba-Jaumann rate S defined as

v
S:=05+v-VS~+S(Vv)y — (VU)4.S, (1.2)

which is a notion of time derivative widely used in geophysical models, c.f., [37, 25| 27]. Here, the
spin tensor (Vv)y, = %(Vv — Vo) denotes the skew-symmetric part of the velocity gradient. To
model plastic effects, an additional term JP(¢; .S) is incorporated into equation (T-1d). An example
of the plastic potential, which is used in geodynamics for the plastic deformation in lithospheric plates,
is given as

P(;5) = G(p)Pi(S) + (1 — G(¢)) Po(S). (1.3)

Here,

P(S) = S+ il S| it |S| < oyiewas, (1.4)
S 00 if |.S] > oyield, '

where a; > 0, b; > 0 are constants of each pure phase i and oyie1q; is the yield stress of each
pure phase 1, 1 = 1, 2, which determines the onset of plastic flow behavior see [37, [25]. Moreover,
OP(¢; S) denotes the subdifferential of the convex potential P(i;-) in S. It is defined by

a;
2

sym, Tr

OP(p;S) := {§ e R¥3 1 (£,5 — S)paxs + P(g; S) < P(yp; S)} (1.5)

In addition, the plastic potential is given as

P(p;S) :—/QP(w;S)dx. (1.6)
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The Cahn-Hilliard type equation (1.1¢€)- (1.1f) describes the evolution law of the phase-field variable
¢ :[0,T] x © — R which indicates the presence of each of the two phases. Hence, in the physical
sense, we expect, for (£, z) € [0, 7] x Q

= —1, pure fluid 1,
o(t,z) < € (—1,1), mixture of fluid 1 and fluid 2, (1.7)
=1, pure fluid 2.

Moreover, in equation (T-1e)-(T-1%), 1 : [0,7] x Q2 — R is the associated chemical potential, 1 :
R — [0, o0] is a singular potential, and ¢ > 0 is a small parameter related to the thickness of the
interface.

In particular, the mass density is modeled as

1—9p 1+¢

plp) == 5 Pt

where p; > 0 is the constant mass density of each pure fluid 7, © = 1, 2. Hence, equation (1.1€)
provides the additional continuity equation

P2, (18)

Op +div(pv + J) = 0. (1.9)

To have an understanding of this system, let us first define the total energy of the system at time
t € 10, T], i.e., the sum of the kinetic energy depending on p and v, the elastic energy depending on
S and the phase-field energy depending on ¢:

1 1

B1) = €00, 50 60) = [ P uta 0 + 315G 0P + 51V + W) do (110
Q

Assume for now that we have a smooth solution (v, S, @, i) of system (T-7). Then we multiply

by v, (I-1d) by S, (1.7¢) by p and (1.1 by 0., integrate over space and time, and perform an
integration by parts, so that we obtain the following energy-dissipation balance:

t t
E(t)+/ /2V(<,0)|(Vv)sym|2+7|VS|2+§ : S—|—|V,u|2da:d7' = E(0)+/ (f,v)ypdr (1.11)
0 Jo 0

for all ¢ € [0,7] and where £ € OP(p;S). From this energy-dissipation balance, we can see that
the total energy of the system is dissipated by four parts: a Newtonian viscosity, a quadratic stress
diffusion, dissipation due the plastic deformation stemming from the non-smooth potential P and a
quadratic term due to phase separation involving the chemical potential 1.

The mathematical challenges associated with analysis of this system stem from the following: First
of all, the momentum balance comes with all the difficulties arising from the three-dimensional
Navier—Stokes equations. Based on the large body of analytical results on Navier—Stokes equations,
cf. e.g. [17, 135, 24! 43| 22}, 15} [39, (13} [38], we cannot expect a better class of solutions for the velocity
field than Leray—Hopf solutions, which were introduced in [33, 28].

Moreover, the stress evolution equation includes a nonlinearity in the Zaremba-Jaumann deriva-
tive of S and a multi-valued derivative due to the non-smoothness of the dissipation potential P.
[36] studies the global existence of solutions based on the Zaremba-Jaumann derivative together with
a smooth dissipation potential such that P (.S) = a.S. In addition, the stress diffusion —yAS with
~v > (s introduced as a regularization for analytical reasons as in [19]. However, in order to get closer
to models used in geoscientific applications, e.g. [37], we aim to avoid it in our analysis.
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Furthermore, this model contains more than one phase, which also gives us the difficulties arising
from the coupled Cahn—Hilliard—Navier—Stokes system. We refer to [20} 4] for the study of Cahn-—
Hilliard equations and to [1], (16, [3, [2] for the study of the Cahn—Hilliard—Navier—Stokes system. In
contrast to the above-mentioned works, we additionally face the difficulties of the multi-valued stress
evolution (1.1d). A single-phase system of the momentum and stress equations has already been
studied in [19] and [18].

Our goal is to study the existence results for system (1.1) not only in the case v > 0 but, more im-
portantly, also in the case v = 0. This will be achieved with the help of an alternative concept of
solution: the dissipative solution. The idea of dissipative solutions is that the solutions do not satisfy
the equation in the distributional sense anymore, but, instead, one controls the difference between the
solutions and smooth test functions satisfying the equations in terms of the relative energy and the
relative dissipation. The concept of dissipative solutions was introduced by P.L. Lions [35, Sec. 4.4] in
the context of the incompressible Euler equations and his motivation stemmed from the consideration
of the singular limit in the Boltzmann equation and identification of its limits [34]. Since then, dissipa-
tive solutions have been applied in different contexts, for instance to singular limits in the Boltzman
equations [40], incompressible viscous electro-magneto-hydrodynamics [6], equations of viscoelastic
diffusion in polymers [44], the Ericksen—Leslie equations [30, |31], or finite-element approximation of
nematic electrolytes [7]. Moreover, it is also applied to isothermal damped Hamiltonian systems in
[32] and to a viscoelastoplastic single-phase models in [18], where this notion of solutions is called
energy-variational solution. The term dissipative solutions is also used for other solution concepts. On
the one hand, it is used in [23] in the context of the Navier-Stokes-Fourier system, where it basically
denotes a weak solution. On the other hand the term dissipative solution is also used for different
measure-valued solution frameworks, see for instance [14,[10]. These concepts are different from the
dissipative solutions in [35] and we rather refer with this term to the original definition by Lions.

2 General notations, preliminaries and assumptions

In this section, we fix the notation that will be used throughout this work and recall some useful results
that will be applied for our analysis.

2.1 General notations

By default, we use Einstein’s summation convention for vectors and tensors. Let a = (aj)gle, b =
(bj)?'zl € R? be two vectors, then their inner product is written as a - b := a;b;, and their tensor
product is written as a @ b = (a;bg)?,_,. Similarly, let A = (A;)%,_,, B = (Bjr)3;, € R
be two second-order tensors, the tensor inner product is written as A : B = A, Bj;. Besides, for
two third-order tensors C' = (Cijx1)3 1 1=, D = (Djr1)3 5 1=1 € R?*?*3, we denote the inner product
by C': D = CjuDjii. The tensor product between a second-order tensor A € R3*3 and a vector
a € R? gives a third-order tensor and it is defined as (A ® a)ju = (Ajrw)3 -, We write the
transpose and trace of a matrix A € R3*3 in the usual way that AT and TrA. Moreover, we set the
space of the symmetric and trace-free second order tensors as

RS ={AeR™ A= AT TTA=0}. (2.1)
The point (x,t) € Q2 x(0,T) is defined by the spatial variable = € {2 and the time variable t € (0, 7).
Thus, we write the partial time derivative and partial spatial derivative of a (sufficiently regular) function
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u:Qx(0,t) — R as dyu and 0., u, where i = 1,2, 3. Moreover, Vu and Au denote the gradient
and Laplace of u with respect to spatial variable. The symmetrized and skew-symmetrized part of Vv
of a vector field v : @ — R3 is given by

(V) := % (Vo+Vo') and (Vo),, === (Vo —Vo'). (2.2)

N

We also write div(v) = 0., v; as the divergence of vector field v. Similarly, for a second-order tensor
S, the divergence is defined by div(S) = 0,, Sj-

Function spaces. Let X be a Banach space with norm |[|-|| x and dual space X'. The same notation
is used also for X3 and X3*3. When the dimension is clear, we simply write X instead of X or
X3%3 We use {2/, x) x to denote the duality pairing of ' € X’ and z € X.

The space C*°(£2) denotes the class of smooth functions in (2 and the space C3°(€2) denotes the
class of smooth functions with compact support in 2. The Lebesgue spaces and Sobolev spaces
are denoted as LP(Q2) and W*?(Q) for p € [1,00] and k € N, in particular, for p = 2, we write
WHk2(Q) = H*(). Moreover, we write HJ (2) as the space of functions in H*({2) whose boundary
value is zero in the trace sense and H () := (H}(2))' is the dual space.

Now let (0,7") C R be an interval, the space C°(0,T’; X) consists of the class of continuous func-
tions in time with values in the Banach space X. For p € [1, 0], the corresponding Lebesgue-
Bochner spaces are denoted by LP(0,7;X). Moreover, we write W'?(I;X):=
{ue LP(0,T;X) : Opu € LP(0,T; X)} and H'(0,T; X) = W12(0,T; X). The local Lebesgue-
Bochner spaces LI (0,7;) and H_(0,T; ) consist of the class of functions in LP(.J; X') and

H'(J; X) for every compact subinterval J C (0,7') respectively. Besides, we will simply write
u(t) := u(-,t) for u defined on 2 x I.

Forany u € L'(Q)

1
Uq = —/udx (2.3)
€2 Jo

is the mean value of u in (2.

Solenoidal vector fields and symmetric deviatoric fields. We introduce function spaces for solenoidal
(divergence-free) vector fields and symmetric, deviatoric (trace-free) fields. The corresponding classes
of smooth functions on €2 are given by

i () == {p € CF°(Q)? : div(p) = 0in Q} (2.4a)
() == {v e C*(Q¥? 1 =T, Tr()) =0in Q} . (2.4b)

We further write the time-dependent solenoidal vector fields and symmetric, deviatoric fields as

S x I):={P e C(QAxI)* :div(®) =0inQ x I}, (2.4c)
ot 1) :={T e CrQ x> : U =0" Tr(¥)=0inQxI}, (2.4d)

0,sym,Tr

where I C [0,00) is an interval. The corresponding Lebesgue space of space-integrable functions
on (2 are defined by

L3, (Q) := {v e L*(Q)° : div(v) =0in Q}, (2.4e)
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Ly nn(Q)={S e’ (> :5=5"Tr(S)=0inQ}. (2.4f)

The Sobolev spaces obtained as the closure of C¢%;,(€2) and Cge ., 1,(§2) with respect to the
H'(2)-norm are denoted by

Hy 43 (Q) := {v € Hy(Q)* : div(v) = 0in Q}, (2.49)

H () = {5 € H (). 5=8T Tr(S) =0inQ} . (2.4h)

Notice that all the boundary conditions are identified in the trace sense.

2.2 General assumptions and further notations

In the following, we collect and discuss the mathematical assumptions on the domain, the given data,
and the material parameters.

Assumption 2.1 (on the domain). We assume that {2 C R? is a bounded domain with C>-boundary
0f) and write 77 as the outward unit normal vector.

Also in view of (1.10), we make the following hypothesis for the non-smooth dissipation potential P
in ({.1d):
Assumption 2.2 (on the plastic potential). For the plastic potential
.72 2
P L (Q) X Lsym,Tr<Q) —

0,00
(7:5) = [ Plaspla), S(a) da. @9

we make the following assumptions: The density P : © x R x R — [0, 00] is proper and

measurable with P(z, p,0) = O forall x € {2 and ¢ € R. Moreover,

W for all z € , the mapping (v, z) — P(z,y, z) is lower semicontinuous,
W forall (z,y) € Q x R, the mapping z — P(z,y, z) is convex,

W forall (x,2) € Q x RZ> 1., the mapping y — P(z,y, z) is continuous.

Besides, the convex partial subdifferential of P (¢; -) at point S is given by

OP(¢;S) 1= {€ € (I2unl() 1 (65 = Sz + P35
< P(p;S)forall S € L? (Q)}

sym,Tr

Notice that, by definition, 0P (y; S) = 0 if P(p; S) = oc.

Furthermore, we make the following hypotheses for the initial data and the external loading:

Assumption 2.3 (on the given data). Assume that vy € L3, (), So € LZ,,(Q) and f €
L2

2 ([0,T); H1(Q)?). Moreover, assume that g € H'(Q) with |¢o| < 1 almost everywhere
in 2 and

1
‘ﬁl/ﬂgpgdxe (—1,1).
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In order to guarantee the existence of weak solutions, we make the following assumptions on the coef-
ficients and the singular potential. The idea of these assumptions is inspired directly by [2, Assumption
3.1] and [4, Assumption 1.1].

Assumption 2.4 (on the material parameters). The dependence of the material parameters on the
composition of the mixture, i.e., on @ is assumed to be as follows:
(1) The dependence of the mass density p on the phase-field variable ¢ is given by

p1+p2  p2— P
where the constant p; > 0 is the mass density of fluid z, 7 = 1, 2.
(2) For the viscosity parameter v and the elastic modulus 7, we assume that v € CO(R), n e CI(R)

and
O0<wvi <vip)<wvy 0<n <n(p) <mn, and |y (¢)| < Cloralp € R (2.8)

for some positive constants C', 11, 12, /1, /5. Herein, the constants 7;, v; can be viewed as the con-
stants associated with the pure fluid 7, 7 = 1, 2.

Assumption 2.5 (on the singular potential). For the singular potential 11", we assume that W &
C([-1,1]) N C3(—1,1) such that

lim W (p) = —o0, lim W' (p) = oo, W"(¢) > —k for some k > 0. (2.9)
p——1 p—1
Moreover, we extend W () to +oo for ¢ € R\[—1, 1]. Without loss of generality, we also assume
that W (p) > Oforall ¢ € [—1,1].

Remark 2.6. (1) As an example for such a singular potential, one can consider

(14 )l +0) + (1L —@)n(l - ) — 22 p e [-1.1],

W(p) = 5

for fixed A > 0.

(2) Since we will show that a solution ¢ takes values in (—1, 1), we actually only need the functions
v, 7 to be defined on this interval and then extend them outside of this interval in a sufficiently smooth
way by constants. So, by the assumptions of continuity and continuous differentiability, respectively,
the bounds are natural.

N | —

Energy functionals. We define the kinetic energy, the elastic energy and the phase-field energy as
follows:

2
Exin 1 L(Q) x L3, () = [0,00], (¢, v) — / p(g0)|v7| dz, (2.10a)
Q
: |SI*
Ea: Lsym,Tr<Q) — {O, OO], S — Tdﬂ?, (2.10b)
Q
! |V90‘2 -1
Eot 1 H(2) — [0, 00], ¢ — e te W(p)dex. (2.10c)
Q

Then, the total energy of this system is given by

Eiot (0, S, ¢0) = Exin(, V) + Ea(S) + Ept(p). (2.10d)

DOI 10.20347/WIAS.PREPRINT.3247 Berlin 2025
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Dissipation functionals: We define the viscous Stokes-type dissipation, the quadratic stress diffu-
sion, and the quadratic diffusion of the chemical potential according to the Cahn—Hilliard equation as
follows:

D, : LNQ) x Hi () = 0,00, (p.0) / 2w() (Vo) da, (2.112)
Q
D : HY(Q) — [0, 00], / V| dz (2.11b)
Q
Dyay : Hyp 1 () = [0,00], S — / ~| VS| d . (2.11c)
Q

Then, the sum of Stokes-type dissipation and Cahn—Hlilliard dissipation and the total dissipation po-
tential are given by

Dchs(va 2 /L) = ,DS(907 ’U) + Dch(ﬂ)a (21 1d)
Dtot(va Sa P, HJ) = Dchs(vv 2 :u) + Dsd,'y(s) + P(QO, S) (2-1 16)

Note that (2.17€) also involves the plastic potential P, which is specified in more details in (2.5).

2.3 Reformulation of system (1.1)

Now, we reformulate the Korteweg stress that appears on the right-hand side of (1.1a) with the aid
of (1.7f). Formally, for a smooth solution , by substituting (1.11) in (1.1a), we find

Vol

—ediv(Ve @ V) = —eAp - Vo — eV (T)

2
= uVp — e 'W'(p)Vp — eV (|V;p| > (2.12)

= uVyo — e 'V(W(p)) —eV <|V;0|2> .

This allows us to define a new pressure term

1
g=p+e'W(yp) +55|V¢12 (2.13)
to rewrite as
O (pv) +div((v @ (pv + J))) — div((n()S + 2v(9)(V),n)) + Vg = uVe.  (2.14)

Hence, when testing (2.14) with divergence-free vectors, the additional pressure term also vanish.
Notice that the singular potential is not convex. But thanks to the assumption that 1" is bounded
from below by —k with x > 0 cf. (2.9), we define

We(p) == W(p) + ggpz. (2.15)

Thanks to the bound W (¢) > —k, we find that W/ (p) = W"(p) + k > 0, forall p € [—1,1]
which ensures that W, is convex. In particular, it holds that W/ (¢) = W'(¢) + k. Using W, in

(1.71), this is equivalent to
K
w+—p = 5_1W,;(g0) —eAop. (2.16)
€

DOI 10.20347/WIAS.PREPRINT.3247 Berlin 2025



Analysis of a Cahn—Hilliard model for viscoelastoplastic two-phase flows 9

Now, we can consider the energy &,¢ . : L*(£2) — R with its domain given by

dom(Eper) i={p € H'(Q): =1 < p<lael, (2.17a)
£ () = L[ eIVl de + [ et Wa(p)dz  foru € dom(Eyy,), 217b)
P oo otherwise. '

According to [4, Theorem 4.3], the domain of the subdifferential is given by

dom(0&,s.s) = { € H*(Q) : Wip) € L*(Q), W (9)|Ve|* € L'(Q), 7 - Viplao = 0}
(2.18)
as well as
0&pt.x(p) = {—eAgo + 5_1Wé(go)} for all ¢ € dom(0Ep,s;). (2.19)

In this case, since O&y ., is single-valued, it coincides with the Gateaux derivative DEy () =
—eAp + 71/ (). Additionally, we have the following estimate

lellze + W)z + /QWL’(QO)IVMde < C(ID&en(@)lliz + llelli +1) (220
for all p € dom(DE ) as well as
pt gso = —clp+e Wi(p) = DEpr () (2.21)

for all € dom(DE ). Thus, we have the following relation between the original phase-field energy
Ept from (2.10) and the convexified phase-field energy £ .. from (2.170)

K
Ent(9) = Ept () = 5 [1#II72- (2.22)

Therefore, after this reformulation, system (1.1) can be written in the following formally equivalent form:

i(pv) 4+ div(v @ (pv + J)) —div(T) = f + uVe inQ x (0,T), (2.23a)
div(v) =0 in Q2 x (0,7), (2.23b)

T =n(p)+2v(p)(Vo),, —gl  inQx(0,T), (2.23c)

§+ OP(p;S) —vAS 3 () (V) yn in 2 x (0,7, (2.23d)
dp+v-Vo=Au inQ x (0,7), (2.23e)

pA kel = —eAp + W () inQ x (0,7), (2.23)

V|og =0 on 092 x (0,7, (2.23g)

Y- VS|oa =0 on 092 x (0,7, (2.23h)

i Vlog =17 Vilog =0 on 90 x (0,7), (2.23i)

(v, S, ¢)|t=0 = (vo, S0, ¥o) in Q. (2.23))

2.4 Weak solutions of system (1.1) with respect to (2.23) for v > 0

Observe that the partial subdifferential 9P (; S) may be multi-valued for non-smooth potentials P.
By using the definition of the partial subdifferential, we can introduce the variational inequality

(£,S =92 (@ <P(p;S) —Plg; 5), (2.24)

sym,Tr
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that is equivalent to all £ € OP(p; S).

Accordingly, a weak solution of system (2.23) is defined by a weak formulation and an energy estimate
of equation (2.23a)-(2.23c), an evolutionary variational inequality of equation (2.23d), and a weak
formulation and an energy estimate of equation (2.23¢)-(2.23f).

Definition 2.7 (Weak solutions for system (2.23)). Let v > 0. Let the assumptions [2.1}2.4] hold true.
A quadruplet (v, S, o, i) is called a weak solution of the two-phase system if the following
properties are satisfied:

1. The quadruplet (v, S, ¢, i) has the following regularity:

[0, 7); Lgiv (2)) N Lice ([0, T); Hy 41 (2)),

[0, 7); Liym e () N Lice ([0, T); Hog, 1 (2)),

[0,7); H'()) N Lite ([0, T); H*(2)), W () € Lice ([0, T); L*()),
[0, 7); H'(Q2))

2. The quadruplet (v, S, i, ) satisfies the following weak formulations and energy estimates:
2.1. Weak formulation of the momentum balance:

ve Ly,
S e Ly,
¢ € L,
ju € Lig,

/—\A/\/\

/ / —pv - 0P — (pr @v) : VO 4+ 20(p) (V) g : (VD) +1()S : (VP),,,dzdt

T
—/ /(v@ J): VO + Ve - ddedt = / Povo - @(-,O)dx—I—/ (f, @) dt
0 e . ’ (2.25a)
forall @ € C§%;, (€2 x [0,T)), and the partial energy inequality

Exin (i //21/ (Vo) Sym| dxds+// )S : Vudzds
<&in(0,v0) + / V) ds—i—/ / (Ve -v)dzds,

for aimost all t € (0,7).
2.2. The evolutionary variational inequality for the stress

(2.25b)

%HS(t) — S + /Ot /Q 9S:(S=8)—v-VS:5—(5(V)s — (V0)sS) : Sdzds
-+A7%@S)—P@x@d&+AEéyVSﬂﬂS—S)—M¢XVMW:G%—&dx%
<3115 = SO 250)

forall S € Coym (€2 X [0,T)) Ndom(P(p;-)), and ae. t € (0,T).
2.3. Weak formulation of the phase-field evolution law:

/ / -0+ (v Vgo)(dxdt:/ggoo~((~,0)dx—/0T/Qvu:ngxdt (2.25d)

forall ¢ € C°([0,T); C1(Q)) as well as

= "W'(p) — ey (2.25¢)
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almost everywhere in 2 x (0,7"), and the partial energy inequality

t t
Eulo®)+ [ [ 1Valdeass [ [ u(Vo-ojdeds <), s
0 Q 0 Q

for aimost all t € (0,7).

Remark 2.8. Notice that the evolutionary variational inequality (2.25¢), is defined by testing (2.23d)
with S — .S, integrating over 2 x (0, t), using (2.24) together with an integration by parts in space and
time.

Further notice that, by choosing S = 0 in (2.25¢) and summing with (Z.256) and (2.25), a weak
solution (v, S, ¢, 1) satisfies the following total energy-dissipation estimate:

t t
gtot(v(t)a S(t)7 @(t)) + / Dtot(v7 Sa 2 N) dT S 5t0t(007 507 SOO) + / <f7 U)Hl dT (226)
0 0

for aimost all t € [0, 7).

3 Dissipative solutions

In this section, we introduce the notion of dissipative solutions for v > 0 and investigate their relation
to the weak solutions from Definition [2.7]in the case v > 0.

3.1 General concept of dissipative solutions

The notion of dissipative solutions is based on a relative energy inequality. In order to better explain the
concept, we follow the general approach proposed in [5]. For this, we consider two reflexive Banach
spaces V and Y with dual spaces V' and Y’ suchthat Y C V C V' C Y’ and a general evolutionary
PDE on time interval (0, T") of the form

wU)+AUR) =0 inY with U0)=U, inV. (3.1a)

Here, A : V — Y’ denotes a differential operator and Uy € V the initial datum. Let £ : V — [0, o]
and ¥ : Y — [0, 00| be energy functional which is assumed to be twice Gateaux differentiable and
dissipation functional associated with (3.1a). Furthermore, we introduce a space of test functions T
such that DE(U(t)), A(U(t)) € Yforae. t € (0,7)andalU € ¥. For any initial value U € V,
a sufficiently regular solution U € V with the property DE(U(t)) € Y forall t € [0,7] of
formally fulfills the energy-dissipation mechanism

t

£(U)

t
+/ Y(U)dr <0 (3.1b)
0

0

for all £ € [0, T']. This is obtained by testing by DE(U(t)) € Y, and it also implies that

U(U) := (A(U),DEWU))y. (3.1¢)

Moreover, we introduce a so-called regularity weight

K : % — [0, 00] with £(0) =0, (3.1d)
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which is to be chosen such that both sides of the relative energy inequality remain finite.

In addition, we define the system operator A directly following (3.7a) as

A:T =Y, AU) =00 + A). (3.1¢)

We refer to [5] for the full list of assumptions. A major assumption in [5] is that the energy £ is convex,
which gives the positivity of the first-order Taylor expansion of the energy functional. Following the
assertions in [5, Prop. 3.6], we define the relative energy R and the relative dissipation W(’i) as the
first-order Taylor expansion of the energy £ and the term W(U) — (A(U),DEU))y + K(U)E(U)
given as

RU|U) :=EU) - EU) — (DEW),U —U)y (3.11)
as well as
WO UU) := ¥(U) - (A(U),DEW))y — (A(U), D’E(U)(U —U))y

8 N (3.19)
+KU)RUU),

where we use (3.1¢). Therefore, we can formally compute

t

RU|D)

0

+ / t Y(U)dr < — / t<atU, DEW))y + (U —U,D*EU)d,U)y dr

t ~
~ [(AW).DE@)y + (U - T.DED)AD)) o
0
t
- [ D@ - 0), AQ))
0
By rearranging terms on both sides and using and (3.1g), we infer

R(U|Ij)‘:+ /0 t WU U)+ (D2EWU)U -TU), A(U))y dr < /0 th(I?)R(UW) dr . (3.1h)
Applying Gronwall’'s inequality provides the relative energy inequality in this general setting as

RWUMIT (@) + /0 Cexp < / K@) dT) W D)
+(D2EWU)(U - 1), A((}M ds < R(U,|U(0))exp ( /O t K(U) ds)

fora.e. t € (0,7") and smooth test functions Uct.

Definition 3.1 (Dissipative solutions for general system (3:1a)). A functionU : (0,7) — V is called
a dissipative solution for system (3.1a), if U satisfies (3.71) for all sufficiently regular test functions
U € Tandforae. t € (0,7).

3.2 Dissipative solutions for system (2.23)
A key ingredient for the notion of dissipative solutions in [5] is the convexity of the system’s energy

£. This means for our system (2.23) that the total energy should be convex. But note that the kinetic
energy Exin, from (2.70) as a function of (p, v) is not convex. In order to overcome the non-convexity
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in the kinetic energy &y, we use transformation of variables. Expressing the energy in terms of the
mass density p and the momentum p with p = pv instead of mass density p and velocity v makes the
kinetic energy convex, i.e.,

2

g—p if p >0,
gkin(p,p) = / gkin(p,p)dx with g’kin(p,p) =40 ifp=0andp=0, (3.2)
Q

oo otherwise.

Accordingly, we also denote the the total energy that depends on the momentum as a variable by
Eiot - Using the general definitions of the relative energy (3.1f), we find the following expression for
the relative kinetic energy

2

P dx

p_p
F;

5 L rpr P 2p P - 1
ka(p,p!p,p)——/——T—f(p—p)+~—2(p—p)dx——/pp
Q Q

2Jap p P p 2

(3.3)

<12
v—70 .
:/Qp| 5 | dz =: Ryin (p;v|0)

with p = pv and p = pv. One can see that
Riin (5 0[0) = Exin(p, v — D).

Moreover, since the elastic energy is convex, in particular quadratic, we define the relative elastic
energy as:

N S — g2 N
Ra(S|S) = / |T| de = E(S = 9). (3.4)
Q
In addition, by (2.9), the singular potential W is x-convex, i.e., W,.(¢) = W(p) + §|g0|2 is convex.

The gradient part of the phase-field energy is convex, in particular quadratic. According to (2.19), we
define the relative phase-field energy as

Rots(@l9) = Ept ) = Eptn(P) = DEprn(@) (9 — &)

Vo —Vo| _ N N N (3.5)
—e [T dor o [ o) - W) - W@ e - @ o
Q Q
forall € dom (D& ).
Altogether, we define the relative total energy as:
R (0,8, ¢]8.5,3) = Riin (,017) + Rar(S15) + Rt n (1) (3.6)
We introduce the space of admissible test functions as
T .= {(U7 S7 QD) HEONS (?iiiv(ﬂ X [OvT))7 S € (C;,C;ym,Tr(Q X [07 T)) N d0m<7)(907 ))7 (3 7)
p € CP(2x[0,7)), |¢| <1}
Notice that, in our setting, the spaces
V= L(zilv(Q) X Lgym,Tr(Q) X LQ(Q)7 (3 8)
Y = H&,diV<Q) X Hslym,Tr(Q) X Hl(Q) -

Now, the derivation of the relative energy inequality for system (2.23) mostly follows the general ap-
proach of (3:Ti). However, in the definition (3-7€) of the system operator .A., and of the relative
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dissipation W«(,’C), we have to slightly deviate from the general form for the following reasons: The first
difference arises from the non-smoothness of the plastic potential 7P, which compels us to treat the
multi-valued subdifferential 0P (; S) separately, instead of directly including it in the system operator
A, and in the relative dissipation WS’C). More precisely, for this term we shall keep the variational in-
equality and add it to the relative energy inequality, see below. Another difference stems from
the dependence of p on ¢, which requires to use the momentum p as a variable in the kinetic en-
ergy for convexity reasons, cf. (3.2), and for compensation, additional terms are created in the relative

dissipation, see (3.10).

In the following, we introduce A, and W§’C> for system and discuss the difference to in
more detail in Remark[3.21

System operator .A,. Due to the non-smoothness of the dissipation potential P, the multi-valued
subdifferential 9P (¢; S) will not be included in the system operator A, . For the remaining terms we
follow and define the system operator

Ay = (A, AP, AOY T (HY 4 () % (HY o (Q) % (LA(Q)) (3.9a)

from (2.23) as follows:

0,div

(AD (5,8, p), ) :z/@t(ﬁﬁ)-CI)—ﬁ@@ﬁ:V(I)—ﬁ@jzv<1>+n(g5)gzv¢dx
Q

+ / 2(3) (V) : VO — iVG - ddx — (f, B g
Q

(3.9b)
forall @ € Hj 4, (€);
(AD(5,8,3), U) ;:/ 85 :U+0-VS:U+ (S(w)w . (Vﬁ)wS) LW da
sym,Tr Q
) (3.9¢)
+ / VS : VU — (@) (VD) : ¥dx
Q
forall W € Hy  1.(€);
AV 8), O i= [ ¢ +5- Vi~ A d, 390
Q
forall ¢ € H*(Q2), and where
fi = —eAp + e TW(P). (3.9e)

Relative dissipation. Due to the non-smoothness of the plastic potential, we also do not include the
multi-valued subdifferential 0P (¢; S) into the relative dissipation. For the remaining terms and for
a given regularity weight /C as in (3.1d), we now introduce the relative dissipation following (3.1g).
However, as already mentioned, in order to ensure the convexity of the total energy, hence the positive
definiteness of its second derivative, we have to use gtow, cf. and below. To compensate this
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change of variables, two additional terms are created in the definition of the relative dissipation:

W (0,8,018, 8, 3) =D 0,9, 1) + Dat(S) = (40, S,

~

(3.10)
where A, is defined as in and, using (2.10), we set
AWV (v, S, o) 0
(4:(0,5,9). DEwin(B. 5,0)) = < ADwse) || 5 >
AP (v, p) atio—Goege )/
In particular,
(A (v, S, ©): V)1 ::/ —pwRv:Vi—v®J:Vo+n(p)S:Vode
,div Q
(3.11)

+ / 20(p)(VV)yn : VO — NV - vdx — (f,0) g1,
Q

- / —S @i VS A (S(Vo) — (Vo)S) : S da
Q

+ [ 29598~ p() (T s S
Q

:/ —S®@v:iVS +25(Vv), : S+VS: VS —5(e)(Vo),, : Sdz,
Q
(3.12)

where we have used the fact that S is symmetric, hence

(S(VV)g — (V) gS) : S =25(V0)gy : S,
as well as

AV, 0), i+ 5= 2P Dy = [ Vil + S - 2T
(AP (v, ) i+ =0 R K o+ = ) da

)
+/Vu:V([L+E<,5—p2 PLYVae . (313
Q 19 2 2

By collecting all the terms from (3.10)—(3.13), using the definition of the dissipation potentials from (2.11),
by adding and subtracting additional terms in order to create differences of the solution and the test
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function, and by applying integration by parts, we arrive at
(K) 5§ G 5 1 e
W (v,S,g0|v,S, g0> = v)VS— VS‘ de + | =|Vu— V| de
K Q Q2
+ [ BT~ (T0)f? +206) = UD)NTon: (V0 = V) do
1 1. . - oo~ N
+ /Q §|Vu|2 - §’VH|2 + AL (=A(p — @) + W (@) (e — @) dz
+/(v—6)®(pv—ﬁﬁ+J—j):Vf}%—(p—,ﬁ)(v—ﬁ)-@tﬁdx
Q
- [ ) = n(@)(S = 5): Vi + (n(¢) = (@) : (Vo - V) da
—/(S—S)@(v—ﬁ)5V§+2(S—5’)(VU—V6)W - Sdz
Q
- [ (Ve = V) - (0= 0) ~ (Ve - V) @ (Vo — V) : Vida

T /Q "V~ Vi) - (Vo= V) + 20— 0) - Voo — §) do
+ K(2, S )R(U,S,@|U,S,(p)

@
=Dy,(S — 5) + W (v, 8, 0[5, 5, §).
(3.14)

Remark 3.2. In order to see the connection of (3.10) and (3.1g), in particular, how the two additional
terms arise in (3-10), we calculate the second derivative of the adapted energy . (p, S, @) =
Ein(©, p) + Ea(S) + & () such that we observe that

1 ~
7 P

. p=D 0 “5t p—p
D2€tot,n(ﬁa Sv 95) S—S| = 0 I 0 S—9
¥ = (:5 —%;&]5 0 —A+ W”(go) +|p| p ((p) ©— ()5
-0
= S-S5 .

(A +W"(@) + £)(p — ) — BFLT - (v — 1)
By following the abstract approach of (3.1i) and by adding and subtracting the term

F;

i Fo—1)
<Av(ﬁ,S, 2), 0 > :

_P2§P1 f)%ﬁ(v o @)

we arrive at the formulation

<A7(17,S’, @), S: S > (3.15)
“Alp =)+ W) —@) +2(p—¢) — 252 (v—10) -0

Notice that this substitution gives an extra term

/Qat(ﬁf&)(—%(v =)+ (0= )+ 0 2 B — 5) = P2 P — ) e
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:/Q_(p ~ A — 0o de,

which also contributes to W§’0 in (3.14) and thus, to the definition of dissipative solutions.

Following here the original definition of dissipative solutions according to Lions [35, Sec. 4.4], the
solution fulfills the relative energy inequality for all smooth enough test functions. There are other
solvability concepts that are coined dissipative in the literature. For instance certain measure-valued
solutions (e.g., [10]) or essentially weak solutions [23].

Now, we can introduce the dissipative solution for system (2.23) according to Definition

Definition 3.3 (Dissipative solution for system (2.23)). Let the assumptions hold true. Let IC
be a regularity weight satisfying (37d). A quadruplet (v, S, v, 1) is called a dissipative solution of type
KC of the two-phase system (2 if the following properties are satisfied:

1. The quadruplet (v, S, ¢, u) has the following regularity:

v e Lloc([()’T) le(Q)) N loc({o T) H&dw(Q))

S e Lloc([():T) sym Tr(Q))’ (3.16a)
¢ € Lige([0,T); H'(Q)) N Lig ([0, 7); H*(Q)), W () € Lio ([0, T); L*(%2)),

p€ Lie((0,T); H(Q)).

2. With the relative energy R from (3.6), the system operator A, from (3.9), and the relative dissi-

pation WA(YK) from (3.14), the quadruplet (v, S, ¢, 1) satisfies the following relative energy-dissipation
estimate:

N (3.16D)
forall (0,.5,9) € Tandfora.e.t € (0,7).

Remark 3.4. One can still obtain an inequality for the relative energy even without the regularity weight
term, but this term turns out to be crucial when carrying out the limit passage v — 0 for the relative
dissipation. Recall that, when we pass to the limit v — 0, we will lose the control on the term V.S
which is essential for the limit passage of the nonlinear terms S(Vv),, — (V),.S. However, with the

help of the chosen regularity weights, W§’C> can be convex and even continuous and therefore weakly
lower semicontinuous. This will allow us to perform the limit passage.

For notational simplicity, we assume without loss of generality that ¢ = 1.

3.3 Properties of the dissipative solutions

We first provide a lemma that will be useful for passing to the limit in energy inequalities.
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Lemma 3.5 ([18, Lemma 2.2]). Let gy € R. Let f € L'(0,7) and g € L>=(0,T). Then the following
two inequalities are equivalent:

—/T @' (t)g( dt+/ o) f(t)dt < g, forall ¢ € C([0,T7]), (3.17)
0
where
C([0,T) == {p € C([0,T]) : ¢ > 00n[0,T],¢ <0,6(0) =1,6(T) =0}, (3.18)
and .
t +/D f(s)ds < goforae.t € (0,7). (3.19)
Proof. See [18, Lemma 2.2]. Notice that this proof remains valid for g negative. O

We now investigate how dissipative solutions from Definition and weak solutions from Definition
[2.7]are connected. The first result shows that a weak solution is also a dissipative solution for arbitrary
regularity weight K, given that v > 0.

Proposition 3.6. For v > 0, let (v, S, ¢, 1) be a weak solution in the sense of Definitionand let
KC satisfy (3-1d). Then (v, S, ¢, 1) satisfies the relative energy estimate (3.16D) for a.e. ¢ € (0,7),
any given regularity weight KC and all (0, S, ¢) € . Hence, (v, S, ¢, 1) is also a dissipative solution.

Proof. Let (,5,p) € Tandforae.t € (0,T),let ¢ € C([0,1]) cf. (-18). Since (v, S, ¢, 1) is a
weak solution in the sense of Definition it satisfies the weak formulation (2.25a). Besides, since
v € Of%;, (2% [0, T)) is admissible test function for (2.25a). Therefore, we choose the test functions
in the weak formulation to be —¢u, in order to obtain that

¢
—/ ¢'/—pv~@dxds
/gb/pv 00+ (pv @) : Vo — 2v(9)(Vv)y, : Vodrds
/¢/ )S Vo —(v®J): Vo —uVe- vd:cds—i—/ ¢fUH1dS—/—p0UO 0(0) dx .
Q
(3.20)

Furthermore, with the help of Lemma [3.5} the partial energy inequalities (2.25b) and (2.25f) can be
equivalently written as

/ / lu(t))? dxds—i—/ ¢/2V |(V0)onl> + 1(0)S : Vo — (Ve - v) dz ds

S/QEO|UO|2dx+/O O(f,v) g1 ds

as well as

t 2 t
—/0 qﬁ’/glvaW(go(t))dxds—l—/o (b/Q|Vu]2—|—u(Vgo'v)dxds
2
S/Q|Vs50| +W(po) dx

(3.21)

(3.22)
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Besides, by Lemma|[3.5] the evolutionary variational inequality for the stress (2.25c) can be also trans-
formed into the following

//2‘5 S‘(dxds

/ ) / 9S:(S—=8)—v-VS:S5—(S(V)y — (V0)sS) : Sdzds

/¢ (0; S (@,S))ds—i—/ ¢/WS V(S = 8) = n(p)(VV)ym : (S — S)dxds

dx

So —5(0)

< /.2
(3.23)

Moreover, by integration-by-parts in time and space, we calculate the terms in the relative phase-field
energy as follows:

- / " / Vi VG- W(B)(p - F) — 2W(@) drds
/ ~Vign - T(0) — W(@(0)) (0o — 3(0)) — 2W(3(0)) da
- /0 ¢/Q Vo,p : Vo — 0ipAp +W'(@)(Owp — 0,0) + W"(2)0rp(p — @) + 2W'(¢)0ppda ds

(3.24)

where we used that ¢(0) = 1 and ¢(t) = 0 for ¢ € C([0,]) and the Neumann boundary condition
(2.23i). Besides, by testing (2.25d) with ¢z and an integration by parts in time, we obtain

t
/ qﬁ/@wﬁ%—v-Vwi—%Vu: Vidrds = 0. (3.25)
o Ja
By testing with —¢0,¢ and integrating in time and space, we derive
t
- / gb/ oy p — W' ()0 + Apdypdrds = 0. (3.26)
0o Ja

Summing (3.25) and (3.26) implies

t
—/ qﬁ/Vu:Vﬂdxds
0 Q

(3.27)
t
:/ d)/ oot +v - Vi — udyp + W' (p)og + Ve - Voypdrds.

0 Q
In addition, we can calculate the contribution of non-convexity of the singular potential, i.e.

t o — &l
—H/ (/b’/ T dz ds
0 @ (3.28)

_ |po —85(0)’2 ' ™ 9=
/@/Q 5 dx—l—/f/o ¢/Q(g0 @) (Orp — Op) dzds.
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Notice that, with the help of (2.25d), the second term on the right-hand side of can be written as
/ —k(p — P)(Op — Opp) du
Q
— [ KV~ Vi) (Ve - Vg da
Q

—3/nw«Vw—V@+wv—m-V@«p—@dx
Q
T (AD@,8), wle — 9)

Also, since v is a divergence-free function, thanks to integration by parts, we know

| v (Vo= e)e =) d =0

Inserting these two equalities into (3.28) yields

/ /Icp 2l dxds—i—/ ¢/ (Vi — vu) (Vo — V&) + k(v — 9) - V(e — &) de ds

/gb Jk(p — @) s—f-c/wg d:z:
(3.29)

Now, observe that v — @ is an admissible test function for (3.96), S — S is admissible for and
—Alp—p)+ W”(gb)(go @) is admissible for (3.9d). Moreover, notice that —225247 - (v — 0) is
also admissible for (3.9d). Hence, choosing them as the test functions for each operator and summing

up (3.20)-(3.24), m, and yields that
—A¢%@wﬂmm@mmamﬂmm

+/t¢><A7(f;,S*,¢), S_S >ds
0 —A(p = @) +W"(@)(p — @) + K(p — @) — 2520 - (v — D)

+/0 <b<7’(<p;5)—7’(90;5‘)) ds+/0 OW(v, S, [0, 5, 5) ds
<R(vo, So, 0| 8(0), 5(0), $(0)),

N (3.30)
where W is given by
Wi(v, 8,5, 8, 5) = WP (v,S,wI@,S, sb) — K(5,5,8)R(v,5,¢l6,59,¢).  (331)

v

Finally, by choosing ¢(t) = (t) exp (— "K(5,5,¢)d ) for ¢ € C([0,1]), we arrive at the
relative energy estimate (3.16D). O

The next two results state that the velocity component and the phase-field variable of a dissipative
solution of type K are also a weak solution of the momentum balance (1.1a) and a weak solution of
the evolution law (1.7€), respectively, under certain assumptions on K.

Proposition 3.7. Suppose that the regularity weight /C satisfies £C(0, 0, ¢) = 0 forall ¢ € C3°(€2 x
[0, 7)) such that ¢ € (—1, 1). Moreover, assume that 9o € L*(0,T; H~*(€2)). Then a dissipative
solution of type K is a weak solution of the phase-field evolutionary law, i.e. is satisfied for all
Csuchthat ¢ € L*([0,T); HY(Q)), 0:¢ € L*([0,T); L*(Q)) and {(T) =
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Proof. From the assumption on X, we have that exp (fOtIC(T), 0,0) d7’> = =1forallv €

C3%y (2% [0,T)). Setting & = 0 and S = 0in (376B) and with the fact that P(i0; 0) = 0, we obtain

R(u(t), S(t), (£)[0,0, 5(t) /P 2:.5) + WO (0, 5, 4]0,0, 3) ds

. /t <A7(070,@)7 ( g )> ds (3.32)
0 ~A(p = @) +W"(@)p - @) +rlp—2)) I

SR(U(% S(]a QOO|07 07 @(O>>
forall g € C§°(2 x [0,T)) with p € (—1,1) and a.e. t € (0,7). In view of (3.9b)-(3-9d), we have

(AD(0,0,8), 00, = —(f,0)m — / VG- vda, (3.33a)
Q

and
<A )(0,0,8), S) =0, (3.33b)

nd symTr
° >o¢> “A(p — @)+ W @) (o — B) + Kl — B))e

/ 0B (~Alp — @) + W) — @) + rleo — §)) da .30
- [ A (-al = D)+ W)= )+ rlp— 9 do,
Moreover, by (3.14), it is

C ~ 2 2 2
W (v, S,¢)0,0,3) = /ﬂ 20(0)|(V0)o|” + v VS[* + | Vul|* da

—/V,u-V[H—/](Vgo—ng) ~vdx
Q (3.34)
+ [ A=Al =)+ W (@) = 9) da
+/Q/£(V,M—Vﬂ) (Vo —=V@)+ kv -Vo(p—@)de.
Inserting (3.33a)-(3. 330[) and (3.34) into (3.32) and applying Lemma [3.5|results in the estimate

/ / e | + Ve vel +W(<p)—W<¢)—W’(cﬁ)(¢—¢)+g|¢—¢|2dxdt

2
T / o / 2u<so>|<w>sym2

+/0 ‘ﬁ/ﬂaf@(—w — @)+ W) — §) + Kl — @) du dt

T T
+4|VS|* + |V,u]2dxdt—/ o(f,v)m dt—i—/ PP (p; S)dt
0 0

T
—/ (b/V/L-V/l—l—/]V(pm—/@Vu-(V@—V(ﬁ)—m-V@(gp—@)dxdt
0 Q

< / V0 = VEOL 4 wi(n) - W(50) - W@ 0 - 20) + o - GO dr

lvol”  [So|®
d
+/on 2 + 9 €,

(3.35)
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for all € C([0,T]). Notice that, by integration by parts in time, rearranging the terms in the above
inequality and exploiting cancellations in terms that depend on /i + k¢, we then get

|’Uo\2 EiE
/ / ISE g — /Qp S da
T T
+ / b / ()| (V) + 1|V S| dar dt — / OUF 0 s dt + / oP(p: S) dt

T T
+/ O(Orp, b+ K@) g1 dt + / gb/ kv - Voo +Vu(Viu+ V) dedt
0 0 Q

T T
—/ &(Opp, i + K@Y dt — / qb/ v-Vo(p+kp)+Vu- (Vi+ cVe)dedt <0.

° ’ . (3.36)
First, notice that in (3:36), the regularity of ¢ can be reduced such that DE¢ (@) = i + k@ €
L*([0,T); H'(£2)). Hence, choose @, such that D&t . (Pn) = aDEy..(@) € L*([0,T); H'(Q2))
with o > 0 (where the existence of such ¢, can be guaranteed by the surjectivity of the subdifferential
of a proper, convex, lower semicontinuous and coercive functional, see [9, Chapter 2.2] for details) and
multiply both sides of by i. This gives

2 2
S

/ / |”| dxdt /po—‘”(” +—| o dz
N 9

T T
2 2 .
+2 [ o [l @on + Vs arat - [ otgomat+ [ opies)a
1 T T
+E/O &(Orp, L+ K) dt+/0 gb/Qm)-ngprVg(Vqu/{Vgo) dz

T T
—/ gb(@tgo,ﬂ—i—mgb)mdt—/ qb/v-Vgo(ﬂ—l—mﬁ)—kVu-(V[L+/{V@)dxdt§0.
0 0 o)

(8.37)
Letting o — oo gives

T T
—/ O{(Oyp, L+ K@) i dt—/ gzﬁ/ v-Vo(p+rp)+Vu- (Vi+rcVe)dedt <0 (3.38)
0 0 Q

forall ¢ € C(]0,T7). By Lemma we conclude

T T
/ (Opp, i + KP) g1 dt + / / v-Vo(i+rp)+Vu- (Vi+ kVe)dedt > 0. (3.39)
0 0o Ja

This inequality is linear with respect to fi+@. Thus, choosing @_ such that DE s .. (P—) = —DE¢ x(P)
and integrating by parts in time yields the desired equality. O

Proposition 3.8. Suppose that the regularity weight K satisfies K(0,0,0) = Oforall v € C§ dw(Q X
[0, T)). Moreover, assume that 9,0 € L*([0,T); H'(Q)) and that the weak formulation
holds true for all ¢ such that ¢ € L%([0,T); H'(2)), 0,¢ € L*([0,T); L*(Q2)) and {(T) = 0. Then
a dissipative solution of type K is a weak solution of the momentum balance, i.e. is satisfied
forall @ € C§%;, (2 x [0,T)).

Proof. This proposition can be shown by following the idea of the proof of Proposition See
also [18| Proposition 4.3]. O
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Next, we establish that dissipative solutions are transitive with respect to the regularity weights, given
that the regularity weights satisfy a certain monotonicity.

Proposition 3.9. Let (v, S, ¢, i) be a dissipative solution of type K. Let K, L be regularity weights
with the property KC(9, S, ¢) < L(#, S, @) forall (¢, S, ) € Tanda.e.t € (0,T).Then (v, S, p, 1)
is also a dissipative solution of type L.

Proof. This proposition can be proved by applying Lemma [3.5]to (3.16b) with the test function
t
o(t) = o) exp( - [ £(0.5,) - k(6.5 9)r
0
for ¢ € C’([O, T1]) and using Lemmaagain to cancel ¢. See also [18], Proposition 4.4]. Notice that

® is only a valid test function for (7, .S, ¢) < L(9, 5, Q). O

4 Global existence result for the regularized two phase system
v >0

4.1 Implicit time discretization

In this section, we will use an implicit time discretization to show the existence of weak solutions.

To start with, we first define another dissipation potential 75 as

P : LQ(Q) X Hslym Tr(Q) - [07 +OO]
Bios) e PO (9.5) € L(0) x My (@) Ndom(P), (41
& o +00 otherwise.

P can be viewed as the restriction of P in L2(Q) X H, 1 (€2). Notice that P is proper with
P(p:0) = 0forall ¢ € L2(€2). Moreover, for all ¢ € L2(€2), the mapping S — P(¢;S) is
convex and lower semicontinuous in H 1. (). We write dom(9P(¢; -)) to represent the domain

sym, Tr
of the convex partial subdifferential.

To begin with the time discretization, let h = % for N € Nandlettg = 0,%t, = kh, ty = T
and assume that the initial data v, S, ¢ satisfy Assumption Forallk =0,1,...,N — 1, let
vp € L3, (Q), Sk € L2, (), or € H(Q) with W' (¢r) € L*(Q) and p, = 3(p1 + p2) +
%(pg — p1)k. Moreover, let fr 1 = h™! t’““ f dr. We determine (vg+1, Sk+1, Pr+1, Her1) based
on the given data with

sym,Tr

P2 —

P1
Vi1,
5 Hk+1

Jk+1 = -
i.e., we aim to find some (vg11, Sk+1, Prr1, fk+1) SUCh that

U1 € Hy iy (), Sk1 € Hppy 1 (€2) N dom(9P (01 ), 1 € dom(DEp ), ptr € HE(),
(4.2a)

where
HZ(Q) == {u € H*(Q) : i1 - Vulgq = 0}, (4.2b)

n
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satisfying:
1. The weak formulation of discrete momentum balance:

<pk+1vk+}1 — PrVk + div(prUri1 @ Vi), P)p2
+ 20 (1) (VUet1)gm, (VP)gm) 22 — (div(n(01)Sk41), P) 12 (4.2c)
(A (Jgr) — w — Vg1 - Vpk)vk+1 ®)
H(Jrt1 - VUgsr — 1 Vor, @) r2 = (frr1, @) m

forall @ € CF%;, (€2).
2. The weak formulation of the discrete evolution law for the stress:

Sii1— S
(% + (Vgt1 - VSki1), ) 2

+<(Sk+l(vvk+l)skw - (vvk+1)skwsk+1>7 ‘I’>L2 (4.2d)
& W A (WS, V) 12 = (0(01) (VU1 )gms ) 12

sym,Tr

forall W e C, 1,(€), and here &, € OP(@x; Sk1) C (Hoymme ().
3. The discrete evolution law for the phase-field variable:

w + Vg1 - Vo = Apigya, (4.2e)
as well as o b
M1+ K% = —Appi1 + W (or+1), (4.2f)

almost everywhere in €.

Remark 4.1. (1) Integrating (4.2€) in space and performing an integration by parts gives

/ Ypr1dr = / o dr + h/ —Vgy1 - Vor + Apgy doe = / prp dex, (4.3)
Q 9] Q Q

where we made use of the Neumann boundary condition (2.23i) and the fact that vy is divergence-
free. Moreover, this equality implies that fQ prdr = fQ wo dz is a constant, i.e., the total volume
conserved.

(2) By multiplying (4.2¢€) with —%(pg — p1), we obtain that

S V1V = div(Jyqq). (4.4)

Notice that div(vk1 ® Jiy1) = (div(Jrs1))vks1 + Jrr1 - VUger. Inserting into results
in
Pk+1Vk+1 — PEVk
< h
+ (20 () (V01 oy (VD)) 12 = (div(n(01) Sis1), @) 12 *.9)
+(div(vrt1 @ Jey1), Phrz — (fes1, @) = (a1 Vior, @) r2

which is the direct weak formulation of the momentum balance (2.23a)) with time discretization.

+ div(prvk1 @ Vrt1), P) L2

Before we prove the existence of solutions for the time discrete problem (4.2), let us first deduce an
estimate for the terms in the Cahn—Hilliard part. This inequality uses a similar method as in the proof
of [2, Lemma 4.2].
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Lemma 4.2. Assume that ;1 € dom(DEy ) and puxy1 € H' () are solutions to (@.2) for given
or € H*(Q) satisfying |ox| < 1inQ and

1 1
@/ngkﬂdx:@/ggakdxe(—l,l).

Then there exists a positive constant C' depending on fQ r dx, such that

/ 1 dx
Q

IDEpt w(Prr1) |2 < C (|| ptrsrl|z2 + 1) (4.7)

Wi (@re1)|le2 + < C (IVpisallez + IVorsallz + [Verll72 +1)  (4.6)

Proof. Recall from (2.3) that ug denotes the mean value of a function w in 2. Hence, for ¢ 1, we
write 11, for the mean value. First, we test (@.2f) with ( = (¢r+1 — Yi+1,0) to obtain that

/Qﬂkﬂ(%ﬂ — 90k+1,9) dzr + /Q /fgpk%w(%@kﬂ - 901<:+1,Q) dx
= - /Q Appi1 - (Pr1 — @rr1,0) doe + /Q Wi (pr41)(Prs1 — @rr1,0) do. (4.8)
Writing 110 = fk+1 — Mk+1,0, We can see that
/QMkH(SOkH — Prt1,0) de = /QMOS%H dz . (4.9)

In view of the homogeneous Neumann boundary condition, notice that

= |[Vorllze. (4.10)

‘_/ Api1(Pri1 — Prt1,0) do
0

/ Vry1 - Vo de
Q

Besides, by the assumption W/ € C'(—1,1) and lirill Wi(s) = £ooin (2.9), we obtain that
5=

W (k1) (Pr1 — Prira) = ClWi(gri1)| — C (4.11)

forall .1 € [—1, 1], see [2, Lemma 4.2] for details. Inserting (@.9)-(@.17) into yields
Pr+1 + Pk
| Witren)lde <Cllalazllpusll + [ RETE s - g 0)da 4 [ Vipuaalfis + 1)
Q Q
<C (IVellze + IVrllze + [IVerlie +1) (4.12)

where we used the fact that |¢r11], |¢x| < 1 and Poinaré’s inequality. Next, by directly integrating
(4.2f), we can see that

+
/Nk—i—l dx+/ff—gpk+12 Pk dxz/—AgpkH dx+/Wé(gpk+1)dx.
Q Q Q Q

This implies
/ pi+1 dx dx
Q

2
< O (IVusallzz + IVerallze + IVerlze +1) (4.13)

sfmeMM+/4ﬁii@
Q Q
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where we used integration by parts, Poincaré’s inequality, and the fact that

1 1
— der = — dz .

Finally, since D&« (0r+1) = —A@pi1 + Wi(ors1) = pes1 + 5(Prs1 + @), we obtain

K
D&t (Prai )Lz < llpnsallze + §(HSDk+1HL2 +llellzz) < C(lperallz +1) . (414
Besides, using (2.20), we deduce that

WL (k)72 < C (IDEpt(@rs)llZ2 + llonrallFe +1) < O (||ptrsllze + 1)°,

/ o1 d
Q

Therefore, combining (4.15) with (4.13) yields the desired inequality, that is

/ pet1 d
Q

which implies

W i)z < € (s llz +1) < C (ummrm T

+ 1) . (4.15)

IWe(@r1)llz2 + <C (IVpsillzz + I Verrllz: + IVerllze + 1) .

O

Now, we show the existence of solutions to the time discrete problem (4.2). We adapt the proof of [2]
Lemma 4.3] to our case. Notice that in [2, Lemma 4.3], the extra stress tensor S is not present, while,
below the stress tensor S will be the main difficulty because of the set-valued subdifferential.

Lemma 4.3 (Existence of solutions to the time discrete problem). For k& € {0,1,..., N — 1}, let
vk € L3, (), Sk € L2, 1n(Q), o € H*(2) with [0 < 1and pj, = 2252, + 22221 be given,
let P be as in (4.7), and set

X = Hj 4, (Q) x HL . 7,.(Q) N dom(P (g3 -)) x dom(DE,y) x HZ(S). (4.16)

Then there exists a quadruplet (vgy1, Sk+1, Prr1, Hkr1) € X solving (@-2c)-@-2f). Moreover, this
solution satisfies the energy dissipation estimate

Erot (V415 Skt1, Prt1) + "MDehs(Vt1, @k, k1) + PDsa (Skt1) + h<f;’§+1, Sk1) p1

sym,Tr
<Etot (Vs Sk, Pk) + A fret1, V1) pr1 -
(4.17)

Proof. Step 1: A priori estimate @.17). Let (U1, Sk+1, Prt1, firr1) € H g5, () X HY 1 ()N

dom(OP (¢x; -)) X dom(DE,;..) x HZ() be a solution to the time discrete problem (@.2). Observe
that v 1 € Hj 4, (€2) is a suitable test function for (4.2c). With this in mind, we calculate that

2
/ ((diV(Jk+1)>% + Jk+1 : Vka) Vk+1 dzx = / div(JkJrl ‘Uk;ﬂ )dl’ = O, (4.18)
Q Q
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as well as

v
/ (diV(kak+1 ® vgy1) — (Vg - Uk+1)%> Vg1 d
Q

Vk+1
) Vg1 d

:/ (d'V(kakH ® Vgy1) — diV(PrUks1) —— 5
0

(4.19)

. v 2 . v 2
:/ dv(prvps) g + prvesa - V(%) - d'V(PkUk—&-l)’ k;’ ) dx
Q

where we used integration-by-parts and the homogeneous boundary condition (2.23h). Moreover,
notice that

(pk+1vk+1 - ,OkUk)Uk+1

1
=—(Pr+1 — Pk)|vk+1\ + hpk(vkﬂ — V) Vk i1

4.20

LSRN I /=t SR B U W ¥ Bl (4.20)
B T PRV Py T T Py T T Ty

DI'— Dlr—bl'—‘

_Lpenfoenl®  Tpglol” 1 (pern = pe)lownr” 1 prlogsr — ol
h 2 h 2 h 2 h 2 .

Thanks to (4.18), (4.19) and (4.20), by testing (4.2c) with & = v, 1, we obtain

/lpk+1|vk+1|2 dx+/ l101<r|vl~c+1 — vg|? dr
Q Q

h 2 h 2
+ / 21/(9076)|(Vvk+1)sym|2 dx + / 77(901:)5'%1 : (vvk-i-l)sym dx (4.21)
Q Q

1 pp|vg]?
:/Nk+1(v80k‘vk+l)dx+/_pk| d dz + (frr1, Vke) m

Next, observe that Sy, € H

sym.1x(§2) is a suitable test function for (4.2d). For the first term in (4.2d),
we calculate that

1[Seal® LIS | 1Sk — Sil”
h 2 h 2 h 2 '

1
E(SkJrl - Sk) : Sk =

With the help of (4.22) and due to the fact that many terms cancel out, since v is divergence-free and
S is symmetric, we also obtain

1|Sks1/? 1|Sks1— S
/Emdx—k/ E%dx—l—(ﬁﬁﬂ DSk mr +/7|V5k+1|2d$
0 a ym,Tr Q

2
11S,]2
= / (k) (V01 )om * Sir dav + / h| ;I
Q

Further, observe that 11 € HZ(2) and +(¢rs1 — i) € H?(€2) are suitable test functions for
(4.2€) and (4.2f), respectively. With this test, we obtain

(4.22)

(4.23)

1
/QE(%H — @) o1 do + /Q(karl - Vr) k1 do = — /Q Vigs1|* dz, (4.24)
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as well as
1 —
/ Evgpk“ (Vo1 — Vo) do + / W(;(on—i-l)w dx
Q
2
Phtl — Pk Orr1 — P
/Q,uk+1 ; T+ /Q R

Now summing up (4.21)-(4.25), we derive

1 pi|vs|? 1|S
/Qz%dx-k/}J ;‘ de + (frt1, Ves1)

1 pr e | /1pk|vk+1—vk|2 /1|5k+1|2 /1|51<:+1—51~c|2
_ [ ZPenlUnl Z PV 7 U g Z Pkl g Z 1kt Z Ok] g
/Qh 2 SR 2 TRl YT n T 2 v

(4.25)

+/2V(90k)|(vvk+1)sym\2dx+/’Y!VSkH\ dz + (€541, Sert)u /\Vﬂk+1| dz
Q
+/Wé(¢k+1)wdl‘—/ﬁwd + = /V‘szﬂ (Vori1 — Vi) do
. h ST
e / 1 pi|veps — vl / ’Sk+1’ / 1[Ski1 — Skl
> | ZPRRLTRALT Z PEIPE+1 7 TR hl WhH1 7 Pkl
_/Qh 5 dz + h 5 dx + L2 dx + 5 dx
+/2V(¢k)\(vv)sym!2dm+/”Y|V5k+1’ dz + (§py + Skrt)a /\V/Mm\ dz
/W Okt1) — K k“d ——/W k) —/s—dav
’V%HQ—V(PM dx+—/ Vria|” do — + Ver|’

where we have used the convexity of W, i.e.,

W (0rt1) (Prs1 — 0r) > Wielorg1) — Waler),

and

IVoral” [Vl N Vo1 — V|
2 2 2 '

Multiplying both sides by h and rearranging terms to the left-hand side results in (4.17).

Vi1 - (Vg — V) =

Step 2: Existence result via Schaefer’s fixed-point theorem [21, Chapter 9.2.2, Theorem 2].
Suppose that
Y =Y

is a continuous and compact mapping. Assume further that the set
{u €Y :u= A\H(u)forsome 0 < \ < 1}

is bounded. Then X}, has a fixed point. In order to apply Schaefer’s fixed point theorem, we will

determine Y and the operator %}, based on the discrete weak formulation (4.2). For this, using X
from (4.16) and the space

— 1 1

Y = (Hp () % (H,

sym,Tr

()" x LA(Q) x L*(), (4.26)
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we define operators .%;, %), : X — Y as follows:

Ly (v)
L X =Y, wi=(v,S¢,u) — Z(w) = LiS) (4.27)
ke M T —Ap A+ [y pde '
¥ + Dgpf,n(gp)
where L} (v) and L (.S) are defined in the weak sense, i.e.,
(Li(0), @) = 2u(@r) (VV)gn (VP)sm) 22 = {frr1, P (4.28)
(L(9), W) = (75, W) gn + (65, W) with € € OP(p4; S) (4.29)

for all test functions & € Hy 4, (Q2) and ¥ € Hslym 1 (§2), while the third and forth entries in(@.27)

are identified pointwise. We further introduce .%}, as follows

T X =Y, wi=(v,5,¢,p1) = F(w), (4.30)
where
— 2L — div(ppv @ v) + pV i — (div(J) — 2525 — v - Vpy) 2 — J - Vo — div(n(er)S)
Folw) = S_hs’“ v VS = S(V)au + (V0)guS + n(0k) (V) + 7S

— 8k — 9V + [ pde
©+ p+ KELEE
(4.31)

From these two definitions, we can see that w = (vk+1, Ski1, Prat, uk+1) is a weak solution to

(@.20)-(4.2) if and only if
L (w) — F(w) = 0. (4.32)

Properties of ... Now we want to prove the invertibility of the operator ... For the first entry, we
can derive the invertibility and continuity of the inverse with help of the Lax-—Milgram theorem. To show
the invertibility, for all f € (Hj 4 (£2))', we want to prove the existence of a unique v € Hg 4, ()
such that —div(2v(pg) (V0)yn) — fir1 = f. Since frp1 € HH(Q) C (H}4,,(2))'. There holds
f=1Ff+fin € (Hj 41, (€2))'. Observing that the operator —div(2v(¢y)-) : Hp 45, (Q) —
(Hj 41 (€2))" induces a continuous, coercive bilinear form, the Lax-Milgram theorem yields the in-
vertibility and continuity of the inverse. For the second entry, notice that it can be viewed as the
sum of a maximal monotone operator and the duality map. Hence, we can conclude the invert-
ibility by Minty—Browder Theorem see [8, Theorem 2.2]. To see the continuity of the inverse, let
F, = —yAS, + & +~4S5,, F = —yAS + & +~ySand F,, — Fin (H*(Q)). Foralln € N,
observe that

YIS = Sl < (S = 5,8 — ) + <5’“ &, 80— Sm, ..
Y
= (Fu = F,.8, = S)m, . < HF F|? oy T 510 — 5|31

By rearranging terms, one can see that the inverse operator is continuous. For the third entry, let us
consider the following elliptic equation

:Au + Joudz =g inQ, (4.33)
i Vulpo =0 on 02,

DOI 10.20347/WIAS.PREPRINT.3247 Berlin 2025



F. Cheng, R. Lasarzik, M. Thomas 30

where g € L?(1) is a given function. The invertibility of the operator represented by the third entry is
equivalent to the existence of a unique weak solution u € H2(Q) := {u € H*(Q) : - Vulpq = 0}
for any given f € Lz(Q) and this can be guaranteed by [26, Chapter 2]. Moreover, one can also
derive that

lellez < C (|l + 1l9ll2) - (4.34)

This gives the continuity of the inverse operator. For the last component of .Z};, notice that DE ¢ . is a
maximal monotone operator. Again, by Minty—Browder Theorem, we have the invertibility. Moreover,
we want to derive the continuity of the inverse operator. To do so, we interpret the inverse operator
as a mapping L?(Q2) — H?*75(Q) for arbitrary 0 < s < 1/4. Let F}, = uy, + D&y (ux) and
F = u+ DE, .(u) be given. Assume F, — F in L*(Q), then

lur = wllZe + (IVur — V|22 < [lur — ul|Z2 + (DEprn(ur) — DEpr(w), u — u)r2
< luk + D&t (un) — u — DEprw(u)|lz2 - [Jur — ullz2
1 1
< SIFe = Flize + S llux = ulle.

This shows that uy — w in H'(§2). Besides, due to (2:20), (uy)y, is bounded in H*(2). Then, by
interpolation, we have an inequality of the form

Jue = ul|g2—s < Clluk — ull 1" Jur — w3,

which implies that ux, — uin H>75(Q).

Altogether, we now have the invertibility of %}, : X — Y and write the inverse operator as .%; ' :
Y — X. But for the continuity and even compactness of the inverse operator, we need to introduce
two refined Banach spaces:

X = Hy g3, (Q) x HY 1 (Q) x H*7*(Q) x HZ(Q), (4.35a)
Y = L3(Q)3 x LE(Q)¥3 x WhE(Q) x HY(Q). (4.35D)

where 0 < s < 1/4. From above arguments, we know that %, ' : Y — X is continuous. Since
Y <3 Y, the restriction ., : Y — X is compact.

Properties of .%,.. Now, let us consider the operator .%;,. We want to derive that .%}, : X > Yis
continuous and that it maps bounded sets to bounded sets. To this end, let (v, S, @, u) € X, and we
deduce the following estimates for the different components of .%},:

We first discuss the terms in the first line of ... Since v € H'(Q2) — L%(Q2), we obtain

lpvll, g < llollzzllvllze < Cllollan (fellzz +1) -

Notice that div(p,v @ v) contains terms of the form py, (0, v;)v; and (O, pi)v;v; for i, 5,1 = 1,..., 3.
Besides, we have p;, € L>(Q) N H?(Q). Hence, O, pr, v € H'(2) — L5(2). Hence, we obtain

Hpk(axzvz')UjHLg < llpwll o 10z vil [ 2 |vj] e,

[0z, o6)vivs | 3 < CllOw il Lo [|vill 2o [|vj| 2o,

and thus,

ldiv(pev @ )|l 5 < Crllvlln.

2
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Since 1 € H?(2) and since p;, € H%(Q) implies that d,, 0 € H*(Q2) — L%(12), we also obtain
16V erll 3 < IVerllsllplle = Crllpll 2

Note that div(.J)v = div(?52-V u)v consists of terms of the form 22524(0,,, 0, 1)v;. Moreover, we
have n € H?(Q2) and v; € H'(Q) — L%(). Thus, we obtain

[div(J)vll g < Cllpllazllvllze < Cflullaz]lvlmr-

Similarly, J - Vv has terms of the form 2529, 10, v. Since Oy, € H'(Q) — L°(Q) and v €
H'(Q), we obtain

[TVl 5 < ClIVplla [Vl < Cllplla[Volla
Observe that div(7)(¢x)S) contains terms of the form that 1’ (¢, ) 0z, 0xSi; and 1(px )0y, Sij. Since

Ouypr € HY(Q) — L5(Q), S € HY(Q) and |n(er)], |7'()| are bounded by assumption (2.8), we
obtain

17 (1) 0 0153511 5 < CllOwpill o |35 22,
11(21)Dei Sl 3 < Cll10 S 22,

and therefore also
[div(n(ee) S, 3 < CillSa-

This finishes the estimates for the terms in the first line of .%;, and we turn to the terms in the second
line. Since S € H'(2), we directly obtain

11,3 < OISl
Thanks to v € H'(Q) < L%(Q), we find
lo- VS5 < Cllolleel VS < Cllofla[|S] -
Moreover, due to S € H'(Q2) — L%(Q), we have
1S(VV)aw = (V0)aSl 3 < OVl 2][S]]ze < Cllollm |5 -
Since |n| is bounded by and v € H'(Q), we also get

11(0) (V0)imll 3 < CH(VO)omllL2 < Cllv] 1.

Now, we discuss the estimates for the terms in the third line of .%;.. By Hélder inequality, we directly
have

el g < Clillar
Also notice that, since Vi, € H'(Q) and v € H*(Q2) — L5(2), we have

lo- Vel 5 <[IVerlellvlze < Crllvfla
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Moreover, The derivative of v - Vi, consists of terms of the form 0,,v,0,, ¢ and v;0,, 0y, pk. Since
Oy, € L2(), Opy0r € HY Q) — L5(Q), v; € HY(Q) — L(Q) and 0,,0,, 1 € L*(Q), we
arrive at

102,002,k 3 < 102,051 L2105, 0k | 25,

<
ijaxiamZSOkHL% < ’

01| 26 102, 0, P || 22
Therefore, we also conclude
v Veorll,z3 < Cillvllm,

where (', is a positive constant depending on k. Since i € HQ(Q), we obtain

pdx LsSC’/udx
||/Q s <€ |

For the last line of .%,, the estimate is direct, since

< Ol g2

el = llpllar and [l < Il

Altogether, from the above discussion, we can see i :~)~( — Y is continuous. Moreover, for
w = (v,S, ¢, 1) bounded in X, also . (w) is bounded in Y i.e. . %, maps bounded sets to bounded
sefts.

Definition of the operator %}, : Y — Y. Recall (4.32). In order to apply Schaefer’s fixed point
theorem,see [21], Chapter 9.2.2, Theorem 2] for details, we need to introduce a new operator %,
whose image space and preimage space coincide. To this end, using Y from (4.35b), we define the
operator as follows:

K Y Y, ues Fo L), (4.36)
which is feasible by the invertibility of .%.. With the help of this operator, we can rewrite (4.32) as
u— H(u) =0 <= u= J(u), (4.37)

where u = %, (w) forw € X Since we already showed that % !is compact and .7}, is continuous,
then ./}, is also continuous and compact on Y.

Boundedness of .7, in X. Inorderto apply Schaefer’s fixed point theorem, it remains to show that

{u €EY :u= A (u) forsome 0 < A < 1} (4.38)
is bounded. To this end, let u € Y and 0 < X\ < 1 satisfy u = A (u). Again by the invertibility of
%, we find w = %, (u) satisfying

By the definition of the operator %}, from (4.27) and of .%;, from (4.37)), we arrive at the following weak
formulations

/ 2 () (V)yn : (V) da + A / ’”J_—W P — (v ®v) : VO da
Q Q

P+ (J-V) P +n(px)S : VOdx (4.39a)

+)\/(div(J)+p_pk—v-V,0k)
Q h

= /\/(MV%) - ®dz + (frr1, ),
Q

NS
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forall @ € CF%;, (€2).

/Ws VU 448 : Udz + (€F,0) 0
Q

bym Tr

+ /\/ S —hSk V4 (v-VS) U 4+ (S(VU) g — (V)S) : Uda (4.39)
Q

= )\/ (k) (V) : ¥ +~S: Udz,
Q

forall U € Cg5, 1+(€).

)\(’p_hgpk—I—)\U-Vgok—)\/udx:Au—/,udx (4.39c)
Q Q

as well as

© + P
5

Now due to the bounds deduced above and by using a density argument, we conclude that ® = v

and U = S are admissible test functions for (4.39a) and (4.39b). Moreover, testing (4.39¢c) with 1 and
with + (o — ;) and integrating in space gives

[l el ol

A
2 2
/Q V(o) [(V0) gl dx+—h/ﬂp—2 — Pk i + P 5 dz

0+ DEi k(@) = Ao+ A+ Ak (4.39d)

(4.40a)
= )\/ w(Vy - v)do — )x/ n(ex)S 0 (VU)ymdx + (fra1, )
Q Q
and
2 2
/’y\VSFder(fk,S)Hsly N /7‘g| derh/ |5;| |S§| n S 25k| do
’ | “ (4.40b)
= A/ (o) (V) : S +4[S| da,
Q
and
A 2
_/(¢_¢k)ud$+/\/(v'v§0)ﬂdx_(>‘_1) /udx +/|Vu|2dx:O, (4.40c)
h Ja 0 o )
as well as

1 1 1 ,
_/W(QD_@k)dx"i__/VQD'(V(P_VSOk)dx_F_/Wm(@)((:p_@k)dx
h Jq h Jq h Jq

o= [ o poar 2 [ £y, o
=5 | ee—eo) =g | o= ) .
Summing up (4.40a)-(4.40d), we obtain that
0= [ 20T b = o) + [ A1TS o (6,8 + [ 1Va
Q
At el A v — /IS! \Sk\ /\S—Sk\2
+h/9p2 Pk d+h/Qp 5 da:+h92 2d96+hQ 5 dz
2 2
1—X [ 2 1— A -
+(1—)\)/7|S]2d35+(1—)\) pde| +—2 [ 2 ey o=l g,
L[ Vel el 1/ o — ol 1/ , A/ ©?— g}
S R A e T My (o oL B PR B 7 —pp)de — 2 | kE—FE g
5 TR R s () (0 — or) dx p )
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Recall that A € [0, 1] and, by convexity, there holds

/W’ (o — vk dx>/W or) dz .
This leads to the estimate
[ 2001 (T0)f? o = (srsohn + [ VP4 (64, S)y o+ [ (90 o
Q
A 2 2 A g2 g 2
+—/pﬁ—pklvidx+—/u—Mdm—k(l—/\)/ﬂS!de—F(l—/\) pdx
h Jo 2 Q
R /m il g, (1 /w Vel 1 L[, = Wil s
hJo 2 2
A <P _S%
_Z r _rk < 0.
h/Q/i 5 dz <0
Furthermore, rearranging terms results in
[ 2001 (T0)f? o = (srsohn + [ VP4 (6 S)y 4 [ (90l o

/|S| dr 4+ (1— )/7|S\2dx+(1—)\)’/udx +—/mdx+—/w(s@)dw

|vg|? /|Sk 1— /|90k:| /|V<Pk:| /
< = —d dx dz W (or) dx .
< h/ka 5 vt L 2 + + - (%)

This is equivalent to

h/21/(<pk)|(Vv)sym|2d$+h/7|VS| dz + h{¢*, S) y o +h/|V * dx +/| 90|
0 T
2
+/\/ﬂdx—i—(l—/\)h/7|5|2dx—|—h(1—)\) +/W(g0)dx
o 2 0 Q
< Ck + h(fre1,v) i

where C}, is a positive constant depending on k. Notice that by the invertibility of £, w = (v, S, p, 1) =
% (u) € X sothat p € dom(DE,¢ ). Hence ¢ € [—1, 1]. Moreover, due to the continuity of W/

n [—1,1], W () is bounded both from above and from below. Therefore, it can be absorbed by the
constant C}, on the right-hand side, i.e.,

udx
Q

h/ZV(gok)](Vv)sym\2dx+h/7]VS| dz + h{g*, S)m +h/\w| da +/| “0’
o o

2
+)\/ﬂdx+h(1—)\)/7\5|2dx+h(1—)\)
Q 2 Q

pdz| < Cy+ (fis1,v)m
Q

Notice that for A € [0, 3], the term 2(1 — \) [, ~|S|? dz gives an estimate on Jo |S|” dz. Similarly,

2
for X € (3,1], the term A [, % dz also gives an estimate on |, |S|* d. Moreover, since v > 0
and v is bounded from below by a positive constant by (2.8), we finally arrive at

/|W| dx+/|VS| dx+/ |S| dz + (€%, S /|w| dz

/ Voldet (10| [ pde| <Gt Gronob
Q Q
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Combined with ¢ € [—1, 1] and Poincaré’s inequality, we obtain

ol + 11l + P(prs S) + llln + Va2 + VI =X < Ck. (4.41)

/udx
Q

It remains to find an H?—estimate for . By (4.34), this is equivalent to finding an H'—estimate.
Since we already have an estimate on ||V | 2, it remains to find an L?—estimate for ;1. Again by
Poincaré’s inequality, we have

HM&?SHVHWP+L/Md$
(9]

Hence, it is sufficient to find a bound for |fQ ,uda:]. To this end, first consider A € |0, %) Then we

directly have
2
V2 / pdx / pdx
Q Q

2
For A € [%, 1], %‘fgudﬂ < )\UQ udx‘. Repeating the argument as in proving to equation
(#-40d) and notice ||V || 2 and ||V || 12 are bounded by Cj, due to (4.47), we can get

/udx
Q

<V1I-=A

< Cy.

< Cy.

Therefore, can be improved to
[oll g + 115 1ar + Plew: S) + llellar + [[plla2 < Ci. (4.42)

Moreover, from (4.39d), we have the additional estimate
D& a(@lle < A Dllplls + Alllze + e (ol + llgallz) < Cie
Altogether, we have the following estimate for w = (v, S, ¢, 1)
lwll % + D&k (@)r2 < Ck,

with X from (@.35a).
Boundedness of .7, i[l Y. It remains to sljow that u = .i”k(w) is bounded in Y. Recall that Fi,
maps bounded sets in X to bounded sets in Y and that u = \.Z(w). Therefore,

[ully = AZx(w)lly < Ck (wllx +1) < Ci.

where C‘k is a positive constant depending on k.

Now, since all assumptions in Schaefer’s fixed point theorem have been satisfied, the existence of
a fixed point of the operator .}, can be guaranteed. Hence, there exists a weak solution to (4.2¢)-

@2, O
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4.2 Existence of weak solutions

In Section we have constructed a sequence of approximating solutions (vy,, Sy, ©n, f4n )s- In order
to get a time-continuous solution, we perform the limit passage » — (0. We follow the ideas of [2]
Theorem 3.4] where the existence of weak solutions for the Cahn—Hilliard—Navier—Stokes system was
shown. In our case here, we have to deal with the extra stress tensor which will need some more
attention.

Theorem 4.4. Let v > 0. Let vy, Sy and ¢, satisfy Assumption Let Assumption [2.4] be satisfied
and let P fulfill Assumption Then, there exists a weak solution (v, S, ¢, 1) of (2.23) in the sense
of Definition [2.7] Moreover, the phase-field variable ¢ takes values in (—1, 1) a.e.in Q2 x (0,7).

Proof. Step 1: Existence of discrete solutions at each time step £ = 0,1..., N. We would like
to apply Lemma [4.3|in order to conclude the existence of a weak solution (v, Sk, ¢k, ik )k at each
time step. For this, notice that the initial datum ¢ is required to be in H2((2). Therefore, we have to
approximate g by functions in HQ(Q). To this end, consider the following parabolic problem

Ou—Au=0 inQ2x(0,7),
u(0) = ¢o inQ,
n-Vu=0 ondQx(0,7).

By the regularity theorem of parabolic equations e.g. [21, Chapter 7.1.3], there exists a solution u &
L*(0,T; H*(Q)), hence we can set o) = u|t:%. Moreover, the maximum principle gives that

|d’| < 1 and we also have that
o — o in H(Q) (4.43)

(For details, see [21], Chapter 7.1]). Set the time-step size to be h = % (h = % when T" = o0)
andt, = khforallk = 0,1,..., N. Now, we can apply Lemmawith initial data (v, So, ©’) to
deduce the existence of approximating solutions (v, Sk, ¢, i) where k = 1,..., N.

Step 2: Interpolation in time and weak formulation for the interpolations. Define F'V(¢) on
[0,T") to be the piecewise constant interpolation i.e.

FN(t) := Fy.fort € ((k — 1)h, kh] and F(0) = Fp, (4.44a)

where k € Nand F' € {v, S, ¢, u, &} Also set

p = %(pz +p1) + %(pz — ™. (4.44D)
Moreover, we define
O PN (t) = %(FN (t+h) — FN(t)), (4.44c)
OF (1) = T (F¥(t) ~ FN(t — 1), (4.440)
FN(t) .= FN(t —h). (4.44e)

Notice that the approximating problem should be tested by static test functions, but, in the limit, we
aim for a weak formulation which also involves time. For this purpose, for ® € C§%,, (©2 x [0,T)),
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we define the interpolations ®#+! =
overk € {0,1,..., N}, we obtain

/ / (PN q)dxdt—/ /phv ® o) Vo dzdt

+/ /QV(gohN)(VvN)sym (V) dxdt—i—/ /n(gohN)SN (V) dodt (4.45a)
0o Ja 0o Jo

T T T
—/ /(UN®JN):V<I>da:dt:/ /MNwhN@dde/ (fN, ®)pn dt
0 Q 0 Q 0

forall @ € C5%;, (€2 x [0, 7). Analogously, for all ¢ € Cg°([0,T'); C*(£2)), we approximate ¢ in the
same way as above to get fk“. Hence, testing with fk“ and summingover k € {0,1,..., N}
gives

T T T
/ / 0, (e™)¢ dz dt + / / vNpN .V dzdt = / / Vi - V¢dzdt,  (4.45b)
0 Q 0 Q 0 Q

and from (4.2f), we have

k(:’q)h ® dt and use ®**! as a the test function in (4.2c). Sum

K
T

5 (0" Fon) = =A™ + W), (4.450)

which holds almost everywhere in Q x (0, 7).

Step 3: Energy-dissipation estimate and uniform a priori bound. Forall N € N, forall t €
(ty,txs1) and forall k € {0,1,..., N}, we define E” () to be the piecewise linear interpolation of
total energy Eiot (Vi, Sk, pr) i€

(k+1)h —t t— kh

EN<t) = h gtot(vkaskasok) +

Stot (Uk-i-la Sk+17 Spk:—l—l)y (446)
and define D™ (t) to be the piecewise constant dissipation for all t € (t, tx1), i.e.,

2+7|VSN}2+{VMN]de—<fN,uN>H1+P(gohN;SN). (4.47)

DN (1) = / 20/(o)| (VM)

From (@.17), we can directly see for all t € (ty, tx,1) that

_%EN( ) Etot (Ulw Sk7 ka) B EZOt(karl’ Sk+1, Spk+1> Z DN(t) (448)

Integrating (4.48) in each time interval (%, tx+1) and summing over k € {0,1,..., N} yields that

LA VSN 4 NP de — (Y, 0Ny g dr

t
gtot(”Oa SO? Spév) Z/v / QV(()D;X)}(VUN)SY"‘
0 JQ

t
+/ Plen; SMydr + EN(t),
0
(4.49)
for all t € [0,T). Since Eot(vo, So, pY) is finite and by Assumption [2.3/that f € L2 ([0,T);
H=1(Q)3), and using (2.8), we deduce the following uniform bounds with respect to N € N:

(v™)x is bounded in L*(0, T"; H 4;,,(€2)) and in L=(0,T"; L3, (2)), (4.50a)
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(S™)n is bounded in L*(0, T"; HY ., ,(€2)) and in L(0,T"; LY, (), (4.50b)
(¢™) v is bounded in L>(0, T'; H*(Q2)), (4.50c)
(V™) is bounded in L2(0, T"; (L*(Q2))%). (4.50d)

forall0 < 7" < T'. Moreover, from the uniform bounds (.50c) on (V? ) 5 and (#50d) on (Vi) ,
we can deduce the following estimate on (1”") ;v with the aid of (4.6)

T/
[l
0 Q

where C' > 0 is a constant.

dt<C -T'forall0 < T < T, (4.51)

Step 4: Immediate convergence results. By a classical diagonalization argument, we can extract
a not relabeled subsequence and a limit quadruplet (v, S, ¢, i) such thatforall 0 < 7" < T*:

o = win L2(0,T"; H'(2)), (4.52a)
o S win L°(0,T'; L3, (), (4.52b)
SN~ Sin L*(0,T'; H'(Q)), (4.52¢)
SN = Sin L0, T L2 1, (), (4.52d)
O B pin L0, T, HY(Q)), (4.52¢)
pN = pin L2(0,T"; HY()). (4.52f)

Step 5: Improved convergence results. Now we derive additional strong convergence results with
the help of the Aubin-Lions lemma, see [39, Chapter 7.3] for details. This will require estimates on the
time derivatives. To this end, we define the piecewise linear interpolations, i.e.,

(k+Dh—t . t—kh

Fra (4.53)

fort € [tg,trs1] and F € {pv,@}; it F = pv, then FN := 5" with the piecewise linear inter-
polation of pv and F}, = pyvy with the solutions py, vy, at step k. By definition, 9,FN = Oy, FN
and the bounds on the piecewise constant interpolations can be transferred to the piecewise linear
interpolations, i.e., we have

3
(pv™ )y is bounded in L2(0, T; W, 2 (€)) and in L™ (0, T; L2(9)), (4.542)
(™) is bounded in L>=(0,T; H'(12)). (4.54D)

Moreover, we can estimate the difference between the piecewise constant interpolation and the piece-
wise linear interpolation pointwise, i.e., we have

FN(t ) — FN(t,x)‘ <h

O, FN(t, x)’ almost everywhere in {2 x (0, 7). (4.55)

We first derive a uniform bound on (9; 3" ) i from @.45D). Since (v o)y and (V) v are bounded
in L2(0,T; L*(€2)), the test function ¢ can be chosen with V{ € L?(0,T; L*(€2)). Hence, ¢ €
L*(0,T; H*(9)) is sufficient by comparison in (@-45b). This implies that (9, )y is bounded in
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L*(0,T; H71(2)). Besides, (") y is bounded in L>=(0,T; H'(Q)) from (4.54b). Therefore, by
Aubin-Lions Lemma, we get the strong convergence

PN — pin L*(0,T"; L*(2))

as N — oo, forall 0 < T" < T and some ¢ € L>(0,T; L*(€)). The bound on (9;¢"™ )y in
L*0,T; H(Q2)) and give us that

&N — N — 0in L*(0,T"; H ().
as N — oo. Furthermore, we obtain
oV — @in L*(0,T'; H1(Q))

as N — oo, forall 0 < 7" < T, which implies that ¢ = . Besides, by interpolation of Bochner
spaces, see [T}, Theorem 5.1.2] for details, the strong convergence of (™) in L2(0,T"; H=1(Q))
and its bound in L?(0,T"; H'(2)) imply the strong convergence

o — @in L*(0,T'; L*(Q)). (4.56)
Next, we want to improve the strong convergence of (goN)N by interpolation inequalities and find
convergence result for (D& (™)) n. By Lemma we obtain that (D& (")) is bounded in
L*(0,T"; L*(Q)) for all 0 < T" < T. Moreover, in (4.45c), the right-hand side is actually
(D&t (¢™)) v, while the left-hand side weakly converges to 1 + ¢ in L2(0,T"; L*(£2)). Hence,

we have

K
Dépt (™) = =A™ + Wi(p") = 1V + §(¢N + 7))

— i+ K in L20,T'; L*(2)).
This also implies that
||D5pf,~(S0N)||L2(0,Tf;L2(Q)) <C (4.57)
for all N € N. Furthermore, by (2.20), we have

2
le™ 22 + W™z + /Q W@V | do < C (D€t (™) 172 + ™ 122 + 1),

The boundedness of (D&, .. (»™)) v together with the bounds on (™) x in L2(0, T"; L*(€2)) implies
that
(¢™)x is bounded in L*(0,T"; H*(12)). (4.58)

Hence, by interpolation of Bochner spaces and the strong convergence of (¢ )y in L2(0, T"; L*(2))
from (4.56)), we obtain

o — in L2(0,T"; H'()). (4.59)

Since (p") y depends in an affine linear way on (" )y by formula (2.7), we have the same conver-

gence result for (p™) y.

Now, we derive a uniform bound on (8,(pv"))n from (@45a). For this, we argue by comparison
in and therefore, we now derive uniform estimates for all the other terms in (4.45a). In particu-
lar, forall 0 < T < T, we have the following estimates:

Notice that py'v™ @ vV contains terms of the form py'v;Yv}. Since (v")y is bounded both in
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L>(0,T"; L*(Q2)) by and L%(0,T"; HY(Q2)) — L*(0,7"; L5(€2)) and (pY )y is bounded
in L>(£2 x (0,77)), we obtain

o™ ® v oo it < Cllow e @xo 0™ |z vza@y 0™ | 220,700
< CllpM 2 @x oo™ | ez c2 @ 10N | 2202711 ()
where we used that th ”Loo (Qx(0,17)) = ”pNHL“’(QX(O,T’))'

Since (vV) v is bounded in L2(0 T Hl( )) by (@50a) and (v (1)) is bounded from above by a
positive constant thanks to (2.8), we obtain

120(23) (Vo )l 2022200y < ClIOY 20731 (2))-

Since (S™)y is bounded in L?(0,7"; H*(Q2)) by #50b) and (1(2 ) is bounded from above by
a positive constant again by (2.8), we have

In(23) 8™ 207522 < CNSM L2000 @)

Notice that v~V " consists of terms of the form v\, u™. Since (Vu™)y is bounded in
L2(0,T"; L*(2)) by @#50d) and (v) v is bounded in L>(0, T"; L?(2)) andin L?(0, T"; H'(Q)) —
L2(0,T"; L%(Q)) by (@.50a), we find

107 0 iV | 220,701 (0) < CON (| oo 0,1752200) 10, 87N || 200,77, 22(02))

and

19 0y s g 8 @y S ClIE 20,0000 10,1 220 77,2200,

which implies that (v;"0,, 4" ) v is bounded in L*(0,T"; L'(2)) and in L'(0,T"; L3(£2)). Now, by
interpolation of Bochner spaces, we obtain here

(LQ(O,T’;Ll(Q)),Ll(O,T’;L%(Q)))O L3(0,T'; L3()),

with 6 = 3. This implies

[CaRTal [ < Clv Vi 1z 2y IV VN

L7 (0,103 (Q) L o,r;L3 @)

Since (™) is bounded in L(0,7"; H'(Q2)) — L?(0,T"; L°(Q2)) by @50d) and (@.51). Moreover,
(V) is bounded in L>°(0, T"; L*(£2)). Thus, we obtain

Vo ooy < Clli lezazs@p VR s ovza@))
< Clli N 2o, @p 9™ | oo o711 )
where we again used || Vop || e 0.77:220) = IV | L 077 12(0))-

Altogether, all these terms are bounded in L7 (0,7”; L3(f2)), so we can choose test function ®

in (4.45a) such that
/
O,V € (L?(O,T';L%(Q))) — 13(0,T"; LY(2)).

Hence, choosing test functions ® € L8(0,T"; W4(Q)) is sufficient. This implies that (9,(pv" )y is
bounded in L7 (0, 7"; W~14(Q2)). Besides, (pv"" ) is bounded in L2(0, T"; W2 (Q)) from @54a).
Therefore, by the Aubin-Lions Lemma, we obtain the strong convergence

7o = puin L(0,T'; L*()),
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as N — oo for some pv € L>®(0,T"; L*(Q)) N L(0,T"; W2(Q)). Moreover, and the
bound on (9,(pu™ ) in L7 (0, T"; W~14(£2)) obtained above imply that

oo™ — pNoN = 0in L7(0,T; WH4(Q)).
as N — o0. Thus, we obtain
PN — poin L7 (0,7, W14()),
as N — oo which implies pv = pv. Moreover, by interpolation of Bochner spaces, the strong conver-
8 3

gence of (pNo™) v in L7 (0, T"; W—14(Q)) and the bound of (p™ v™) x in L2(0, T"; W2 (Q2)) imply
the strong convergence in L%(O, AR L%(Q)) due to the choice of § = % for the interpolation. By
continuous embedding L 17 (0, 7"; L1 (€2)) — L11(0,T”; L*(2)), we get the strong convergence in

L1t (0,T"; L*(9)). By repeating this argument with L1t (0, 7”; L2(Q)) and L>(0,T"; L2(£2)), we
arrive at the strong convergence

PNl — pvin L2(0,T'; L*(2)). (4.60)

Now, we want to obtain the strong convergence of (’UN)N from (4.60). To this end, first notice that

T’ ) T!
/ /pN}vN’ dxdt—/ /p\vﬁdxdt
0o Jo 0o Jo
T’ T
< / /(pNUN — pv)o™ da dt / /pv(vN —v)dzdt
0 Q 0 Q

where the first term in the last line tends to 0 due to the strong convergence of (p™v™¥)y in
L*(0,T"; L*(Q)) by and the second term tends to 0, thanks to the weak convergence of (v¥)
in L2(0,T"; L2(2)) by @526). Besides, in combination with (p)2vN — (p)zvin L2(0,T"; L*(Q)),
we obtain that (p™ )20 — (p)2v in L2(0,T"; L*(Q)). Since (pV)x — p almost everywhere in
Q% (0,T)and 0 < p; < pV¥ < po, we obtain

+

?

ol = (pN)_%(pN)%UN — wvin L*(0,T"; L*(Q)). (4.61)

Step 6: Limit passage in the weak formulation (4.452)-(4.45c). Next we want to pass (4.45a)-
(4.45¢) to the limit N — oo. Notice that for all divergence-free test functions ®, we have the following

relation
T T
/ /LLNVQO}];['(I)dJ}dt:—/ /V,uNgahN-CDdxdt
0o Ja 0o Jao

T T
_>_/ /VM¢.®dxdt:/ /qup-CI)dxdt.
o Jao o Ja

Then the limit passage of (4.45a))-(4.45b) follows from the convergence results (4.43), (4.52), (4.59)-
(4.67). To pass to the limit in (4.45c), we use (4.57) and the fact that D&y . is @ maximal monotone
operator and apply [42], Proposition IV.1.6]. Hence, we conclude (2.25¢€).
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Step 7: The partial energy estimates. For all N € N, for all t € (t,%x41) and for all k €

0,1,..., N}, define £ (t) to be the piecewise linear interpolation of the kinetic energy, i.e.,
k
kE+1)h t —kh
EX(t) = %5 (r, vk) + A Ex(Prr1, Vi) (4.62)

and define DY (¢) to be the piecewise constant dissipation as

DN (1) = / 20(o)| (VM)
- /Q WVl oMy de — (Y, 0N,

2dx+/n(¢;f)SN Vol da
Q

forallt € [tx,tx+1). Then from @.27), we have

1
—&(ves1) > DN (). (4.63)

1
——EY(t) = ——&(pr, v) + .

h
Now, we multiply both sides of (4.63) by arbitrary ¢ € C’([O, T']), integrate over time, and use inte-
gration by parts. This results in
T T
Er(po, v0) > — ¢'(t) By () dt + G(t)DY (t)dt . (4.64)
0 0

By the strong convergence of (v")y in L2(0,7"; L*(2)) from and the strong convergence of
(™) in L2(0,T"; H'(2)) from (@59), we derive

T/

lim — ¢() () dt— — [ ¢ (E(e(t),v(t)) dt . (4.65)

N—o0 0 0

Next, by the weak convergence of (v")y in L*(0,7"; H'(2)) from (4.52a), the strong convergence
of (™) in L?(0,T"; H(Q)) from (@#59) and assumption (2.8), we obtain

T’ T’
2 o N Ny |2
| [ 2lvo P aar <tipint [ [ 206|707,

Moreover, by the strong convergence of (v™)y in L2(0,7"; L?(2)) from (@.61), the strong conver-
gence of (™) in L2(0,T"; H(2)) from (4.59), the weak convergence of (S™) v in L2(0,T"; H*(Q))
from (4.52c¢) and assumption (2.8), we derive

drds. (4.66)

t
lim qb/fr;(gth)SN : Vol dr ds

N—oo 0

= Jim (—/ ¢>/ n' (ep )N ®@ Vo SNdxds—/ qb/ (o )div(SN) - Nda:ds)
/cb/ P Vo : deds—/ gb/ ©)div(S) - vdzds
/ ¢ / )S : Vudzds -

with the help of integration by parts and Assumption (2.8). Now, notice that we have the embedding
L*0,T"; H'(Q2)) < L*(0,T"; L°(Q)), so we have the weak convergence of (u™)y in
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L*(0,T"; L°(€))) from (@.52f). Now, we use the interpolation of Bochner spaces to improve the
strong convergence of (v")y and (V™) y. By choosing 6 = 2, the strong convergence of (vV) v
in L2(0,T"; L*(€2)) from and bound of (v™)y in L>(0,7"; L*(2)) from result in
the strong convergence of (v™¥)y in L5(0,7", L?(€2)). Then by choosing § = }L in the interpola-
tion of Bochner spaces, the strong convergence of (v™)y in L5(0,7”, L?(2)) and the bound of
(v™M)n in L2(0,T"; HY(Q)) < L*(0,7"; L5(9)) from yields the strong convergence of
(V™) in L4(0,T"; L5 (2)). A similar argument gives us the strong convergence of (V™) y in
L40,T"; Ls (2)). Therefore, by the weak-strong-strong convergence, we obtain

T’ T/
]\}im qb/ (Ver - o) dr dt = / qb/ w(Ve-v)dedt (4.68)
By the weak convergence of (vV)y in L2(0,T"; H*(€2)) from (4.52a), we have
t
lim / AN, NV g ds = / o(f, vy ds. (4.69)
N—+o00 0 0

Inserting (4.65)-(4.69) into (4.64) gives (2.25b). Similarly, we also prove (2.25f).

Step 8: The evolutionary variational inequality for the internal stress. Now, we show the evolu-
tionary variational inequality for the internal stress. To this end, we derive
T T
E(S)) > — | #HE(SN)dt +/ ¢/ Y| VS| da dt
0 0 Q
- - (4.70)
b [ o Sy, i / 6 [ 1SV s (Vo). dod
0 v 0 Q
from by using the same argument as for @.64). Here, ¢ € C([0,T"]) is arbitrary. Then, for all
Se baym,Tr (£ X [0, T)), we choose S**! = (kH ¢S dt to be the test function in @2d) and
sumover k € {0,1..., N} to derive
T’ T’ 5
/ /8thSN ngdedt—/ ¢>/ -VSY) : Sdzdt
T/ N /
—/ gb/(SN(VUN)SKW — (Vo) SY) s Sdadt — [ o€V S dt
0 Q 0 v
T . T B
—/ ¢/ AVSN VS drdt = —/ ¢/ (o) (Vo ),m - Sdadt.
0 Q 0 Q
Notice that
(€Y, SN =S = Plen; SN) = Pler's §) = Plens S™) = Pler's 9),
since &Y € OP(¢N; SN) and by [@1). Then, by summing and (#.71), we obtain
T’ 1 T’ 5
—/ ¢'/ SN deat —/ /atjh(sN) ;¢S drdt
0o Ja
T _ 5
— / ) / -VSN) S 4+ (SN (VN ) — (V) SY) - S da dt
(4.71)

~ T/ ~
+/0 ¢<P(g0h,SN) P(gohN;S)> dxdt+/0 qs/QWSNs(sz—VS) dz dt
T/
- 1
—/0 gﬁ/ﬂn(gohN)(VvN)sym:(SN—S)dxdt§/Q§|SO|2dx.
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Now, we carry out the limit passage in (4.77). Since ¢’ < 0, the functional

T/
S — / / | dx dt (4.72)

is convex and continuous on L2(0,T"; L*(2)). Therefore, this functional is weakly lower semicontin-
uous on L*(0,7"; L*(£2)), which implies

T/
/ / ) dxdt<hm1nf< / / |SN (¢t \ dxdt) (4.73)

thanks to the weak* convergence of (S )y in L>(0,T"; L(£2)) from (@52d). Moreover, by the weak
convergence of (S™)y in L2(0,T"; H'(£2)) from (@52c) and with the help of an integration by parts
for difference quotients, we deduce

T/
—/ /ath(SN):gz;dedt
0 Q

0 Tl
—/ /So : %¢(t+h)§(t+h) davdt—l—/ /SN:atfh(qﬁé) dz dt (4.74)
—h JQ 0 Q

_>_/QSO;5(0)dx+/0T//QS:8t(¢§)dxdt.

for all S € Cg2,, 1,(Q x [0,7)). Next, by the weak convergence of (S™)y in L2(0,7"; H(2))
from (4.52c), we have

T T
/ ¢/—VSN5V§dxdt—>/ gb/—VSNsVdedt, (4.75)
0 Q 0 Q

as well as
T T'
/ ¢ | VS:VSdzrdt <liminf ( / o) / AR VACENG I dt) , (4.76)
0 Q N—oo 0 0

where we have used the same argument as in proving (4.73) for the last inequality.
To see the limit passage regarding P(gth; SN), consider the functional

T T
(0.5) > [ o@P:s®)dt= [ [ 60P( olta),S(t0) dod.
0 o Jo
By the weak* convergence of (SV)y in L>(0,T"; L*(2)) from and strong convergence of
(™M) in L*(0,T"; H'(£2)) from and applying [29, Theorem 3], we arrive at

T’ T’
P (p; S)dt < lim inf ¢P (o ; SN)dt . (4.77)
0 - Jo

By the continuity of the mapping ¢ — P(y; S) forall S € L2, 1,(2) and the strong convergence
of (™) nin L*(0,T"; H*(2)) from (4.59), we also have

T’ T’

- OP(p; S)dt < hm 1nf <

0

P (en'; )dt> (4.78)

0
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with the help of Fatou’s lemma and the fact that the integrand is bounded from below. Notice that by
the weak convergence of (S™)y in L2(0, T"; H(£2)) from @520), the strong convergence of (v") v
in L2(0,T"; L*(€2)) from (&61), the strong convergence of (¢ )y in L2(0,T"; H'(Q)) from (@.59)
and assumption (2.8), we obtain

TI
/ ) / VSN 1 S+ (SN(VoN )y — (Vo) SY) - Sdadt
- (4.79)
N / ¢ / (0-VS) : G+ (S(Vo)s — (V0)uS) : § dadt
0 Q

as well as

T, T/
N Ny . _ g
/0 ¢/Q77(90h)(Vv Jom © (SN — dxdt—>/ ¢/ N(V0)om : (S — S)dzdt (4.80)

with the help of an integration by parts. Inserting (4.73)-(4.80) into (4.71) and adding both sides

_/oT/qSl/Q%‘g(t)‘dedt_/OT/¢/Q(%5":S‘dxdt:/ﬂé

S(0)

‘ 2

dz,

we obtain

T/ . . . .
—i—/ qb/ 0S:(S=9)—v-VS:S—(S(V)u — (V)y,S) : Sdadt
0 Q

+AT¢QM%$—PWSDM (48

1 _
<5150 — 5(0)

Finally, by applying Lemma[3.5]to (4.81), we arrive at (2.25¢).

Step 9: ¢ takes value in (—1,1) a.e.in Q2 x (0,7)). By the total energy-dissipation estimate (2.26),
one can see that

/W ))dz < C

fora.e. t € (0,7). With the aid of (2.9), this implies that p € [—1,1] a.e. in 2 x (0,T). Now, we
show further that ¢ € (—1,1) a.e. in Q x (0,7). To see this, recall that by (4.50d) and @.51), 1 is
bounded in L?(0,T"; L?(2)) fora.e. 0 < T" < T Besides, we have

W ()l z20,7:220)) = it + Al 20,7220
< el 20,27:0200)) + (1A 220,172 (02)) -
Since ¢ is bounded in L*(0,7"; H?*(2)) by (#.58), W'(¢) is bounded in L2(0,T"; L?(2)). Thanks

to (2.9), we derive that p # —1,1 a.e. in 2 x (0,7"). Since it holds true for a.e. 0 < 7" < T, we
conclude that ¢ € (—1,1) a.e.in 2 x (0,7"). This proves the assertion. O
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Remark 4.5. By testing (2.25€) with ¢ — ¢ and repeating the argument as in Lemma[4.2] we obtain

an estimate
/ udx
0

IDEpt s ()llz < C ([lpllz2 + 1)

Remark 4.6. By Proposition one can see that a weak solution obtained from Theorem 4.4]is also
a dissipative solution for any regularity weight K.

Wi (o)l + < C(IIVullzz + IVelz2 + 1)

5 Global existence result for the non-regularized two-phase sys-
tem~y =0

In Section 4, we have shown that, for all v > 0, there exists a dissipative solution (v, S, ¢, 1). Now,
we will prove the existence of a dissipative solution for the case v = 0 by carrying out the limit passage
~v — 0 in this notion of solution.

Theorem 5.1. Let v = 0. Let vy, Sy and ¢, satisfy Assumption Let Assumption [2.4] be satisfied,
and let P satisfy Assumption Then there exists a dissipative solution (v, S, i, ) of type K to the
limit system (2.23) with v = 0 in the sense of Definition 3.3 where the regularity weight is given by

k2 L
K(S) = 2 61

for all (7, S, @) € T. Here, the constant kg > 0 is the constant from Korn’s inequality and v is the
constant from Assumption (2.8).

Proof. Fory > 0, there exists a dissipative solution (v, S,.¢., i) of type K thanks to Theorem
and Remark Now, we want to take the limit v — 0. From Theorem we have the energy
inequality

t t
gtot(v'y<t>7 S,Y(t), S%(t)) + / Dtot(U77 Sm Spwﬂ'y) dr < gtot(v(b S0, @0) + / <f7 Uﬁ/>H1 dr
0 0
(5.2)

Step 1: Compactness. This estimate gives us the following v—uniform bounds:

(v,,), is bounded in L*(0,T"; H& aiv() and in L°(0,T"; L3, (2)), (5.3a)
(S)~ is bounded in L>°(0,71"; L (), (5.3b)
(¢+)- is bounded in L>(0, T"; H(12)), (5.3c)
(Vi) is bounded in L*(0,T"; (L*(2))?), (5.3d)

sym Tr

fora.e. 0 < 7" < T. Moreover, from Remark [4.5/and the uniform bounds (5.3¢) on V., and
on V1.,, we deduce the following estimate on (),

T/
[
0 Q
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where C' > 0 is a constant. Then, by a classical diagonalization argument, we can extract a not
relabeled subsequence and a limit quadruplet (v, S, ¢, 1) such that

vy, = vin L*(0,T'; H'(2)), (5.5a)
vy = win L2(0,T"; L, (), (5.5b)
Sy = Sin L=(0,T"; L, (), (5.5¢)
oy = in L2(0,T'; H' (), (5.5d)
ey — pin L2(0,T'; H*(2)), (5.5e)

for a.e. 0 < 71" < T. Moreover, thanks to (2.20), we also know that (), is bounded in
L*(0,T'; H*(£2)). This yields

o, —in L*(0,T"; H*(Q)). (5.5f)

Besides, by repeating arguments in the proof of Theorem |4.4, we conclude the following strong con-
vergence results fora.e. 0 <7’ < T

py — in L*(0,T"; H'()), (5.62)
vy, — vin L*(0,T"; L*(Q2)). (5.6b)

Step 2: Limit passage 7Y — 0 in the relative energy-dissipation estimate. By Lemma (3.5, we
can transform the relative energy-dissipation estimate (3.16b) into the following weak form

»
—/O ¢ <R(vw,57,gov|f),§, @) ds
T Uy — U
+ ¢(<m<@,5,¢>, 5 -3
’ —A(py — @)+ W(@) 0y — @) + £y — @) — 252 (v, — )

2
Tl
ds

+ 7)(()0’77 S’}’) - P((P»y, S) + Wr(yIC)(U’ya S’y? QO’Y‘IINJv 795

?
=
D
>
k)
VN
=
u@x
\.O)l
RSyl
S~—
[oN
\]

0

T/
§R<1}07SO7SOO|6(O)7S(O)7¢<O))GXI) ( ]C('ﬁasa 95) d8>
N (5.7)
forall ¢ € C([0,1]).
First notice that, for the limit passage regarding the term P(y,;.S,) — P(¢+; §) can be shown in a
similar way as deriving and (4.78).

Now, we investigate the limit passage in the terms involving operator A.,. To this end, from (3.9b)-

(3-9d), one can notice that the terms involving (v )+, (VUy)y, (Sy)y, (©4)4, (Vos)y or (Ag,),
depend on these quantities only linearly, so that we can pass to limit by weak convergence results

(5.5a)-(5.57). The only exception is the term

[ 295005950 — () .
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because we do not have any weak convergence result for (V.5.,).,. Instead, notice that

/quéyvéuyvmau)—éandx
’ 1 (5.8)

1
T 2 T! 2
<V (/0 HVSH%2 dS) (7/0 ||VS’YH%2 ds) + ’YHVSH%%O,T';B(Q)),

where 7||VSA,H%2 < C' uniformly in 7y thanks to (2.26). Thus, the right-hand side of tends 0 as
v — 0.

Now, we consider the limit passage of the terms in R(UW, Sy goﬂ@, g, ). By the strong convergence
of (vy), in L*(0,T"; L*(Q2)) from and the strong convergence of (¢.). in L*(0,7"; H'(2))
from (5.6a), we obtain

T T |U . ’Z)|2
lim / / Py dx ds | = —/ (;5’/ p dxds. (5.9)
v—0 0 Q 2

Since ¢’ <0, p € C(Q2 x [0,T)) and ¢ € (—1, 1), the functional

o - Vo—Vel? ) ~
som - [ o [E e BT w00 4wl - o doas
0

is convex and continuous on L*(0, T"; L3, 1,.(2)) x L*(0,T"; H'(Q2)). Therefore, it is weakly lower
semicontinuous on L*(0, T"; L2, ,(€2)) x L*(0,T"; H'(2)). Hence, by the weak*-convergence of
(Sy)y in L=(0,T"; L2, TI(Q)) from ( and weak*-convergence of () in L>(0,7"; H'(Q))

from (5.5d), we deduce

12
T’ S-S <12
, Vo -V . 3 N
—/ ¢Kﬂ 2‘_+|w2 M-JVwﬂw—@+EW—ﬂﬂm®
0

Tl

Vo, — Vol

S — W)y — @) + kley — @’ duds

<lim inf
v—0

(5.10)

Moreover, since ., € (—1,1) a.e.in Q x (0,7"), by the continuity of IV, we have |W (¢,)| < C
a.e.in © x (0,7") for all v > 0. Hence, with the help of the dominated convergence theorem, we
derive

T/ T
lim — gb’/W(gpv)dmds: —/ gzﬁ'/ W(p)dzds. (5.11)
=0 Jo Q 0 Q
Summing up (5.9)-(6.71) yields
T’ T’ )
- ' R(v, S, 0|0,S,¢)ds < hm 1nf ( P R(vy, Sy, 40,5, @) ds) . (5.12)
0 0

Now, we turn to the limit passage in WA(,K) (vy, Sy, o0, S, ©). For this, we recall from (3.14) that

WO (v, 8,015, 5,8) = Wi (v, 5,08, 5, 8) + Dear(S - 5),
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and we split Wélc) (v, S, |0, S, @) into two parts as follows:

Ic ~ & ~ ~ 5 o~ ~ ~ 5 o~ o~
W vy, 85,0418, 8, @) = Q(vy, S5, @, 1|0, S, 3, i) + R(vy, Sy 05, 4], 5, @, /1), (5.13)

where
~ 1 1
Q(v, S, ¢l0,5,¢) :=/ 201 |(V0)gn = (V)| + IV = Vil + §IWI2 dz
Q

— [ 2(8 = 8) (Vv —Vi),, : Sd
| 25 =890 V.. Sar -

2

- S=5 v - vgP
+K<6,S,¢>/‘ Ly VeVl
Q

~12
+ ’%’()0 - 90‘ da )
collects all the quadratic terms with respect to (v, S, ¢, 1), and where

ER(’U, S, (;va ga @) ::/ 2”(@)|(vv)sym - (V{))sym|2 - 2V1|(vv)sym - (v{})sym|2 dx
Q

+ /92<V(90) —v(@P)(V0)y : (Vo —=V0) — %|Vﬂ]2 4o
" /QA[L (—A(p = @) + W (@) (¢ — ¢)) dx
+/g)(v_6)®(pv_ﬁ6+J_j):Vﬁ—i_(p_la)(v_'&)-atﬁdx

- / (n(2) = 1(@)(S — §) : Vi + (n(g) — n(@)8 : (Vo — Vo) da

- [5-9ow-n:vsa
Q
_/Qﬂ(w_v@'(“_"7)_<W—V¢)®(W—V¢):wdx

+ [ K= VR)- (V¢ = V) + k(v =) Voo - #)da
Q
o= if

p—g— T Wlp) = W(p) - W' (@) (e —¢)dx
(5.15)

+ K(9, S, @)/

Q

collects all the remaining terms.

Next, we discuss the limit passage for the quadratic terms in £). Recall that the non-negativity of a .
quadratic form implies convexity, see [12}, Proposition 3.71] for details. In order to show that Q(v, S, ¢|0, S, @)
is non-negative, we make the following estimates:

. S e o~ N 1 . 1
Q(“? S7 P, M|U7 y P, M) > /Q 2V1|<vv)sym - (vv)sym|2 + §|V[L - V,U|2 + §|VILL|2 dx

2

S-S -2
) Vo—V
+1¢(@,5,¢)/‘ 5 n “02 d
Q

+rlp— @ + v — o de

/ 2(S — S) (Vv — Vi), : Sdzx
0

(5.16)
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Next, we estimate the negative terms in (5.16) using Hoélder’s inequality, Korn’s inequality and Young
inequality:

N N N 2 \2 3
/ 28 — ) (Vv — Vi) §dar <251 (/ 53] dx) (/ Vo — Vil dx)
Q Q Q
- ~12 % 2
<281 (/ 53] dx) (/ |(Vv)sym—(Vﬁ)sym|2dx>
Q Q

By [155
<253 [ —L
<5 [

2
dz + 2u, / (V) g — (VD) daz .
Q

(5.17)
By making use of the bounds (5.16) and (5.17), one can see that £Q is non-negative and therefore
convex. Besides, notice that £ is also a continuous functional on the space Hj 4;, () X L2, 1,(€2) x
HY(Q) x H'(Q), so 0 is weakly lower semicontinuous on this space. This allows us to pass to the

limity — 0, i.e.,

T/

T/
(v, S, p, u|v, S, @, fi) exp </ K(,5, ) dT) ds

0
T’

T/
<lminf [ ¢Q(vy, Sy, 0y, 4]0, 5, &, 1) exp ( / K(®, Z@dT) ds.

v—0 0

Now, we turn to the limit passage v — 0 in 2R. Since 2v(p,) — 2v1 > 0 by (2.8), then by the weak
convergence of ((Vu,)yn), in L2(0,7"; L*(€2)) from and the convergence of (¢, ). almost
everywhere in 2 x (0,7") obtained from (5.6a), we deduce

[0 [@) - 20l(90) — (V) Presy (/T e dT) )

v—0

T T
< lim inf / s / (20(0,) = 20)|(V ) — (V)2 darexp ( / K(5, 3, ) dT> ds.
0 Q s

The limit passage of the remaining part of R is a direct consequence of the convergence results
(5.5a)-(5.6b) with the aid of (2.8). We exemplarily discuss one term and note that the remaining terms
can be handled with in a similar way. We estimate

/0 /Q((vw — ) ® (pyvy, — pi) — (v — D) @ (pv — pv)) : Vidr ds

Tl
<Vl @norny [ [ 10 =9 oy, = ) = (0 =) @ (po = )] dwds,
0 Q

where we have used that v € Cg%;, (€2x[0,T')). The term on the right-hand side tends to zero, thanks
to the strong convergence of (v, ), in L?(0,7"; L*(§2)) from (5.6b) and the strong convergence of

()5 in L(0,T"; H'(Q)) from (5:63).

In total, taking the limit v — 0 in (5.7) implies (3:16b) with v = 0. Therefore, (v, S, ¢, 1) is a
dissipative solution to system (2.23) with v = 0. O
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Remark 5.2. By Propositionand Proposition one can see that a dissipative solution (v, .S, ¢, i)
obtained from Theoremsatisfies weak formulation (2.25a) and (2.25d). Moreover, (v, S, ¢, 1) also
satisfies by using the same argument as in the proof of Theorem|[4.4] In addition, ¢ takes value
(—1,1) ae.inQ x (0,7).
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