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Modeling hydrogen embrittlement
for pricing degradation in gas pipelines

Zeina Amer, Ana Avdzhieva, Marcelo Bongarti, Pavel Dvurechensky, Patricio Farrell,
Uwe Gotzes, Falk M. Hante, Attila Karsai, Stefan Kater, Manuel Landstorfer, Matthias Liero,

Dirk Peschka, Luisa Plato, Klaus Spreckelsen, Johannes Taraz, Barbara Wagner

Abstract

This paper addresses aspects of the critical challenge of hydrogen embrittlement in the context of Ger-
many’s transition to a sustainable, hydrogen-inclusive energy system. As hydrogen infrastructure expands,
estimating and pricing embrittlement become paramount due to safety, operational, and economic con-
cerns. We present a twofold contribution: We discuss hydrogen embrittlement modeling using both contin-
uum models and simplified approximations. Based on these models, we propose optimization-based pricing
schemes for market makers, considering simplified cyclic loading and more complex digital twin models.
Our approaches leverage widely-used subcritical crack growth models in steel pipelines, with parameters
derived from experiments. The study highlights the challenges and potential solutions for incorporating hy-
drogen embrittlement into gas transportation planning and pricing, ultimately aiming to enhance the safety
and economic viability of Germany’s future energy infrastructure.

1 Introduction

As Germany transitions towards a sustainable and decarbonized energy system, hydrogen is emerging as a
pivotal element in its future energy mix. The German National Hydrogen Strategy (Nationale Wasserstoffstrate-
gie (NWS)) [Bun20], adopted in 2020, underscores the country’s commitment to establishing hydrogen as a key
pillar of its energy infrastructure, aiming to reduce greenhouse gas emissions and foster energy security. How-
ever, with the increased production, storage, and distribution of hydrogen, a critical challenge arises: hydrogen
embrittlement that arises in existing steel pipelines when repurposing natural gas infrastructure.

Hydrogen embrittlement is a phenomenon in which certain metals become brittle and break due to hydrogen
ingress, leading to deterioration in material properties (fatigue) and potential component failure [KP23]. This
issue is particularly relevant for Germany’s ongoing initiatives on building a national supply network through
the upgrade and expansion of existing high-pressure gas networks. As such hydrogen infrastructure expands,
so does the need for estimating and pricing hydrogen embrittlement, posing significant safety, operational, and
economic concerns.

An important concern is that repeated pressure fluctuations, caused by line packing and other flexibilities in
operational practices, impose cyclic loading on the pipeline, leading to metal fatigue. Over time, this can weaken
the material and make it more susceptible to crack growth and material failure, especially in the presence
of hydrogen. Suitable mathematical models for metal fatigue are usually based on fracture models that are
formulated as nonlinear systems of partial differential equations [MHW10]. Several factors have been identified
to affect hydrogen induced degradation of steel pipelines, e.g. (microstructural) material composition, frequency,
gas pressure and purity [LDC+22].

Currently, gas transportation planning is using typically stationary and capacity-based mathematical modelling
and optimization of gas networks [HLM+17, HS23]. Technical details on modelling and specialized mixed-integer
programming techniques for solving the arising large-scale optimization problems can be found in [KHPS15].
The use of transient models for transportation planning is still rather limited due to the complex nature of the
theoretically and computationally highly demanding models involving nonlinear partial differential equations.

DOI 10.20347/WIAS.PREPRINT.3201 Berlin 2025



Z. Amer, A. Avdzhieva, M. Bongarti et al. 2

However, mathematical modelling, simulation and optimization techniques have recently been advanced signif-
icantly in order to become applicable [HS24]. A direct application to avoiding or pricing embrittlement however
remains highly challenging due to crack growth being a process on the scale of years rather then days.

In this context, our contribution is twofold: First, we discuss how hydrogen embrittlement can be modelled,
using both continuum models and simplified models obtained by approximating relevant characteristics. Second,
partly based on these results, we suggest optimization based pricing schemes for market makers. We consider
setting the price using simplifying cyclic considerations within an economic model and discuss challenges for
setting prices by using more detailed digital twin models. Both approaches build on widely-used model for
subcritical crack growth in steel pipelines with parameters obtained from experiments. Therefore, the goal of this
contribution is to outline a roadmap for realistic and mathematically tractable models of fatigue and hydrogen
embrittlement in pipelines, which can serve as a basis for economic optimization models that account for pipeline
ageing due to fatigue.

The paper is structured as follows. In Section 2, we study models for hydrogen embrittlement. We begin with
a discussion on continuum models. Afterwards, we state a simplified model that can be used to estimate the
lifetime of the pipe under cycling loading scenarios. In Section 3, we present a simplified economic model for
pricing embrittlement on a single pipe and take first steps towards pricing models based on digital twins. Finally,
in Section 4, we summarize our results and point towards future research directions.

2 Modeling hydrogen embrittlement

In this section, we introduce the phenomenology of hydrogen embrittlement and corresponding simplified frac-
ture models and then we discuss an approximate lifetime function based on the current simplified mathematical
model used by companies such as Open Grid Europe (OGE) to compute fatigue of pipelines filled with hydrogen.
The basis of the simplified model is material data from the public report by the German Technical and Scientific
Association for Gas and Water (DVGW) [SMS23]. In this model, the growth of cracks is computed via Paris’
law da

dN = C(∆K)m [PE63]. If the cracks become too deep or the stress induced by the cracks becomes too
large, the pipe segment is in danger of leaking and has reached the end of its lifetime L. The model computes
the change of crack depth da

dN and half crack length dc
dN during a certain number of cycles N of loading and

unloading with a given pressure profile. In general, Paris’ law (or the Paris–Erdogan equation) is an empirical
system of ordinary differential equations (ODE) for crack growth

da

dN
= Ca(∆Ka)

m,
dc

dN
= Cc(∆Kc)

m, (1)

where Ci > 0 and exponent m ≥ 2 depend on the setup, material, and crack geometry, i.e. semielliptical
surface cracks. The stress intensity factor Ki estimates the stress near the crack tip, with ∆Ki = Ki,max −
Ki,min denoting the range of stress intensity during one cycle, see [NJR81].

2.1 Continuum models for hydrogen embrittlement

Hydrogen embrittlement is a phenomenon in materials science characterized by the degradation of mechanical
properties in metals and alloys due to the diffusion of hydrogen into the crystal lattice of a material, lead-
ing to reduced ductility, increased brittleness, and a heightened susceptibility to fracture, even under relatively
low applied stress levels. Recent discussion can be found in [AWL+18, CMMP22, SMS23, HG20, MHW10,
NBTB23, PZB+19, SGAPJ21, WDM+19, YSM22, ZÁB+23]. As a result a material undergoes irreversible fa-
tigue processes that induce and enhance crack growth, limiting the usefulness of the metal materials impacted
by embrittlement under mechanical stress. Some of the main mechanisms that contribute to embrittlement are
mentioned in Table 1.
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Effect Microscopic Mechanism

hydrogen pressure
theory

Hydrogen atoms diffuse to and accumulate at defects, where they recombine into hy-
drogen molecules. This creates a high hydrogen gas pressure, which beyond a critical
material stress leads to hydrogen-induced cracking.

HEDE Hydrogen-Enhanced DEcohesion: Increasing hydrogen concentration reduces the co-
hesive forces (i.e. fracture toughness) through microscopic processes such as inter-
granular fracture.

HELP Hydrogen-Enhanced Localized Plasticity: Higher hydrogen concentrations (by in-
creased mobility and nucleation rate of dislocations) enhances plastic effects and
therefore enhances crack propagation.

Table 1: Overview of primary mechanisms proposed for hydrogen embrittlement. Additionally, the mechanisms NVC (nanovoid coa-
lescence), HIPT (hydrogen-induced phase transformation), and HESIV (hydrogen-enhanced strain-induced vacancies) are frequently
discussed in the literature [LMZ+20]. All these effects intrinsically combine aspects of fracture, fatigue, and dislocation dynamics with
chemomechanical coupling of hydrogen diffusion, where the microscopic origin of many thermodynamic phenomena for hydrogen em-
brittlement is still under debate.

Mathematical models for hydrogen embrittlement are coupled (continuum mechanical) descriptions of fracture
that take, for example, the elastic displacement u(t, x) ∈ Rd, the fracture phase field ϕ(t, x) ∈ (0, 1) and the
hydrogen concentration ψ(t, x) ∈ R into consideration [YSM22, MWH10, CMMP22, HG20]. In many cases, to
ensure good mathematical properties and thermodynamic consistency, such a model can be phrased in terms
of a thermodynamic framework where, for isothermal systems, the free energy F decreases with time and this
decrease can be guaranteed [MWH10]. A suitable (simplified) free energy for hydrogen embrittlement is

F (u, ϕ, ψ) =

∫
Ω
W (ψ,∇ψ,ϕ,∇ϕ, u,∇u)dx with W = Wmech +Wfrac +WH2 ,

with W : R×Rd×R×Rd×Rd×Rd×d → R, where Wmech contains all (elastic) mechanical contributions
to the free energy, Wfrac contains the energy for the fracture phase field that encodes the crack resistance
and WH2 contains the thermodynamical free energy of the hydrogen concentration. We consider the following
decomposition of the total energy:

Wmech(ψ,ϕ, u,F ) = µ
2 ϕ

2(1− αψ) |F − F 0(ψ)|2 − f · u, (2a)

Wfrac(ψ,ϕ,∇ϕ) = G(ψ)
(
ε
2 |∇ϕ|

2 + 1
4ε(1− ϕ)2

)
, (2b)

WH2(ψ,∇ψ) = k1 ψ(logψ − 1) + k2 |∇ψ|2, (2c)

In the mechanical energy density (2a), the elastic modulus µ is multiplied by the degradation factor (1 − αψ),

a

2c

D

w

H2 flow

t∗

Figure 1: Sketch of a pipeline cross section with semielliptical surface crack (red) of depth a and length c for a pipe of diameter D and
length w and thickness t∗; geometry adopted from [OFM25].
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with α > 0, and models a linearized hydrogen-induced softening of the material’s elastic response (assuming
αψ < 1). This effect is consistent with the HELP mechanism, wherein hydrogen facilitates dislocation motion
by locally reducing resistance to deformation. We use the custom abbreviationF = I+∇u for the deformation
gradient. The function F 0 describes the possible expansion and the generation of excess volumetric pressure
due to the presence of hydrogen, i.e. the impact of hydrogen pressure theory. As common in phase-field models
for fracture, the regularization parameter ε controls the width of the diffusive approximation of cracks. The
function G in (2b) describes the dependence of the crack resistance on the hydrogen concentration. While for
the moment we assume a constant toughness G(ψ) = G0, the main impact of HEDE would be to decrease
G with increasing ψ, i.e. G(ψ) = G0 − βψ. The parameter k1 encodes the free energy of hydrogen in the
lattice and drives diffusion, whereas k2 is a mathematical regularization used to prevent (possibly artificial) high
concentrations of hydrogen in regions of localised elastic stresses. The vector field f : Ω → Rd provides a
given external mechanical load. For the elastic stress we introduce σ = ∂FW = ϕ2(1− αψ)(F − F 0) and
the chemical potential of the hydrogen η = ∂ψW = −1

2µϕ
2α|F |2 − k2∇2ψ + k1 log(ψ). We solve the

following system of partial differential equations:

−∇ · σ = f static balance of mechanical stresses, (3a)

η = λ static balance of chemical potential, (3b)

∂tϕ = −M(ψ)[∂ϕW −∇∂∇ϕW ] dynamic fracture evolution, (3c)

together with conservation of mass
∫

Ω ψ dx = CV being enforced by a Lagrange multiplier λ ∈ R for a given
average hydrogen concentration C ∈ R in the material of total volume V =

∫
Ω 1 dx. Here, we describe a

scenario where diffusion is much faster compared to the crack evolution caused by an external loading so that
hydrogen embrittlement is always present.

This model neglects phenomena such as rate-independent plastic deformation, diffusion from the pressurised
gas phase into the lattice, non-smooth dependence of Wmech on F and ϕ, crack healing, phase transitions
and polycrystalline character of steel that are usually considered in literature [MHW10, TBW20]. The material
parameters are artificial to exemplify embrittlement, i.e. M(c) = 1, µ = 10, ε = 0.02, G0 = 1, α = 0.2,
k1 = 1, k2 = 0.1, f(x) = (0, 10x2), F 0 = I , C = 1. The domain is Ω = ([−1, 1]× [0, 6]) \ ω, where the
convex hull ω = conv{(0,±0.1), (0.2, 0)} serves as a cutout to nucleate a crack as shown in Figure 2.

One can make the following observations for this class of models: AssumingF 0 = I and k2 = 0, the stationary
balance of the constant chemical potential can be solved for the concentration

ψ(t, x) = ψ0 exp
(

µ
2k1
ϕ2α|F (t, x)− I|2

)
. (4)

Here ψ0 can be determined using the conservation of mass. This shows that one has a higher hydrogen con-
centration in regions of higher elastic stress, i.e. near a crack where the mechanical energy density is higher,
see Figure 2. For α < 0 hydrogen would be suppressed in regions of high elastic stresses. For α > 0 the
effect of hydrogen localisation near a crack depends on the magnitude of µα|F − I|2/k1 > 0. The main
effects that then enhance crack growth in the presence of hydrogen is the reduction of crack resistance with
increasing hydrogen concentration encoded in G(ψ) and the increase of crack mobility M(ψ) with increasing
hydrogen concentration encoded in M(ψ). Additional effects due to F 0 can also contribute. The local increase
of hydrogen concentration in a stress field can be computed as in (4) under the made assumptions k2 = 0 and
constant F 0 = I. Larger k2 > 0 would rather reduce variations of ψ(t, x) and thereby reduce the hydrogen lo-
calisation near an advancing crack. Therefore, these combined effects give rise to hydrogen enhanced localised
plasticity (HELP), hydrogen enhanced decohesion (HEDE) and via internal residual stresses and is visible the-
oretical models for advancing cracks, assuming hydrogen diffusion has enough time to reach a stationary state,
see Figure 2. For faster crack evolution, a physical model would need to take into account a transient diffusion
equation, e.g. standard diffusion would be of the form ∂tψ−∇· (m(ψ)∇η) = 0 with mobility of diffusionm. A
compelling argument for the dependence of embrittlement on loading frequency is provided, for example, by the
authors of [YM17]. The recent experiments discussed before also strongly suggest the the crack advancement
quantified via Paris’ law is strongly frequency dependent and it is argued that embrittlement is more pronounced
at sufficiently low frequencies, see [YM17, VCS12, LDC+22].
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Modeling hydrogen embrittlement for pricing degradation in gas pipelines 5

A phase-field model as in (3) with validated material data might provide a framework that could quantify these
effects. Works such as [YSM22] suggest that reasonable agreement with Paris’ law can be achieved, but should
be extended to explain such a frequency dependence. However, a more sophisticated model and and validated
experiments are required to solve such a complex task.

The model above explains the phenomenology of hydrogen embrittlement and clearly shows, how diffusion
adds a rate-dependent effect that competes with the time-scales of the other rate-dependent effects. However,
for practical industrial applications usually simpler expressions for fatigue of steel pipelines are required.

2.2 Pipeline lifetime via Paris’ law

The phase-field model (3) explains some aspects of hydrogen embrittlement and clearly shows how diffusion
adds a rate-dependent effect that competes with the time scales of other rate-dependent and rate-independent
effects. However, for practical industrial applications, simpler expressions for the fatigue of steel pipelines such
as Paris’ law [PE63] are usually required. In this section we derive an approximate formula for the lifetime of a
specific pipe based on Paris’ law in the form (1) and experimental data from the SyWeSt H2 study [SMS23].
This leads to a coupled ODE model, i.e. the full model, for which the details such as material parameters are
described in the Appendix A.1 From the full model we derive an approximation, based on which we derive an

Figure 2: Solution of phase-field model for crack growth with stress induced diffusion (3) (left) showing the phase field ϕ, where the
blue shaded area indicates a crack and (right) hydrogen concentration, where red indicates a higher hydrogen concentration and blue
a lower concentration. Time increases from (top) to (bottom) with t = {0.14, 0.29, 0.35, 0.39} for the accelerating crack. The locally
refined computational mesh is shown in the background with dark lines.
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expression for the pipeline lifetime. The approximation is based on the following three assumptions:

• constant crack length c = c0, (A1)

• small stress intensity, i.e. ∆K ≤ Kcrit :=
(

3.6667 · 10−6
√
pH2/bar

)−0.25
MPam1/2, (A2)

• a ≥ acrit as a failure criterion for end of lifetime. (A3)

Since we approximate c = c0, only the evolution of the crack depth a(N) remains. Furthermore, the assumption
of ∆K ≤ Kcrit leads to a closed form expression for da

dN without distinction of different regimes, e.g. small vs
large stress. The third assumption (A3) means that each pipeline segment has a specific acrit, independent of
∆p and p̄, such that if a(N) ≥ acrit, the segment has reached the end of its service life.

Since, under these assumptions, the ODE is also separable, we do not explicitly have to solve for a(N). To
judge the quality of our approximation we can then numerically compute the coupled evolution of a and c in the
original model and compare the results to our approximate formula. This is done in Section 2.2.1. We derive the
following approximation for the crack depth a:

da

dN
= β · (1 + 3R)∆K7√p̄ =

(
1 + 3

p̄−∆p

p̄

)
∆p7f(a)

√
p̄

=

(
4− 3

∆p

p̄

)
∆p7√p̄f(a) = g(∆p, p̄)f(a), (5)

with more mathematical details provided in (17) in Appendix A.1. Here, β is a constant and R is the load ratio
R = Kmin

Kmax
= p̄−∆p

p̄ . From this model we derive the maximal number of cycles via

da

f(a)
= g(∆p, p̄)dN ⇒

∫ a(N)

a0

da

f(a)
= g(∆p, p̄)N

⇒ C̄ =

∫ acrit

a0

da

f(a)
= g(∆p, p̄)Ncrit

where the integral over a gives a constant C̄ that only depends on pipe parameters and the crack parameters
a0 and acrit. From this we can deduce the approximation of the lifetime

L = NcritTcycle = Tcycle
C̄

g(∆p, p̄)
∼

√
p̄

(4p̄− 3∆p)∆p7
. (6)

where the transition from maximal cycle numberNcrit to lifetimeL requires the known cycle period Tcycle, which
is assumed here to be Tcycle = 1h. The prefactor is a function of a0, acrit, c0 and the material parameters. In
the following section we only compare the scaling behaviour of the lifetime, i.e. the approximation’s prefactor is
computed using the full model’s numerical results. At this point, it is important to note that the experiments in the
SyWeSt H2 study [SMS23] were conducted with a cycle period of Tcycle = 1s, whereas more realistic loading
scenarios typically correspond to Tcycle = 1h to 1d.

2.2.1 Comparison of the full model and approximation

In this section we compare the numerical solution of the full model for the lifetime L = NcritTcycle, which is
based on a failure criterion to be met for the crack state after Ncrit cycles following the evolution from (1), with
further details provided in Appendix A.1, to the approximation of L given in (6). In the full model there are four
different failure criteria, i.e. conditions that separately mark the end of lifetime for a pipeline. In addition to a
critical crack depth, these employ critical stresses such as brittle fracture ratio Kra = MfwMma(p̄+σ̄)

KIC

√
πa

1000

and the plastic collapse ratio Lra = Mσ̄
Re

and the maximal stress intensity factor Ka,max. Then, the failure
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criterion (FC) is defined by the state (and critical cycle N = Ncrit), at which one of the following conditions is
met:

a ≥ acrit, Ka,max ≥ Ka,crit, Kra ≥ Kra,crit, Lra ≥ Lra,crit. (FC)

where here acrit = t∗, Kra,crit = (1 − 0.14 Lr2
a)
(
0.3 + 0.7 exp(−0.65 Lr6

a)
)

, Ka,crit = KIC the plane-
strain fracture toughness, and Lra,crit = 1

2Re
(Re+Rm) with yield strengthRe and tensile strengthRm. While

a ≥ t∗ is an obviously sufficient condition for pipe failure, empirically the other conditions in (FC) can even be
more relevant in certain cases. This means that, contrary to our assumption for the approximate formula (6), the
general failure criterion in the full model is thus not just a function of a but also of c and the specific stresses.

Parameter Value Parameter Value

Wall thickness t∗ 8mm Pipe length w 12 000mm
Centre diameter D 608mm Fracture toughness KIC 55MPa

√
m

Yield strength Re 485MPa Ultimate tensile strength Rm 570MPa

Table 2: Geometric and material parameters used in the pipeline model; cf. [SMS23].

In the following we will use the material parameters specified in Table 2 and relations from Appendix A.1, in
particular with a pipe wall thickness t∗ = 8mm. In Figure 3 we show the lifetime as a function of p̄ with
constant ∆p and as a function of ∆p and constant p̄ respectively. We compare the lifetime calculated by our
approximation to the numerical results of the full model. We note that in all graphs, the curves agree very
well for lifetimes > 1 year. For shorter lifetimes there is a significant disagreement. This goes hand in hand
with a stronger disagreement for larger initial cracks (in length and in depth). The reason behind this larger
disagreement is the assumption of small stress. One observes especially good agreement around ∆p = 30 bar
for constant maximal pressure below p̄ = 80 bar, whereas for larger p̄ the approximation tends to overestimates
the lifetime in comparison with the numerical result.

To assess the individual assumptions made in approximation of the model and the failure criteria (FC), we use
an intermediate model that we solve numerically. This model makes the same simplifying assumptions (A1)
and (A2) for Paris’ law but uses the same failure criteria (FC) as the full model. To compare the full numerical
and the intermediate model, the evolution of crack depth and crack length can be seen in Figure 4. Firstly, for
smaller pressures in panel (a) and (b), the failure condition that is first satisfied is always a ≥ acrit = t∗ =
8a0, whereas for larger pressures in panel (c) and (d) the failure condition is Kra ≥ Kra,crit except for the
intermediate model in panel (c) for smaller crack length. For smaller cycle numbers, where c = c0 is well
justified, the intermediate model is always a good approximation of the full model. However, in particular for
shorter cracks this assumption (A1) seems to be violated and leads to rather strong deviations in Ncrit. For
longer cracks with c0 = 10mm, the assumption (A1) appears to be better justified throughout the simulation
for N ≤ Ncrit.

In Figure 5 the relative error between the full and the simplified numerical model of the lifetime is shown as a
function of the initial crack depth a0 and the initial half crack length c0. It can be seen that the error is quite small
for c0 > 7mm. The reason behind this is the neglected evolution of c (cf. Figure 4). It is relevant to point out that
the lifetime function approximates the scaling behaviour of the numerical results quite well even for c0 = 5mm
(cf. Figure 3). Since Figure 5 is only concerned with comparing the lifetime calculated numerically from the two
models, it does not judge the approximation of the scaling behaviour directly.

2.2.2 From cyclic loading to general time-dependent pressure profiles

While the perfectly periodic conditions are easily achievable in laboratory conditions, the question of course
arises, how to use relations such as the Paris’ law (1) for non-periodic pressure profiles. For energy produced
by natural resources such as wind and solar energy, we cannot expect periodic pressure curves. Thus we have

DOI 10.20347/WIAS.PREPRINT.3201 Berlin 2025



Z. Amer, A. Avdzhieva, M. Bongarti et al. 8

(a) ∆p = 30 bar

(b) p̄ = 100 bar

Figure 3: Comparison between the numerical results using the full model and our approximation of the lifetime function L for four different
initial crack conditions. In the four top panels (a), ∆p = 30 bar is kept constant. In the four bottom panels (b), p̄ = 100 bar is constant.
Solutions are compared up to a scaling factor.

to give a new meaning to the pressure difference ∆p and the maximal pressure p̄. A strategy to identify p̄
and ∆p that is frequently used in this context is the so-called rainflow algorithm [DS82]. A main ingredient of
this algorithm depicted in Figure 6, where a given stress or pressure profile (red, solid) is approximated by a
piece-wise linear function (blue, dashed), connecting consecutively the pressure minima and maxima (circles).

We thus can identify tuples (ti, pi) for each turning point, that is local minimum or maximum of the linear
approximation of the pressure curve, giving the pressure value pi at time ti for a given pressure curve. Note
that this discretization of p(t) does not at all lead to an equidistant discretization in time. However, one can now
exploit the relation

da

dN
= f(a, c; p̄,∆p, α),

by using the rainflow-inspired discretization (ti, pi). We take the pressure difference to be ∆pi+1 = pi+1 − pi
and the maximal pressure p̄i+1 to be p̄i+1 = max(pi, pi+1). Since the distance from one turning point ti to

DOI 10.20347/WIAS.PREPRINT.3201 Berlin 2025



Modeling hydrogen embrittlement for pricing degradation in gas pipelines 9

(a) c0 = 5mm, p̄ = 30 bar (b) c0 = 10mm, p̄ = 30 bar

(c) c0 = 5mm, p̄ = 100 bar

(d) c0 = 10mm, p̄ = 100 bar

Figure 4: Comparison of numerical solutions of the full model (solid lines) and the intermediate model (dashed lines) for different initial
crack length c0 and pressure p̄ as a function of cycles for N ≤ Ncrit. Solutions end at the cycle where one of the failure criteria (FC)
is met. The other parameters are a0 = 1mm and ∆p = 35 bar.

the next ti+1 is only half a cycle, we approximate

da

dN
≈ ai+1 − ai

2
.

Figure 5: The relative error between the lifetime (or cycles) calculated numerically using the full model Nf and the simplified numerical
model Ns is shown as a heatmap for different values of a0 and c0. All calculations are done with ∆p = 30 bar, p̄ = 100 bar. The
relative error is capped to 0.5, i.e. the colour actually shows min{0.5, |Nf −Ns|/Nf}.
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Figure 6: Pressure profile p(t) and piece-wise linear approximation by the rainflow algorithm.

Putting this together, one can approximate the crack depth after one half-cycle by

ai+1 = ai + 2f(ai, ci, p̄i+1,∆pi+1, α).

A similar scheme can be constructed for the crack length c. We strongly emphasise here that the actual time
ti does not occur in the discrete evolution equation. This originates from the Paris’ law, which only counts how
often the stress or pressure is changed, but not how long it took to achieve this pressure change. This is a
crucial assumption of the model developed in SyWest H2 [SMS23]. Further extensions of Paris’ Law, which can
handle truly time varying pressure profiles also taking into account the length of loading cycles and not only the
number of cycles were discussed in Section 2.1.

2.2.3 Limitations of Paris’ law

Paris’ law is well established and the basis for most industrial applications. Because of its simplicity it is exten-
sively used in fatigue crack growth analysis. A good fit to experimental data can often be achieved for a wide
range of materials and loading regimes. However, it does have some important limitations and experimental
data can often deviate from Paris’ law for a range of reasons. For example, Paris’ law is valid only for sufficiently
long cracks and not during early or late-stage propagation. In addition, deviations can also be seen for example
as the load stress varies. Paris’ law has thus been extended and modified in many ways over the last decades
to account for the discrepancies with the aim to incorporate additional physics.
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Crack growth laws:

Paris & Erdogan (1963) [PE63] :
da

dN
= C∆Kn(Kmax)m

Forman, Kearny, Engle (1967) [FKE67] :
da

dN
= f(∆K,R,Kc)

Tomkins (1968) [Tom68] :
da

dN
= f(∆CTOD)

Wolf et al. (1970) [Wol70] :
da

dN
= C(∆Keff)

n

Walker (1970) [Wal70] :
da

dN
= f(∆K,R)

Dowling & Begley (1976) [DB76] :
da

dN
= C(∆Jeff)

n

Ogura et al. (1985) [OMN85] :
da

dN
= f(Weff)

For an overview see [NJ98]. Even though Paris’ Law delivers a good fit under certain parameter regimes, these
growth laws are typically still at the heart of empirical laws. In particular the ability to capture the frequency
dependence of crack propagation under the presence of hydrogen is rather limited. In fact, the problem of
fatigue with hydrogen embrittlement cannot be adequately represented as shown in Vergani [VCS12]. However,
while experiments have shown that crack growth with hydrogen embrittlement is frequency dependent, Paris’
law formulated in cycles is frequency independent [PE63]. Paris’ law is only valid for high frequency loading
[PCCC06] – for lower frequencies the growth rate is markedly higher. A simplified explanation of this effect is:
Hydrogen enhances growth rate – thus higher than Paris’ law, but it requires sufficient time for diffused hydrogen
to concentrate and soften the tip – so this only affects growth for low frequencies. This suggests modifications
required for lower frequencies: either based off Paris’ law (e.g. other curves on graph) or to develop continuum
models based on underlying physical mechanisms.

3 Pricing embrittlement

Current gas transportation planning predominantly relies on stationary and capacity-based mathematical mod-
elling and optimization. The effects of pipeline degradation is not accounted for in market design as well as
in the operational planning. In this section, we address these challenges using two approaches. First, we pro-
pose optimization-based pricing schemes for market makers. We consider setting prices using simplified cyclic
loading considerations within an economic model. Then we discuss the challenges associated with using more
detailed digital twin models.

3.1 An economic model for pricing embrittlement

We start by simplifying the gas network considerably. Our model is concerned with a single pipe model and
focuses on three aspects of interest: a capacity product, a flexibility product, and the lifetime of the pipe. Cur-
rently, the focus is typically on a capacity product. Capacity is the amount C , for which customers have the right
to input (extract) the amounts 0 ≤ Xin/out ≤ Cin/out of gas to (from) the pipe over the time horizon [0, τ ]. They
may use the entire booked capacity or only parts of it. Mathematically, this means that Xin/out are defined as

Xin =

∫ τ

0
qin dt ≤ Cin, Xout =

∫ τ

0
qout dt ≤ Cout,

where qin and qout are the input and output mass flows, and Cin and Cout are the input and output capacities,
respectively. Moreover, we assume that the customer can buy flexibility over the time horizon [0, τ ], which can
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be described as the right to inject more (or less) gas than the contracted amount. In that case, we can define
the flexibility quota as a number F such that

|Xout −Xin| =
∣∣∣∣∫ τ

0
qout dt−

∫ τ

0
qin dt

∣∣∣∣ ≤ F. (7)

This definition of flexibility implicitly assumes that the customer has control over both the in- and outflow of
the pipe. With infinite flexibility, the customers would use the pipe as a temporary storage medium, potentially
reducing the lifetime of the pipe. As this causes monetary disadvantages for network operators, the flexibility will
need to be priced accordingly. Our model tries to capture this pricing problem by proposing an economic model
based on pipeline life time.

In the following, we denote the maximal pressure at which we operate the pipe by p, the minimal pressure at
which we operate the pipe by p, and the maximal pressure fluctuation by ∆p. Furthermore, we denote the
price for capacity by MC(p), the price for flexibility by MF (∆p), the lifetime of the pipe by L(p,∆p), and
the monetary function M(MC ,MF ). The functions MC ,MF and M are assumed to be increasing in their
respective arguments, and the function L is assumed to be decreasing with respect to both arguments.

We want to maximize revenue from selling capacity and flexibility, guaranteeing that the pipe will last a minimum
life time of T years. The maximal pressure p cannot exceed a natural limit P . With the quantities α and β for
the prices for the capacity and flexibility provided during one year, we arrive at the maximization problem

max
∆p,p

T (αMC + βMF )

subject to

L(p,∆p) ≥ T,
0 ≤ p̄ ≤ P,

∆p ≤ p.


(8)

As a starting point, we make the following simple assumptions for the prices for capacity and flexibility. We price
the capacity and flexibility in units of euros as

MC(p) = ap+ b, (9)

MF (∆p) = d∆p+ e (10)

and consider the total monetary function

M(MC ,MF ) = αMC + βMF (11)

for some positive constants α and β. We point out that this choice of MF is directly linked to the definition of
flexibility in (7), assuming that the maximal change in pressure ∆p and the maximal change in mass flow ∆q
are related. Additionally, we start by considering a simple life time function of the pipe given by

L(p,∆p) =
1

∆pκ
1

pλ
. (12)

Later, we will consider a more realistic life time function. For these choices, the solution to the optimization
problem (8) can be obtained using a geometric argument. We distinguish two cases:

� If αa ≥ βd, then the optimal solution is the right point p̄ = P , L(p,∆p) = T in Figure 7, which implies
∆p = 1

(TPλ)1/κ
.

� If αa < βd, then the optimal solution is the left point p̄ = δp, L(p,∆p) = T in Figure 7, which implies
p̄ = ∆p = 1

T 1/(κ+λ) .

DOI 10.20347/WIAS.PREPRINT.3201 Berlin 2025



Modeling hydrogen embrittlement for pricing degradation in gas pipelines 13

Figure 7: Feasible region of the optimization problem (8)

Now, we can substitute the optimal solution in the revenue function and ask how to choose the parameters
α, a, β, d as a function of T . We obtain

(αMC +βMF )T = (αap̄+βd∆p+αa+βe)T = (αa+βe)T +

{
αaPT + βd

Pλ/κ
T 1−1/κ, αa > βd,

(αa+ βd)T 1−1/(κ+λ), αa ≤ βd.

As we see, for αa ≤ βd the revenue is an increasing function of T whenever κ+λ > 1. Similarly, for αa > βd
the condition κ ≥ 1 ensures that the revenue is an increasing function of T .

As an extension of this simple model, it makes sense to consider a game with the customers that have a
decreasing income with increasing prices. One possible revenue model for customers is

(A− αcMC − βcMF )T.

If we move to the data-fitted lifetime function from Section 2 given by

L(p,∆p) =
1

∆p7
(

4
√
p− 3∆p√

p

) , (13)

then the feasible set is the same as in Figure 7 up to a slight redefinition of the constraint L(p̄,∆p) = T . Using
the same geometric argument as before, we obtain the following solution to (8) when L is given by (13):

� If αa ≥ βd, then the optimal solution is the right point p̄ = P , L(p,∆p) = T in Figure 7, which implies
∆p solves the equation 3∆p8 + 4P∆p7 −

√
P = 0.

� If αa < βd, then the optimal solution is the left point p̄ = δp, L(p,∆p) = T in Figure 7, which implies
p̄ = ∆p = 1

T 1/7.5 .

The model (8) can be extended into several directions. For example, we can consider requirements to satisfy
demands for capacity and flexibility. This leads to the constraints p̄ ≥ p̄, ∆p ≥ ∆p by the linear dependence
(9), (10). Adding the new constraints to the problem 8, the feasible region changes as depicted in Figure 8.
From this, we see that for some configurations it is impossible to provide minimum capacity and flexibility and
simultaneously use the pipe for T years. A possible solution is to decrease T , which is equivalent to moving the
curve L(p̄,∆p) = T towards the top right.
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Figure 8: Feasible region of the optimization problem (8) with additional constraints

p

time

inflow profile

x = 0 x = `

>
regulator

crack at x = xa

p

time

outflow profile

outflow demand

Figure 9: Pipe model for a single pipe equipped with a regulator at the inflow that is capable of reducing the inflow pressure.

3.2 Towards pricing of embrittlement based on digital twins

As the simple economic model might not be sufficiently accurate in all scenarios, we propose and discuss the
following digital twin approach. Again, we focus on a single pipe modelled in one spatial dimension, this time
with a regulator at the inflow point. We assume that this regulator is capable of reducing the inflow pressure,
but not able to increase it. At the outlet of the pipe, we assume that a customer is expecting a hydrogen mass
flow profile qd. We assume that the pipe has a crack with depth a ≥ 0 at the point xa and depict the scenario
in Figure 9. Note that extending the model to include multiple cracks is possible by making the crack depth a
vector-valued, where each entry of a denotes the crack depth of a different crack of the pipe.

To accurately model the gas flow in the pipe, we consider a dynamic point of view. We consider the Euler
equations

∂tρ+ ∂x(ρv) = 0,

∂t(ρv) + ∂x(p+ ρv2) = − λ

2D
ρv|v|,

(14)

together with the constitutive law
p = Rs ρΘ z(ρ,Θ). (15)

Here, D and A = πD2/4 denote the pipe diameter and the cross-sectional area of the pipe, respectively. The
functions ρ, v, p and q = Aρv describe the density, velocity, pressure, and the mass flow of the gas. Moreover,
Rs denotes the specific gas constant, λ is the friction factor of the pipe’s inner wall, z(ρ,Θ) is the compression
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factor and Θ is the temperature. See [DHL+21] for further details on gas network modeling. In order to have a
well-defined problem one further needs to specify boundary and initial conditions. We specify pressure on the
inflow and mass flow on the outflow boundary (each with the option to deviate) and assume that these are such
that (14) admits a solution on the time interval [0, T ], T > 0. Other approaches are possible, see for example
[DKL21] and the comments therein.

To derive a pricing scheme, we take the view point of an optimal control problem. Let u(t) ∈ [0,∞) be the
control achieved by a regulator on the inflow end of the pipe and w(t) be a deviation from the expected outflow
mass flow profile. Assume that the depth of the crack a is determined by an operator G which is provided as a
discrete iterative scheme on a time-grid defined in Section 2.2.2. In other words, for a given pressure evolution
p(·, xa) and initial crack depth a0, the function G provides the numerical solution of an ordinary differential
equation describing the evolution of the crack depth over time. The functions pin and qd denote an external
inflow pressure profile and a desired outflow mass flow profile, respectively. We arrive at the problem

min
u,w

η

∫ T

0
‖a‖2 dt+ γu

∫ T

0
‖u‖2 dt+ γw

∫ T

0
‖w‖2 dt

subject to

the Euler equations (14),(15)

a = G(p(·, xa), a0)

p(t, 0) = pin(t)− u(t)

q(t, `) = qd(t) + w(t)

u(t), p(t), q(t) ≥ 0

a(0) = a0, p(0, x) = p0, q(0, x) = q0.



(OCP)

Given a maximum crack depth, the optimal control problem (OCP) can be used to evaluate the life time of the
gas pipe given the inflow and demand scenarios pin and qd. This information can then be used to find reasonable
prices for the products of capacity and flexibility, as these prices are related to η, γu and γw. Here, the weighting
parameters η, γu and γw can be seen as abstract prices. As noted previously, for the Euler equations we work
with the inflow boundary condition p(t, 0) and the outflow boundary condition q(t, l) as these fit the problem
description and are suitable boundary conditions for the Euler equations. For a given pressure profile pin at
x = 0, we denote by u(t) the control achieved by the regulator, which can only decrease pressure (hence
the sign and the non-negativity constraint on u(t)). On the other end of the pipe w(t) quantifies the deviation
from the expected mass flow profile qd(t). As pressure and mass flow should be non-negative to be physically
feasible we include the corresponding constraints as well. For any time t ∈ [0, T ] and point x ∈ [0, `] the Euler
equations then determine the state (p, q)(t, x). The cost functional penalizes high crack depths a as well as
large deviations u,w.

We suggest to use a direct approach to solve the problem (OCP). State-of-the-art are the following methods
[HS24]:

� Sequential quadratic programming can be applied to (adaptive) implicit box schemes, where gradients
are computed using a discrete adjoint approach [DKL21];

� Interior-point methods can be applied to pseudospectral collocation methods, where gradients then come
in sparse form [ZCB15].

� The structure of Euler discretizations can also be exploited in tailored primal-dual interior-point solvers
[Ste07];

� Gradient information for certain discretizations can also be obtained from formal adjoint approaches
[HS20, HS07].
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Note that the constraint a = G(p, a0) is already provided as an iterative discrete time scheme. Hence, only the
time-grid for the discretization of the Euler equation and this scheme have to be aligned and to be included in
the adjoint computations. The use of direct methods in principle also allows extensions of the problem (OCP) to
small to medium sized networks. The resources above also cover simulation techniques for gas transport on a
network.

4 Conclusion

Addressing hydrogen embrittlement is crucial for the successful integration of hydrogen technologies in Ger-
many. This involves a comprehensive understanding of the mechanisms behind hydrogen embrittlement and its
impact on the lifespan of pipeline infrastructure.

In this article, we discussed the modelling of hydrogen embrittlement and pricing strategies to mitigate lifetime
shortening effects during operation. On one hand, we observed that currently used embrittlement models such
as Paris’ law may fail to adequately capture critical processes occurring in hydrogen networks, and suggested
an continuum model as an alternative approach. On the other hand, to allow for simplified pipe-lifetime con-
siderations, we formulated a lifetime function based on a cycling loading assumption. Subsequently, using this
simplified lifetime function and based around the concepts of capacity and flexibility, we formulated a pricing
model aimed to capture the effects of pipe embrittlement on the operation span of a single gas pipe. Finally,
we suggested techniques to set-up a digital twin model for estimating pipe lifetimes with possibly more complex
crack growth observations.

Possible topics for future work are to study parameter fitting of Paris’ law using continuum based models for
improving their predictive power, to further develop the proposed digital twin model, and to compare the solutions
of the proposed approaches. Moreover, models and coupling effects related to hydrogen embrittlement remain
a subject of ongoing debate. Therefore, fundamental contributions to the modeling of fatigue, crack growth,
plasticity, and dislocation dynamics in the presence of hydrogen diffusion could significantly advance the field.
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A Appendix

A.1 Documentation of the full mathematical model

Consider a pipe of lengthw, thickness t∗, and center-diameterDa, see Figure 1. The centre diameter is defined
as the inner diameter plus the wall’s thickness. Furthermore, consider an axial crack with depth a and half-length
c. The evolution under cycling of both a and c can be described using the difference equation:

dX

dN
=

{
4.4 · 10−13(1 + 3R)∆K7

X
√
pH2 if ∆Ka ≤ Kcrit

1.2 · 10−7(1 + 3R)∆K3
X otherwise

, (16)

where we use X as a placeholder for both a or c, i.e. X ∈ {a, c}. Additionally, N is the number of cycles, R is
the stress ratio, ∆KX is the stress intensity range, pH2 is hydrogen’s partial gas pressure in bar, and Kcrit =(
3.6667 · 10−6√pH2

)−0.25
MPam1/2 is the empirically derived critical stress intensity factor [SMS23]. The

stress ratio R and the stress intensity range ∆KX are defined

R =
pmin

pmax
=
p̄−∆p

p̄
, ∆KX = MfwMmX(∆σ + ∆p)

√
aπ

1000
,

with the minimal and maximal pressure during a cycle being pmin and pmax. All lengths are in mm. The variables
contained in this definition are given as follows:

∆σ =
∆p ·Da

2t∗
, k =

a

2c
,

λ =
1.818c√

t∗
(
Da
2 − t∗

) , Mt =

√
1.02 + 0.4411λ2 + 0.006124λ4

1 + 0.02642λ2 + 1.533 · 10−6λ4
,

M =
1− 0.85 a

Mtt∗

1− 0.85 a
t∗

, fw =

(
cos

(
π
c

w

√
a

t∗

))−1/2

,

fθ,a =

{
1 0 ≤ k < 0.5√

c
a 0.5 ≤ k ≤ 1

, gc =

1.1 + 0.35
(
a
t∗

)2
0 ≤ k < 0.5

1.1 + 0.35 ca

(
a
t∗

)2
0.5 ≤ k ≤ 1

,

ga = 1, Φ =

{√
1 + 1.464(a/c)1.65 0 ≤ k < 0.5√
1 + 1.464(c/a)1.65 0.5 ≤ k ≤ 1

,

fθ,c =

{√
a
c 0 ≤ k < 0.5

1 0.5 ≤ k ≤ 1
, MmX =

(
M1 +M2

(
a

t∗

)2

+M3

(
a

t∗

)4
)
gXfθ,X

Φ
,

M1 =

{
1.13− 0.09ac 0 ≤ k < 0.5√

c
a

(
1 + 0.04 ca

)
0.5 ≤ k ≤ 1

, M2 =

{
0.89

0.2+a/c − 0.54 0 ≤ k < 0.5

0.2
(
c
a

)4
0.5 ≤ k ≤ 1

,

M3 =

{
0.5− 1

0.65+a/c + 14(1− a/c)24 0 ≤ k < 0.5

−0.11
(
c
a

)4
0.5 ≤ k ≤ 1

.

With the definitions above, the function f(a) in (5) is of the form

f(a) = 4.4 · 10−13

(
∆Ka

∆p

)7

where
∆Ka

∆p
= MfwMma

√
aπ

1000

(
1 +

Da

2t∗

)
. (17a)

Note that above we assume that the crack length c = c0 does not evolve substantially from its initial value and
that mainly the crack depth a contributes to the lifetime function. For pure hydrogen we used (pH2/p̄)

1/2 = 1
such that

g(∆p, p̄) =
(

4− 3∆p
p̄

)
(∆p)7√p̄ and thus

da

dN
= g(∆p, p̄)f(a). (17b)
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