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# Existence of weak solutions to an anisotropic electrokinetic flow model 

Dietmar Hömberg, Robert Lasarzik, Luisa Plato


#### Abstract

In this article we present a system of coupled non-linear PDEs modelling an anisotropic electrokinetic flow. We show the existence of suitable weak solutions in three spatial dimensions, that is weak solutions which fulfill an energy inequality, via a regularized system. The flow is modelled by a Navier-Stokes-Nernst-PlanckPoisson system and the anisotropy is introduced via space dependent diffusion matrices in the Nernst-Planck and Poisson equation.


## 1 Introduction

Electrokinetics plays an important role in the design of nano-fluid "lab-on-a-chip" devices, [59]. On these chips, there is a need to mix very small amounts of fluid, but on such small scales mechanical stirring becomes impractical, due to, among other reasons, the high viscosity of the fluid. In order to circumvent this difficulty, one innovative idea is to dissolve ions in the fluid and use an electric field to control the flow of the ions, and use this for instance for mixing, [59]. When charged particles $c^{ \pm}$are dissolved in an incompressible fluid with velocity $\boldsymbol{v}$ and under the influence of an external electric field $-\nabla \psi$, three major effects govern the movement of the charges. The charges diffuse, they are transported by the surrounding fluid and the electric field induces a directed movement, called electromigration. Further, space charge exerts an electric body force on the fluid velocity. An attempt to model this physical interaction leads us to a coupled Navier-Stokes-Nernst-Planck-Poisson (NSNPP) system, [44, Chap. 3.4]. More explicitly, we are considering,

$$
\begin{align*}
\operatorname{Re}\left(\partial_{t} \boldsymbol{v}+(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}\right)-\Delta \boldsymbol{v}+\nabla p+\alpha\left(c^{+}-c^{-}\right) \nabla \psi=0 & \text { in } \Omega \times(0, T),  \tag{1a}\\
\nabla \cdot \boldsymbol{v}=0 & \text { in } \Omega \times(0, T),  \tag{1b}\\
\operatorname{Pe}\left(\partial_{t} c^{ \pm}+\nabla \cdot\left(c^{ \pm} \boldsymbol{v}\right)\right)-\nabla \cdot\left(\lambda(\boldsymbol{d})\left(\nabla c^{ \pm} \pm \beta c^{ \pm} \nabla \psi\right)\right)=0 & \text { in } \Omega \times(0, T),  \tag{1c}\\
-\nabla \cdot(\varepsilon(\boldsymbol{d}) \nabla \psi)-\gamma\left(c^{+}-c^{-}\right)=0 & \text { in } \Omega \times(0, T), \tag{1d}
\end{align*}
$$

where $\Omega \subseteq \mathbb{R}^{3}$ is a smooth and bounded domain, $\operatorname{Re}, \operatorname{Pe}, \alpha, \beta, \gamma, \lambda, \varepsilon>0$ are positive constants, $\varepsilon(\boldsymbol{d})=$ $I+\varepsilon \boldsymbol{d} \otimes \boldsymbol{d}$ and $\lambda(\boldsymbol{d})=I+\lambda \boldsymbol{d} \otimes \boldsymbol{d}$, where $\boldsymbol{d}$ is the so-called director with $\boldsymbol{d}(\boldsymbol{x}) \in \mathbb{R}^{d}$ and $\boldsymbol{d} \cdot \boldsymbol{n}=0$ on $\Gamma:=\partial \Omega$. The evolution of the fluid's velocity field is described by the Navier-Stokes equations for incompressible fluids (1a)-(1b). The charge densities evolve according to the Nernst-Planck equation (1c) including a diffusion term $-\nabla \cdot\left(\lambda(\boldsymbol{d}) \nabla c^{ \pm}\right)$as well as two transport terms, one due to the velocity field $\boldsymbol{v}$ and one due to the electric field $-\nabla \psi$. Finally, the electric potential is given by the Poisson equation (1d). In isotropic fluids the movement of the charges and the formation of the electric field are independent of the direction. Not so in anisotropic fluids, where the movement of the ions due to diffusion and electromigration, as well as the diffusion of the electric potential may depend on the direction. In our case they depend on the director $\boldsymbol{d}$, which gives the preferred direction of motion. Our choice for the matrices $\lambda(\boldsymbol{d})$ and $\varepsilon(\boldsymbol{d})$ stems from the modeling of liquid-crystals, most famously known for their application in LCDs. One possible way to model liquid-crystals are the Erickson-Leslie equations [18], including a time-evolution for the director $\boldsymbol{d}$. The mobilities of the charges vary depending on the motion being parallel or perpendicular to the director, see [7] for an extensive model derivation for nematic electrolytes. As it was done in [7] we choose the anisotropy matrices to be of the from $\varepsilon(\boldsymbol{d})$ and $\lambda(\boldsymbol{d})$. For simplicity, we assume that $\varepsilon>0$ and $\lambda>0$. There are certain materials for which $\varepsilon$ and $\lambda$ may be negative or even have different signs. Typically, the conductivity and thus the mobility of the ions is larger parallel to the directors [11, Chap. 5.3], and this justifies the assumption $\lambda>0$. For $\|\boldsymbol{d}\|_{L^{\infty}(\Omega)} \leq 1$, we could also treat the case $\varepsilon>-1$, but refrain from this
technical improvement, since it would further impede the estimates. Additionally, the system is equipped with the following boundary conditions

$$
\begin{gathered}
\boldsymbol{v}=0 \text { and } \lambda(\boldsymbol{d})\left(\nabla c^{ \pm} \pm \beta c^{ \pm} \nabla \psi\right) \cdot \boldsymbol{n}=0 \text { on } \Gamma \times[0, T], \\
\varepsilon(\boldsymbol{d}) \nabla \psi \cdot \boldsymbol{n}+\tau \psi=\xi \text { on } \Gamma \times[0, T]
\end{gathered}
$$

where $\tau$ is a positive constant and $\xi \in C^{1}\left([0, T] ; W^{2,2}(\Gamma)\right)$ the externally applied electric potential. These are the standard no-slip boundary conditions for the velocity field, no-flux boundary condition for the charge densities, which correspond to the assumption that the charged ions cannot cross the boundary of the domain and Robin boundary conditions for the electric potential. As in [5], we chose Robin boundary conditions to model the electric double layer, which usually forms at an electrolyte-solid-interface [39, Chap. 7].

As described in [7] anisotropic fluids, like liquid crystals, have certain advantages to isotropic fluids in producing persistent flows under the influence of an alternating electric field. In experiments it is possible to fix the director of the liquid crystal such that an alternating field creates vortices in the fluid which enhance mixing, [43]. This was our motivation to consider the above system (1). Our numerical simulations of system (1) give qualitatively similar result to the observed flows in the experiments in [43]. For example [43, Fig. 4] shows a given director field with the observed velocity field, which we show in Figure 1a and Figure 1b respectively. The image on the right, Figure 1c, shows our simulation of the velocity field which is in good agreement with the observed one, Figure 1b. The simulation was performed via a finite element discretization using the python package FEniCS and the figure


Figure 1: Comparison of observed and simulated velocity field for given director field.
was created with the visualization tool ParaView.
In case of $c^{ \pm}=0=\nabla \psi$, system (1) reduces to the well-known Navier-Stokes equations [21]. In his seminal work, Jean Leray showed the existence of weak solutions for the Navier-Stokes equation in three space dimensions, which he termed "turbulent solutions", [34]. In contrast to the two dimensional case, in three space dimensions these solutions may not be unique [1], but under additional smoothness assumption uniqueness can be shown, as it was already done by Leray himself [34] and by James Serrin in 1962 [51]. As the Navier-Stokes equations are a sub-problem of system (1) we do not hope to attain uniqueness of our solutions, but instead show weak-strong uniqueness, which we will be done in a subsequent article. The situation for the Nernst-Planck-Poisson equations is similar. In [8] the stability of steady-state solutions was proven in two dimensions and conditionally under the assumption of a $L^{\infty}\left(L^{2}\right)$-estimate for the ions in dimension three. Today, the existence of weak solution is well understood in all space dimensions. In [4], the existence of weak solutions for a Nernst-Planck-Poisson system with multiple ion species with diffusion coefficients variable in time and space and bounded reactions is shown in all space dimension. Here again the question of uniqueness remains an open problem, [4]. The coupled NSNPP was introduced by Rubinstein in 1990, [48] and there is a myriad of works on this system with scalar diffusion coefficient. One of the first mathematically rigorous investigations of the system was performed in [29], where the existence of local strong solutions to an NSNPP system with two ion species with constant scalar diffusion was proven via a semigroup approach. In [5], the local existence of strong solutions as well as the global existence of strong solutions in dimension two is proven via maximal $L^{p}$-regularity for multiple ion species. The two dimensional case was also considered in [9], where the existence of global strong solutions as well as convergence to a steady-state was proven for non-homogeneous Dirichlet boundary conditions for the ions. In [50], the existence and uniqueness
of weak solutions to an NSNPP system for two ion species under no-flux boundary conditions for the ions was proven in dimension two. In [10], an NSNPP as well as a Stokes-Nernst-Planck-Poisson (SNPP) system was considered with Dirichlet boundary conditions for the electric potential and the local existence of strong solutions was proven. Additionally, the global existence of strong solutions for arbitrary many ion species with identical diffusion coefficients and for two ion species with possibly different diffusion coefficient was proven for the SNPP system and, under additional regularity assumptions on the velocity field, also for the NSNPP system. A similar result for Robin boundary conditions for the electric potential was obtained in [32]. All of the above mentioned results are on systems with scalar diffusion coefficients. An anisotropic Nernst-Planck-Poisson system similar to (1c)-(1d) coupled to Erickson-Leslie equations, modeling nematic liquid crystals, was considered in [3]. Here the existence of dissipative solutions was proven, but the proof relied on the fact that the anisotropy matrix $\lambda(\boldsymbol{d})$ in the Nernst-Plank equation (1c) and the anisotropy matrix $\varepsilon(\boldsymbol{d})$ in the Poisson equation (1d) are identical. This property was also used in the weak-sequential stability proof in [23].

In this article, we are able to include different diffusion matrices $\varepsilon(\boldsymbol{d})$ and $\lambda(\boldsymbol{d})$ in our solvability framework. Mathematically, the anisotropy poses some difficulties. Pursuing the ansatz from [24], where an NSNPP system with variable but scalar diffusion coefficients was considered, we use the resolvents of the Stokes and the Robin Laplacian as regularizations. Then the local existence of unique weak solutions to the regularized system follows quite analogous to [24]. As in [24] the goal is to derive strong enough a priori estimates so that the sequence of regularized solution is relatively weakly compact in appropriate spaces so that the convergences suffice to pass to the limit in the weak formulation of the system.

The main novelty of our existence proof lies in the derivation of the a priori estimates. Firstly, the external electric field is now time dependent, which seems to be an appropriate choice having the application of mixing a fluid by an alternating electric field in mind. Therefore, the energy estimates are more involved. The second and major novelty lies in the derivation of higher-order a priori estimates for the electric potential. Since the anisotropy matrix $\varepsilon(\boldsymbol{d})$ of the Poisson equation (1d) and the anisotropy matrix $\lambda(\boldsymbol{d})$ of the Nernst-Planck equation (1c) may be different, it is no longer possible to identify the electric forcing term of the Nernst-Planck equation tested with $c^{ \pm}$with the Poisson equation tested with $c^{ \pm}$. To handle this term, careful integration by parts is necessary, both in the bulk and on the boundary. Once, we have derived the energy estimate, passing to the limit is again analogous to [24]. Additionally, to the existence of weak solution, we were able to derive a relative energy inequality, which we defer to a subsequent article. The derivation is based on the fact that we take the energy inequality to be a defining property of the weak solution, as Leray did in [34], as well as on careful a consideration of boundary integrals, similar to our derivation of the energy estimates. The relative energy inequality is an important tool in the analysis of nonlinear evolution equations. As an easy consequence, it provides the weak-strong uniqueness of solutions, i.e., all weak solutions coincide with a local strong solution emanating from the same initial value as long as the latter exists. Moreover, the relative energy inequality has been used to derive singular limits [22], a posteriori error estimates [25], convergence of numerical approximations [3], or optimal control [30] for an associated solution concept [31].

The article is organized as follows. First, in the following section, we introduce some notation and state our main result. Then we recall some known results for our chosen regularization operators and Sobolev functions on the boundary of a Lipschitz domain. In Section 4 we give the proof of the main result and auxiliary results are collected in the Appendix.

## 2 Main results

We begin by introducing some basic notation. By $\Omega$, we denote a smooth bounded domain in $\mathbb{R}^{3}$ and $\Gamma=\partial \Omega$. For all $r \in(1, \infty)$ we define the function spaces

$$
L_{\sigma}^{r}(\Omega):=\overline{C_{0, \sigma}^{\infty}(\Omega)}\|\cdot\|_{L^{r}} \text { and } W_{0}^{1, r}(\Omega)=\overline{C_{0}^{\infty}(\Omega)}\|\cdot\|_{W^{1, r}} .
$$

The function space $L^{p}(\Omega)_{+}$is defined via $L^{p}(\Omega)_{+}:=\left\{f \in L^{p}(\Omega) \mid f \geq 0\right.$ a.e. in $\left.\Omega\right\}$. By denoting $c^{ \pm}$or $c^{\mp}$ summation over $c^{+}$and $c^{-}$is implied. The norm $|\cdot|_{\lambda(\boldsymbol{d})}$ is defined via $|\boldsymbol{a}|_{\lambda(\boldsymbol{d})}^{2}=|\boldsymbol{a}|^{2}+\lambda(\boldsymbol{d} \cdot \boldsymbol{a})^{2}$ and similar
for $|\cdot|_{\varepsilon(\boldsymbol{d})}$. The outer normal of $\Omega$ is denoted by $\boldsymbol{n}$. The standard matrix and matrix-vector multiplication is written without an extra sign for brevity,

$$
\boldsymbol{A} \boldsymbol{B}=\left[\sum_{j=1}^{3} \boldsymbol{A}_{i j} \boldsymbol{B}_{j k}\right]_{i, k=1}^{3}, \quad \boldsymbol{A} \boldsymbol{a}=\left[\sum_{j=1}^{3} \boldsymbol{A}_{i j} \boldsymbol{a}_{j}\right]_{i=1}^{3}, \quad \boldsymbol{A} \in \mathbb{R}^{3 \times 3}, \boldsymbol{B} \in \mathbb{R}^{3 \times 3}, \boldsymbol{a} \in \mathbb{R}^{3}
$$

The outer vector product is given by $\boldsymbol{a} \otimes \boldsymbol{b}:=\boldsymbol{a} \boldsymbol{b}^{T}=\left[\boldsymbol{a}_{i} \boldsymbol{b}_{j}\right]_{i, j=1}^{3}$ for two vectors $\boldsymbol{a}, \boldsymbol{b} \in \mathbb{R}^{3}$ and by $\boldsymbol{A} \otimes \boldsymbol{a}:=$ $\boldsymbol{A} \boldsymbol{a}^{T}=\left[\boldsymbol{A}_{i j} \boldsymbol{a}_{k}\right]_{i, j, k=1}^{3}$ for a matrix $\boldsymbol{A} \in \mathbb{R}^{3 \times 3}$ and a vector $\boldsymbol{a} \in \mathbb{R}^{3}$. We use the Nabla symbol $\nabla$ for real-valued functions $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$, vector-valued functions $f: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ as well as matrix-valued functions $A: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3 \times 3}$ denoting

$$
\nabla f:=\left[\frac{\partial f}{\partial \boldsymbol{x}_{i}}\right]_{i=1}^{3}, \quad \nabla \boldsymbol{f}:=\left[\frac{\partial \boldsymbol{f}_{i}}{\partial \boldsymbol{x}_{j}}\right]_{i, j=1}^{3}, \quad \nabla \boldsymbol{A}:=\left[\frac{\partial \boldsymbol{A}_{i j}}{\partial \boldsymbol{x}_{k}}\right]_{i, j, k=1}^{3}
$$

The divergence of a vector-valued and a matrix-valued function is defined by

$$
\nabla \cdot \boldsymbol{f}:=\sum_{i=1}^{3} \frac{\partial \boldsymbol{f}_{i}}{\partial \boldsymbol{x}_{i}}, \quad \nabla \cdot \boldsymbol{A}:=\left[\sum_{j=1}^{3} \frac{\partial \boldsymbol{A}_{i j}}{\partial \boldsymbol{x}_{j}}\right]_{i=1}^{3}
$$

These definitions give rise to different calculation rules, e.g., $\nabla \cdot(\boldsymbol{a} \otimes \boldsymbol{b})=\nabla \boldsymbol{a} \boldsymbol{b}+\nabla \cdot \boldsymbol{b} \boldsymbol{a}$ for $\boldsymbol{a}, \boldsymbol{b} \in W^{1,2}\left(\Omega ; \mathbb{R}^{d}\right)$. For a given Banach space $V$, the space $C_{w}([0, T] ; V)$ denotes the functions on $[0, T]$ taking values in $V$ that are continuous with respect to the weak topology of $V$.
In the case $\partial \Omega \in C^{m}, m \in \mathbb{N}$ we denote for $p \in(1, \infty)$ by $S: W^{m, p}(\Omega) \rightarrow W^{m-\frac{1}{p}, p}(\partial \Omega)$, the usual trace operator and by $E: W^{m-\frac{1}{p}, p}(\partial \Omega) \rightarrow W^{m, p}(\Omega)$ its right-inverse such that $S(E(f))=f$ for all $f \in$ $W^{m-\frac{1}{p}, p}(\partial \Omega)$.
Throughout this work $C>0$ denotes a generic constant, which may change its value without an indication in the notation.

In this work we are going to consider the model

$$
\begin{align*}
\partial_{t} \boldsymbol{v}+(\boldsymbol{v} \cdot \nabla) \boldsymbol{v}-\Delta \boldsymbol{v}+\nabla p+\left(c^{+}-c^{-}\right) \nabla \psi & =0, \text { in } \Omega \times(0, T),  \tag{2a}\\
\nabla \cdot \boldsymbol{v} & =0, \text { in } \Omega \times(0, T),  \tag{2b}\\
\partial_{t} c^{ \pm}+\nabla \cdot\left(c^{ \pm} \boldsymbol{v}\right)-\nabla \cdot\left(\lambda(\boldsymbol{d})\left(\nabla c^{ \pm} \pm c^{ \pm} \nabla \psi\right)\right) & =0, \text { in } \Omega \times(0, T),  \tag{2c}\\
-\nabla \cdot(\varepsilon(\boldsymbol{d}) \nabla \psi)-\left(c^{+}-c^{-}\right) & =0, \text { in } \Omega \times(0, T), \tag{2d}
\end{align*}
$$

equipped with initial and the following boundary conditions

$$
\begin{gather*}
\boldsymbol{v}=0 \text { and } \lambda(\boldsymbol{d})\left(\nabla c^{ \pm} \pm c^{ \pm} \nabla \psi\right) \cdot \boldsymbol{n}=0 \text { on } \Gamma \times[0, T]  \tag{3}\\
\varepsilon(\boldsymbol{d}) \nabla \psi \cdot \boldsymbol{n}+\tau \psi=\xi \text { on } \Gamma \times[0, T] . \tag{4}
\end{gather*}
$$

Our proof works for arbitrary positive constants $\operatorname{Re}, \mathrm{Pe}, \alpha, \beta$ and $\gamma$ in (1) but as these have no major impact on our method of proof we set them all to one for now to improve readability.

Assumption 2.1. We require that $\Omega$ is a smooth domain in $\mathbb{R}^{3}$ with boundary $\partial \Omega=\Gamma$, the constants $\lambda$, $\varepsilon$, and $\tau \in(0, \infty)$ are positive. The director field $\boldsymbol{d} \in W^{1, \infty}\left(\Omega ; \mathbb{R}^{3}\right)$ fulfills $\boldsymbol{d} \cdot \boldsymbol{n}=0$ on $\Gamma$, and the externally applied electric field $\xi \in C^{1}\left([0, T] ; W^{2,2}(\Gamma)\right)$.

Using the same regularization as in [24] we can prove the existence of suitable weak solution, where we define suitable weak solutions as follows.

Definition 2.2 (Suitable weak solutions). Let $\Omega \subseteq \mathbb{R}^{3}$ be a bounded, smooth domain, $T>0,\left(\boldsymbol{v}_{0}, c_{0}^{ \pm}\right) \in$ $L_{\sigma}^{2}(\Omega) \times L^{2}(\Omega)_{+}, \boldsymbol{d} \in W^{1, \infty}(\Omega)$ and $\xi \in C^{1}\left([0, T] ; W^{2,2}(\Gamma)\right)$. We call $\left(\boldsymbol{v}, c^{ \pm}, \psi\right)$ suitable weak solution if

$$
\begin{aligned}
\boldsymbol{v} & \in C_{w}\left(0, T ; L_{\sigma}^{2}(\Omega)\right) \cap L^{2}\left(0, T ; W_{\sigma}^{1,2}(\Omega)\right) \cap L^{10 / 3}(\Omega \times(0, T)) \\
c^{ \pm} & \in C_{w}\left(0, T ; L^{1}(\Omega)_{+}\right) \cap L^{5 / 4}\left(0, T ; W^{1,5 / 4}(\Omega)\right) \cap L^{5 / 3}(\Omega \times(0, T)), \\
\sqrt{c^{ \pm}} & \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right), \\
\psi & \in C_{w}\left(0, T ; W^{1,2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{2,2}(\Omega)\right), \\
\sqrt{c^{ \pm}} \nabla \psi & \in L^{2}\left(0, T ; L^{2}(\Omega)\right),
\end{aligned}
$$

and (2) is fulfilled in the weak sense, that is for all test functions $\left.\tilde{\boldsymbol{v}} \in C^{1}\left([0, T], W_{\sigma}^{1,2}(\Omega)\right) \cap L^{\infty}(\Omega \times(0, T))\right)$, $\tilde{c}^{ \pm} \in C^{1}\left([0, T] ; W^{1,6}(\Omega)\right)$ and $\tilde{\psi} \in W^{1, \frac{3}{2}}(\Omega)$ we have

$$
\begin{array}{r}
\int_{\Omega}(\boldsymbol{v} \tilde{\boldsymbol{v}})(t)-\boldsymbol{v}_{0} \tilde{\boldsymbol{v}}(0) \mathrm{d} \boldsymbol{x}+\int_{0}^{t} \int_{\Omega} \nabla \boldsymbol{v}: \nabla \tilde{\boldsymbol{v}}-\boldsymbol{v} \partial_{t} \tilde{\boldsymbol{v}}+(\boldsymbol{v} \cdot \nabla) \boldsymbol{v} \cdot \tilde{\boldsymbol{v}}+\left(c^{+}-c^{-}\right) \nabla \psi \cdot \tilde{\boldsymbol{v}} \mathrm{d} \boldsymbol{x} \mathrm{~d} s=0 \\
\int_{\Omega}\left(c^{ \pm} \tilde{c}^{ \pm}\right)(t)-c_{0}^{ \pm} \tilde{c}^{ \pm}(0) \mathrm{d} \boldsymbol{x}+\int_{0}^{t} \int_{\Omega} \lambda(\boldsymbol{d})\left(\nabla c^{ \pm} \pm c^{ \pm} \nabla \psi\right) \cdot \nabla \tilde{c}^{ \pm}-c^{ \pm} \partial_{t} \tilde{c}^{ \pm}-c^{ \pm} \boldsymbol{v} \cdot \nabla \tilde{c}^{ \pm} \mathrm{d} \boldsymbol{x} \mathrm{~d} s=0 \\
\int_{\Omega} \varepsilon(\boldsymbol{d}) \nabla \psi \cdot \nabla \tilde{\psi} \mathrm{d} \boldsymbol{x}+\int_{\Gamma}(\tau \psi-\xi) \tilde{\psi} \mathrm{d} \sigma-\int_{\Omega}\left(c^{+}-c^{-}\right) \tilde{\psi} \mathrm{d} \boldsymbol{x}=0 \tag{7}
\end{array}
$$

for all $t \in[0, T]$ and additionally the energy inequality

$$
\begin{align*}
{\left[\int_{\Omega} \frac{1}{2}|\boldsymbol{v}|^{2}+c^{ \pm}\left(\ln c^{ \pm}+1\right)\right.} & \left.+\frac{1}{2}|\nabla \psi|_{\varepsilon(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x}+\frac{\tau}{2} \int_{\Gamma}|\psi|^{2} \mathrm{~d} \sigma\right]\left.\right|_{0} ^{t} \\
& +\int_{0}^{t} \int_{\Omega}|\nabla \boldsymbol{v}|^{2}+\left|2 \nabla \sqrt{c^{ \pm}} \pm \sqrt{c^{ \pm}} \nabla \psi\right|_{\lambda(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} s \leq \int_{0}^{t} \int_{\Gamma} \psi \partial_{t} \xi \mathrm{~d} \sigma \mathrm{~d} s \tag{8}
\end{align*}
$$

holds for all $t \in[0, T)]$.
Theorem 2.3 (Existence of suitable weak solution). Let Assumption 2.1 be fulfilled. For all all initial data $\left(\boldsymbol{v}_{0}, c_{0}^{ \pm}\right) \in$ $L_{\sigma}^{2}(\Omega) \times L^{2}(\Omega)_{+}$there exists a suitable weak solution according to Definition 2.2 for every $T>0$.

Remark 1. We include the energy inequality in the Definition of a suitable solution since it is an important property of a solution. It is not only a property a solution should fulfill from a point of view of physics, but it also helps to prove the so-called relative energy inequality. This is an important tool to prove weak-strong uniqueness or model error estimates, which we will consider in a subsequent article.

Remark 2. The main novelty of this result is that we can include an anisotropy in the system, the prescribed director field d. The main technical difficulty is to prove a priori bounds that are strong enough to deduce via compactness results strong converging sequences of our approximate scheme in order to identify the limit as a weak solution in the sense of Definition 2.2. The approximate scheme follows the ideas of [24], which we extend to the considered setting.

We do not consider the cases $\tau=0, \lambda=0$, or $\varepsilon=0$, but these cases are significantly easier than the considered case. The cases $\lambda=0$ or $\varepsilon=0$ could be dealt with by combining our proof with the one conducted in [24]. For $\tau=0$ the system is equipped with inhomogeneous Neumann boundary conditions. In this case, the electric potential is only determined up to a constant and this constant should be fixed a priori.

## 3 Preliminaries

In order show the existence of weak solution we regularize our system and let the regularization coefficient $\kappa$ tend to zero. We use elliptic regularization operators of the form $(I-\kappa A)^{-1}$, where $A$ is a generator of a
bounded $C_{0}$-semigroup. For the convenience of the reader we first recall some basic properties of operators of that form, which hold true for all generators and then we recall results, showing that our chosen generators of $C_{0}$-semigroups, namely the anisotropic Robin Laplacian, the Stokes operator and the fractional Stokes operator indeed generate bounded $C_{0}$-semigroups.

### 3.1 Basic properties of the regularization operator

Lemma 3.1 (Properties of the regularization operator). Let $X$ be a Banach space and $A: D(A) \subseteq X \rightarrow X$ the infinitesimal generator of a bounded $C_{0}$-semigroup. For all $\kappa>0$ the operator $R_{\kappa}:=(I-\kappa A)^{-1}: X \rightarrow$ $D(A) \subseteq X$ is a well-defined linear and bounded operator with the following properties

1 For $x_{\kappa} \rightarrow x$ in $X$ we have $R_{\kappa}\left(x_{\kappa}\right) \rightarrow x$ in $X$.
2 For $x_{\kappa} \rightharpoonup x$ in $X$ we have $R_{\kappa}\left(x_{\kappa}\right) \rightharpoonup x$ in $X$.
3 There exists $C>0$ independent of $\kappa$ such that $\left\|R_{\kappa}(x)\right\|_{X} \leq C\|x\|_{X}$.
4 For a Banach space $Y$ such that $D(A) \hookrightarrow Y$ there exists a constant $C>0$ independent of $\kappa$ such that for all $x \in X$ we have $\left\|R_{\kappa}(x)\right\|_{Y} \leq C(1+1 / \kappa)\|x\|_{X}$.

The proof is a rather straight forward and relies on the uniform bound on the operator norm of the resolvent given in Hille-Yosida's theorem, cf. [19, Thm. 3.5]. We deferred the proof into the Appendix.

### 3.2 The Stokes operator as generators

Definition 3.2 (Stokes operator). We define the Stokes operator $A_{r}$ with domain

$$
D\left(A_{r}\right):=W^{2, r}(\Omega) \cap W_{0}^{1, r}(\Omega) \cap L_{\sigma}^{r}(\Omega)
$$

as an unbounded operator in $L_{\sigma}^{r}(\Omega)$ via

$$
A_{r}: D\left(A_{r}\right) \subseteq L_{\sigma}^{r}(\Omega) \rightarrow L_{\sigma}^{r}(\Omega), \quad v \mapsto-P_{r}(\Delta v)
$$

where $P_{r}$ is the $L^{r}$-Helmholtz projection, cf. [52, Thm. 1.4].

We collect several standard properties of the stokes operator
Lemma 3.3. Let $r \in(0, \infty)$, we infer

1 For all $r \in(1, \infty)$ the Stokes operator $-A_{r}$ generates a bounded analytic $C_{0}$-semigroup on $L_{\sigma}^{r}(\Omega)$, denoted by $\left(e^{-t A_{r}}\right)_{t \geq 0}$.

2 For all $\alpha \in(0,1 / 2]$ the fractional power Stokes operator $-A_{r}^{\alpha}$ also generates a bounded analytic $C_{0}-$ semigroup $\left(e^{-t A_{r}^{\alpha}}\right)_{t \geq 0}$ in $L_{\sigma}^{r}(\Omega)$.

3 Let $\Omega \subseteq \mathbb{R}^{d}$ be a bounded domain with smooth boundary then $D\left(A_{r}^{1 / 2}\right)=W_{0}^{1, r}(\Omega) \cap L_{\sigma}^{r}(\Omega)$.
4 The operator $A_{2}^{1 / 2}$ is symmetric.
Proof. The first point is a classical result can be found in [26, Thm. 2] for smooth domains and was generalized to $C^{3}$-domains in [40, Sec. 2.4 and Thm. 3]. As for all fractional powers of generators of analytic semigroups also the fractional power Stokes operator again generates an analytic semigroup at least for certain powers $\alpha$, see for example [37, Thm. 5.4.1]. This gives the second result. The last result can be found in [55, Lem. 2.2.1].

### 3.3 The Robin Laplacian as a generator

Definition 3.4. Let $\boldsymbol{d} \in W^{1, \infty}(\Omega)$, we define the anisotropic Robin Laplacian $\Delta_{\varepsilon(\boldsymbol{d})}$ in $L^{2}(\Omega)$ by

$$
\begin{aligned}
\Delta_{\varepsilon(\boldsymbol{d})}: D\left(\Delta_{\varepsilon(\boldsymbol{d})}\right) & :=\left\{\varphi \in W^{2,2}(\Omega) \mid \varepsilon(\boldsymbol{d}) \nabla \varphi \cdot \boldsymbol{n}+\tau \varphi=0 \text { on } \Gamma\right\} \subseteq L^{2}(\Omega) \rightarrow L^{2}(\Omega) \\
\varphi & \mapsto \nabla \cdot(\varepsilon(\boldsymbol{d}) \nabla \varphi)
\end{aligned}
$$

The following result is quite standard and can for example be found in [36, Thm. 3.1.3].
Lemma 3.5 (Robin semigroup in $L^{2}(\Omega)$ ). The anisotropic Robin Laplacian from Definition 3.4 generates a contraction $C_{0}$-semigroup in $L^{2}(\Omega)$.

Remark 3. The constant $C$ from Lemma 3.1 item 3 and item 4 with $A=\Delta_{\varepsilon(d)}$ can be chosen independently of $\boldsymbol{d}$. This simply follows from the fact that $\Delta_{\varepsilon(\boldsymbol{d})}$ generates a $C_{0}$-semigroup of contractions for all $\boldsymbol{d} \in W^{1, \infty}(\Omega)$.

Following the proof of [6, Thm. 8] one can show the following Lemma, which is not new but we could not find the result handling our boundary conditions in the literature. The proof of [6, Thm. 8] where the result was shown for Dirichlet boundary conditions instead of Robin boundary conditions, works completely analogous with only minor adaptions to accommodate our boundary conditions.

Lemma 3.6 (Robin semigroup in $L^{1}(\Omega)$ ). Let $\boldsymbol{d} \in W^{1, \infty}(\Omega)$. We define the Robin Laplacian $A_{1}=\Delta_{\varepsilon(\boldsymbol{d})}$ in $L^{1}(\Omega)$ with domain

$$
D\left(A_{1}\right)=\left\{\varphi \in W^{1,1}(\Omega) \mid \Delta_{\varepsilon(\boldsymbol{d})} \varphi \in L^{1}(\Omega)\right\}
$$

where the Laplacian is defined in the sense of distribution, that is we say $A_{1} \varphi=f$ in $L^{1}(\Omega)$, if

$$
-\int_{\Omega} \varepsilon(\boldsymbol{d}) \nabla \varphi \cdot \nabla w \mathrm{~d} \boldsymbol{x}-\tau \int_{\Gamma} \varphi w \mathrm{~d} \sigma=\int_{\Omega} f w \mathrm{~d} \boldsymbol{x}
$$

holds for all $w \in W^{1, \infty}(\Omega)$. Then $A_{1}$ generates a contracting $C_{0}$-semigroup and we have the embedding $D\left(A_{1}\right) \hookrightarrow W^{1, q}(\Omega)$ for all $q \in\left[1, \frac{3}{2}\right)$ and for all $\varphi \in D\left(A_{1}\right)$ it holds

$$
\begin{equation*}
\|\varphi\|_{W^{1, q}(\Omega)} \leq C\left\|A_{1} \varphi\right\|_{L^{1}(\Omega)} \tag{9}
\end{equation*}
$$

where the constant $C>0$ depends on the domain $\Omega$ but is independent of the director $\boldsymbol{d}$.
Corollary 3.7 (Elliptic $L^{1}$-estimate). Let $\kappa>0$ and $f \in L^{1}(\Omega)$ be arbitrary, then

$$
\left(I-\kappa A_{1}\right)^{-1}: L^{1}(\Omega) \rightarrow D\left(\Delta_{\varepsilon(\boldsymbol{d})}^{1}\right) \subseteq L^{1}(\Omega)
$$

is a well-defined bounded and linear operator and it holds

$$
\left\|\left(I-\kappa A_{1}\right)^{-1} f\right\|_{W^{1, q}(\Omega)} \leq C \frac{\|f\|_{L^{1}(\Omega)}}{\kappa}
$$

for $C>0$ independent of $\kappa$ and $\boldsymbol{d}$.

Proof. By Lemma 3.6 we have that $A_{1}$ generates a contraction $C_{0}$-semigroup and thus the well-definedness follows from Lemma 3.1. For the norm inequality we use the norm inequality (9) from Lemma 3.6 above,

$$
\begin{aligned}
\left\|\left(I-\kappa A_{1}\right)^{-1} f\right\|_{W^{1, q}(\Omega)} & \leq C\left\|A_{1}\left(\left(I-\kappa A_{1}\right)^{-1}\right) f\right\|_{L^{1}(\Omega)}=C\left\|\frac{1}{\kappa}\left(\left(I-\kappa A_{1}\right)^{-1}-I\right) f\right\|_{L^{1}(\Omega)} \\
& \leq \frac{C\|f\|_{L^{1}(\Omega)}}{\kappa}\left(\left\|\left(I-\kappa A_{1}\right)^{-1}\right\|_{\mathcal{L}\left(L^{1}(\Omega)\right)}+1\right) \leq \frac{2 C\|f\|_{L^{1}(\Omega)}}{\kappa}
\end{aligned}
$$

where we used $A_{1}\left(I-\kappa A_{1}\right)^{-1}=\frac{1}{\kappa}\left(\left(I-\kappa A_{1}\right)^{-1}-I\right)$, which follows from $\left(I-\kappa A_{1}\right)^{-1}\left(I-\kappa A_{1}\right)=I$, as well as and the fact that $A_{1}$ generates a contraction, cf. Lemma 3.1 point 3. This finishes the proof.

### 3.4 Trace theorems

We denote the trace operator by $S$ and the trace extension operator by $E$, cf. Section 2 and recall two results, which will be important tools in the a priori estimate. First, one can relate the surface differential operators to the bulk ones.

Theorem 3.8. Let $\Omega \subseteq \mathbb{R}^{d}$ be a bounded domain with $\Gamma \in C^{0,1}$. Let $f \in W^{2,2}(\Omega)$ and $\boldsymbol{v} \in W^{2,2}(\Omega)^{3}$. Then the surface gradient, denoted by $\nabla_{\Gamma}$, is just the tangential projection of the bulk gradient, that is

$$
\nabla_{\Gamma} S(f)=S(\nabla f)-(S(\nabla f) \cdot \boldsymbol{n}) \boldsymbol{n} \quad \text { and } \quad \nabla_{\Gamma} S(\boldsymbol{v})=S(\nabla \boldsymbol{v})-S(\nabla \boldsymbol{v}) \boldsymbol{n} \otimes \boldsymbol{n}
$$

and for the surface divergence $\nabla_{\Gamma} \cdot S(\boldsymbol{v})$ it holds

$$
\nabla_{\Gamma} \cdot S(\boldsymbol{v})=S(\nabla \cdot \boldsymbol{v})-S(\nabla \boldsymbol{v}) \boldsymbol{n} \cdot \boldsymbol{n}
$$

The proof is based on [54, Thm. 4.2] and is presented in Appendix. Secondly, we recall an integration by parts rule on the boundary.

Corollary 3.9. Let $\Omega \subseteq \mathbb{R}^{d}$ be a bounded domain with $\Gamma \in C^{2,1}$. For a general (not necessarily tangential) vector field $\boldsymbol{v} \in W^{1, p}(\Gamma)$ and $f \in W^{1, p^{\prime}}(\Gamma)$ the following integration by parts holds

$$
\int_{\Gamma} f \nabla_{\Gamma} \cdot \boldsymbol{v}-f(\boldsymbol{v} \cdot \boldsymbol{n}) \nabla_{\Gamma} \cdot \boldsymbol{n}+\boldsymbol{v} \cdot \nabla_{\Gamma} f \mathrm{~d} \sigma=0
$$

The proof can be found in [45, Sec. 2.1] but also in the Appendix.

## 4 Existence of suitable weak solutions

In this section we prove Theorem 2.3, where we proceed as follows. We introduce a regularized system, using the resolvent of the Stokes and the Robin Laplacian as regularization operators. We then show the existence of a weak solution to the regularized Nernst-Planck-Poisson subsystem via the Schäfer's fixed point theorem. Next, we show the local existence of a weak solution to the coupled regularized Navier-Stokes-Nernst-Planck-Poisson system via semigroup theory and Banach's fixed point theorem. Deriving appropriate energy estimates we can extend this local solution to a global one. Using these energy bounds we can extract a convergent subsequence for vanishing regularization, whose limit is a weak solution to the original system (2).

### 4.1 Our regularization operators

Definition 4.1. Let $A_{2}$ be the $L^{2}(\Omega)$ realization of the Stokes operator with $\nu=1$. For $\kappa>0$ we define

$$
R_{\kappa}=\left(1+\kappa A_{2}\right)^{-1}, \quad R_{\kappa}^{1 / 2}:=\left(1+\kappa A_{2}^{1 / 2}\right)^{-1}, \quad \text { and } \quad S_{\kappa}=\left(1-\kappa \Delta_{\varepsilon(d)}\right)^{-1}
$$

Remark 4. Since $-A_{2},-A_{2}^{1 / 2}$ and $\Delta_{\varepsilon(d)}$ generate $C_{0}$-semigroups in $L^{2}(\Omega)$, the operators from Definition 4.1 are well-defined, linear and bounded operators from $L^{2}(\Omega)$ to $L^{2}(\Omega)$. Moreover, the operator $R_{\kappa}^{1 / 2}$ is symmetric on $D\left(A_{2}^{1 / 2}\right)$, which follows from a simple application of the symmetry of the root of the Stokes operator, cf. Lemma 3.3 item 4.

### 4.2 Local existence of a unique weak solution to a regularized system

### 4.2.1 The Nernst-Planck-Poisson subsystem

We begin by fixing a velocity $\boldsymbol{v} \in L^{\infty}\left(0, T ; L^{s}(\Omega)\right)$ for some $s>3$. Now we consider the regularized Nernst-Planck-Poisson system

$$
\begin{align*}
\partial_{t} c^{ \pm}+\nabla \cdot\left(c^{ \pm} \boldsymbol{v}-\lambda(\boldsymbol{d})\left(\nabla c^{ \pm} \pm c^{ \pm} \nabla \psi\right)\right) & =0 & & \text { in } \Omega \times(0, T)  \tag{10a}\\
-\nabla \cdot(\varepsilon(\boldsymbol{d}) \nabla \psi) & =S_{\kappa}\left(c^{+}-c^{-}\right)=: \varphi & & \text { in } \Omega \times(0, T) \tag{10b}
\end{align*}
$$

with the boundary and initial conditions

$$
\begin{gather*}
c^{ \pm}(0)=c_{0}^{ \pm} \text {in } \Omega \text { and }\left(c^{ \pm} \boldsymbol{v}-\lambda(\boldsymbol{d})\left(\nabla c^{ \pm} \pm c^{ \pm} \nabla \psi\right)\right) \cdot \boldsymbol{n}=0 \text { on } \Gamma \times[0, T],  \tag{11a}\\
\varepsilon(\boldsymbol{d}) \nabla \psi \cdot \boldsymbol{n}+\tau \psi=\xi \text { on } \Gamma \times[0, T], \tag{11b}
\end{gather*}
$$

coupling the Nernst-Planck equation and the Poisson equation. Our first goal is to show that this coupled system possesses a unique weak solution, which we will prove in the next lemma using the Schäfer's fixed point theorem. For later reference we introduce the shorthand notation

$$
\mathbb{W}(0, T):=L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \cap W^{1,2}\left(0, T ;\left(W^{1,2}(\Omega)\right)^{*}\right) .
$$

Proposition 4.2 (Existence of weak solution to System (10)-(11)). Let $\Omega \subseteq \mathbb{R}^{d}$ be a bounded domain with $\partial \Omega \in$ $C^{3,1}, \boldsymbol{d} \in C^{2,1}(\bar{\Omega}), \xi \in C^{1}\left([0, T] ; W^{3,2}(\Gamma)\right), s>3, T \in(0, \infty), \boldsymbol{v} \in L^{\infty}\left(0, T ; L^{s}(\Omega)\right)$ and $c_{0}^{ \pm} \in L_{+}^{2}(\Omega)$. Then there exists a unique weak solution $\left(c^{ \pm}, \psi\right)$ such that

$$
\begin{aligned}
& c^{ \pm} \in \mathbb{W}(0, T), \quad c^{ \pm} \geq 0 \\
& \psi \in C\left([0, T] ; W^{4,2}(\Omega)\right)
\end{aligned}
$$

equation (10a) is fulfilled in the distributional sense and (10b) is fulfilled pointwise.
Remark 5. It is meaningful to require (10b) to be fulfilled pointwise since

$$
c^{ \pm} \in \mathbb{W}(0, T) \hookrightarrow C\left([0, T] ; L^{2}(\Omega)\right)
$$

and then, by Lemma 3.1, $S_{\kappa}\left(c^{+}-c^{-}\right) \in C\left([0, T] ; W^{2,2}(\Omega)\right) \hookrightarrow C(\bar{\Omega} \times[0, T])$.
The proof of Proposition 4.2 can be conducted by following the proof of [24, Lem. 4.1]. For completeness we will give a proof here but we keep it rather short. We want to point out that this proof holds without any assumptions on $\nabla \cdot \boldsymbol{v}$.

Proof (of Proposition 4.2). Let $r>3$ and $X:=L^{\infty}\left(0, T ; W^{1, r}(\Omega)\right)$. For any $\widehat{\psi} \in X$ there exists a unique weak solution $\widehat{c}^{ \pm} \in \mathbb{W}(0, T)$ of (10a) with $\psi$ replaced by $\widehat{\psi}$, see [47, Thm. 8.30 and Thm. 8.34]. For any such $\widehat{c}^{ \pm}$there is a unique weak solution $\psi \in C\left([0, T] ; W^{4,2}(\Omega)\right)$ to (10b) with right-hand side $S_{\kappa}\left(\widehat{c}^{+}-\widehat{c}^{-}\right)$, see [28, Thm. 2.5.1.1]. Thus the iterative solution operator

$$
\mathcal{T}: X \rightarrow X, \quad \widehat{\psi} \mapsto \psi
$$

is well-defined. Further, the non-negativity of the initial condition $c_{0}^{ \pm}$transfers to the solution $c^{ \pm}$, which can be seen by testing (10a) with $\max \left(0, c^{ \pm}\right)$using Gargliardo-Nirenberg's and Gronwall's inequality in the same way as in [9, p. 1395]. The continuity and compactness follows by testing an applying an Aubin-Lions Lemma, see [53, Cor. 4].

To show the existence of a weak solution to the coupled system (10) we make use of Schäfer's fixed point theorem, cf. [20, Sec. 9, Thm. 4]. To that aim, we need to show that the set

$$
M:=\{\psi \in X \mid \exists \sigma \in[0,1]: \sigma \mathcal{T}(\psi)=\psi\}
$$

is bounded. So we take an arbitrary $\psi \in M$ and $\sigma \in[0,1]$ such that $\sigma \mathcal{T}(\psi)=\psi$. Let $c^{ \pm}$be the solution to the Nernst-Planck equation (10a) corresponding to $\psi$. To get a bound of $c^{ \pm}$independent of $\psi$ we multiply (10a) by 1 and integrate to find

$$
\int_{\Omega} c^{ \pm}(t) \mathrm{d} \boldsymbol{x}=\int_{\Omega} c_{0}^{ \pm} \mathrm{d} \boldsymbol{x}
$$

for almost all $t \in[0, T]$. By the non-negativity of $c^{ \pm}$we find $\left\|c^{ \pm}\right\|_{L^{\infty}\left(0, T ; L^{1}(\Omega)\right)} \leq\left\|c_{0}^{ \pm}\right\|_{L^{1}(\Omega)}$. Using the elliptic $L^{1}$-regularity of the Robin Laplacian, cf. Lemma 3.6, we find that $S_{\kappa}\left(c^{+}-c^{-}\right)=\varphi$ is in $L^{\infty}\left(0, T ; W^{1, q}(\Omega)\right)$ for all $q \in\left[1, \frac{3}{2}\right)$ and by Corollary 3.7 and Sobolev's embedding theorem we find

$$
\|\varphi\|_{L^{\infty}\left(0, T ; L^{t}(\Omega)\right)} \leq C\|\varphi\|_{L^{\infty}\left(0, T ; W^{1, q}(\Omega)\right)} \leq \frac{C}{\kappa}\left\|c^{+}-c^{-}\right\|_{L^{\infty}\left(0, T ; L^{1}(\Omega)\right)} \leq \frac{C}{\kappa}\left\|c_{0}^{ \pm}\right\|_{L^{1}(\Omega)}
$$

for all $t \in[1,3)$. Then by [28, Thm. 2.4 and 2.6] we find $\mathcal{T}(\psi) \in L^{\infty}\left(0, T ; W^{2, t}(\Omega)\right)$ and by classical Ag-mon-Douglis-Nirenberg estimates, see for example [36, Thm. 3.1.1 iii)], we have

$$
\begin{aligned}
\|\mathcal{T}(\psi)\|_{L^{\infty}\left(0, T ; W^{2, t}(\Omega)\right)} \\
\quad \leq C\left(\|-\nabla \cdot(\varepsilon(\boldsymbol{d}) \nabla \mathcal{T}(\psi))\|_{L^{\infty}\left(0, T ; L^{t}(\Omega)\right)}+\|\mathcal{T}(\psi)\|_{L^{\infty}\left(0, T ; L^{t}(\Omega)\right)}+\|E(\xi)\|_{L^{\infty}\left(0, T ; W^{1, t}(\Omega)\right)}\right) \\
\quad \leq C\left(\|\varphi\|_{L^{\infty}\left(0, T ; L^{t}(\Omega)\right)}+\|\xi\|_{L^{\infty}\left(0, T ; W^{1,3}(\Gamma)\right)}\right) \leq \frac{C}{\kappa}\left(\left\|c_{0}^{ \pm}\right\|_{L^{1}(\Omega)}+1\right)
\end{aligned}
$$

where $E$ is the trace extension operator, see Section 2 . Here we used that we find an $L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$-bound for $\mathcal{T}(\psi)$ dependent only on $\varphi$ and $\xi$ by testing (10b) with $\mathcal{T}(\psi)$. Thus

$$
\|\psi\|_{L^{\infty}\left(0, T ; W^{2, t}(\Omega)\right)}=\sigma\|\mathcal{T}(\psi)\|_{L^{\infty}\left(0, T ; W^{2, t}(\Omega)\right)} \leq \frac{C}{\kappa}\left(\left\|c_{0}^{ \pm}\right\|_{L^{1}(\Omega)}+1\right)
$$

Since the choice of $\psi \in M$ was arbitrary and for all $r \in(3, \infty)$ there is $t$ close enough to three such that

$$
L^{\infty}\left(0, T ; W^{2, t}(\Omega)\right) \hookrightarrow L^{\infty}\left(0, T ; W^{1, r}(\Omega)\right)
$$

the boundedness of $M$ in $X$ follows and the Schäfer's fixed point theorem guarantees the existence of a fixed point of $\mathcal{T}$, which then solves our system (10).
Finally, the uniqueness of this fixed point that is the uniqueness of weak solutions to the system (10) follows by taking two solutions $\left(c^{ \pm}, \psi\right)$ and $\left(\tilde{c}^{ \pm}, \tilde{\psi}\right)$ emanating from the same initial data, subtracting (10a) for $c^{ \pm}$and $\tilde{c}^{ \pm}$ and testing with the difference $\left(c^{ \pm}-\tilde{c}^{ \pm}\right)$.

To show the existence of a unique weak solution to the whole coupled system we would like to use the Banach fixed point theorem. In order to be able to prove that the considered mapping is a contraction, we need an explicit formulation of some bounds for $c^{ \pm}$, which we will prove next. With explicit we mean explicit in $\boldsymbol{v}$.

Lemma 4.3 (Bounds for $\left.c^{ \pm}\right)$. Let $\left(c^{ \pm}, \psi\right)$ be the weak solution to (10) with $\boldsymbol{v} \in L^{\infty}\left(0, T ; W_{0, \sigma}^{1,2}(\Omega)\right)$. We then have

$$
\begin{equation*}
\left\|c^{ \pm}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\left\|c^{ \pm}\right\|_{L^{3}\left(0, T ; L^{3}(\Omega)\right)}+\|\psi\|_{L^{\infty}\left(0, T ; W^{4,2}(\Omega)\right)} \leq C(\kappa, T) \tag{12}
\end{equation*}
$$

for some function $C(\kappa, \cdot):(0, \infty) \rightarrow \mathbb{R}$ which is strictly positive, monotonically increasing, independent of $\boldsymbol{v}$ and $C(\kappa, T)<\infty$ for all $T<\infty$ and all $\kappa>0$.

The proof is based on elliptic regularity and a Gronwall argument and can be found in the Appendix.

### 4.2.2 The fully regularized system

We consider the full regularized system, similar to [24],

$$
\begin{align*}
& \partial_{t} \boldsymbol{v}+A_{2} \boldsymbol{v}+P\left(\left(R_{\kappa}(\boldsymbol{v}) \cdot \nabla\right) \boldsymbol{v}\right)+R_{\kappa}^{1 / 2}\left(P\left(\left(c^{+}-c^{-}\right) \nabla \psi\right)\right)=0 \quad \text { in } \Omega \times(0, T),  \tag{13a}\\
& \boldsymbol{v}(0)=\boldsymbol{v}_{0} \quad \text { in } \Omega,  \tag{13b}\\
& \partial_{t} c^{ \pm}+\nabla \cdot\left(c^{ \pm} R_{\kappa}^{1 / 2}(\boldsymbol{v})-\lambda(\boldsymbol{d})\left(\nabla c^{ \pm} \pm c^{ \pm} \nabla \psi\right)\right)=0 \quad \text { in } \Omega \times(0, T),  \tag{13c}\\
& \left(c^{ \pm} \boldsymbol{v}-\lambda(\boldsymbol{d})\left(\nabla c^{ \pm} \pm c^{ \pm} \nabla \psi\right)\right) \cdot \boldsymbol{n}=0 \quad \text { on } \Gamma \times[0, T],  \tag{13d}\\
& c^{ \pm}(0)=c_{0}^{ \pm} \quad \text { in } \Omega,  \tag{13e}\\
& -\nabla \cdot(\varepsilon(\boldsymbol{d}) \nabla \psi)=S_{\kappa}\left(c^{+}-c^{-}\right) \quad \text { in } \Omega \times(0, T),  \tag{13f}\\
& \varepsilon(\boldsymbol{d}) \nabla \psi \cdot \boldsymbol{n}+\tau \psi=\xi \quad \text { on } \Gamma \times[0, T] \text {. } \tag{13g}
\end{align*}
$$

We can show the existence of a unique local weak solution to system (13) via the variation of constants formula and the contraction mapping theorem. We define

$$
\begin{aligned}
F_{\kappa}: D\left(A_{2}^{1 / 2}\right) \rightarrow L^{2}(\Omega), & & \boldsymbol{v} & \mapsto P\left(\left(R_{\kappa}(\boldsymbol{v}) \cdot \nabla\right) \boldsymbol{v}\right) \\
G_{\kappa}: D\left(A_{2}^{1 / 2}\right) \rightarrow L^{2}(\Omega), & & \boldsymbol{v} & \mapsto R_{\kappa}^{1 / 2}\left(P\left(\left(c^{+}-c^{-}\right) \nabla \psi\right)\right)
\end{aligned}
$$

where $\left(c^{ \pm}, \psi\right)$ in $G_{\kappa}$ denotes the unique solution to the Nernst-Planck-Poisson subsystem from Proposition 4.2. Additionally, we define the space

$$
X_{T}:=C\left([0, T] ; D\left(A_{2}^{1 / 2}\right)\right)
$$

Equipped with the norm $\|\cdot\|_{X_{T}}$ given by

$$
\|\boldsymbol{v}\|_{X_{T}}:=\sup _{t \in[0, T]}\left(\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)}+\left\|A_{2}^{1 / 2} \boldsymbol{v}(t)\right\|_{L^{2}(\Omega)}\right)=\sup _{t \in[0, T]}\left(\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)}+\|\nabla \boldsymbol{v}(t)\|_{L^{2}(\Omega)}\right)
$$

$X_{T}$ is a Banach space, see [17, Lem. 7.2.1], where the equality follows from [55, Lem. 2.2.1]. For $\boldsymbol{v}_{0} \in D\left(A_{2}^{1 / 2}\right)$ we now define

$$
\begin{equation*}
H_{\kappa}: X_{T} \rightarrow X_{T}, \quad H_{\kappa}(\boldsymbol{v}):=e^{-t A_{2}} \boldsymbol{v}_{0}-\int_{0}^{t} e^{-(t-s) A_{2}}\left(F_{\kappa}(\boldsymbol{v}(s))+G_{\kappa}(\boldsymbol{v}(s))\right) \mathrm{d} s \tag{14}
\end{equation*}
$$

where the integral is understood in the Bochner sense with values in $L^{2}(\Omega)$. The integrand of (14) is indeed Bochner integrable, since $t \mapsto e^{-t A_{2}} g$ is continuous from $[0, T]$ to $L^{2}(\Omega)$ for all $g \in L_{\sigma}^{2}(\Omega)$ by the strong continuity of analytic semigroups, [19, Prop. 4.3] and $t \mapsto F_{\kappa}(\boldsymbol{v}(t))+G_{\kappa}(\boldsymbol{v}(t))$ is continuous from [0,T] to $L^{2}(\Omega)$ by the boundedness of $P, R_{\kappa}$ and $R_{\kappa}^{1 / 2}$,cf. [52, Thm. 1.4] and Lemma 3.1 respectively, the definition of $X_{T}$, and the fact that by Remark 5 we have $\left(c^{ \pm}, \psi\right) \in C\left([0, T] ; L^{2}(\Omega)\right) \times C\left([0, T] ; W^{4,2}(\Omega)\right)$. Furthermore, we note that $H_{\kappa}$ indeed maps to $X_{T}$. First, we see that for all $\boldsymbol{v} \in X_{T}$ we have $H_{\kappa}(\boldsymbol{v})(t) \in D\left(A_{2}^{1 / 2}\right)$, since $H_{\kappa}(\boldsymbol{v})(0)=\boldsymbol{v}_{0} \in D\left(A_{2}^{1 / 2}\right)$ and for $t>0$ we have $e^{-t A_{2}} g \in D\left(A_{2}\right) \subseteq D\left(A_{2}^{1 / 2}\right)$ for all $g \in L_{\sigma}^{2}(\Omega)$, cf. [55, Lem. 2.2.1]. The continuity of $t \mapsto H_{\kappa}(\boldsymbol{v}(t))$ from $[0, T]$ to $W^{1,2}(\Omega)$ follows from [36, Prop. 4.2.1].

Lemma 4.4 (Local weak solution to system (13)). Let $T_{0}>0$ then there exists $M>\left\|\boldsymbol{v}_{0}\right\|_{D\left(A_{2}^{1 / 2}\right)}$ and $T^{\star} \in$ $\left(0, T_{0}\right)$ such that $H_{\kappa}$ is a contraction on

$$
Z\left(M, T^{\star}\right):=\left\{\boldsymbol{v} \in X_{T^{\star}} \mid \boldsymbol{v}(0)=\boldsymbol{v}_{0},\|\boldsymbol{v}\|_{X_{T^{\star}}} \leq M\right\}
$$

and has a unique fixed point which solves the regularized system (13). Here $T^{\star}$ may depend on $M$.

This proof is very similar to the proof of [24, Lem. 4.2].

Proof. For $T \in\left(0, T_{0}\right)$ the set $Z(M, T)$ is a closed subset of the Banach space $X_{T}$ and thus by Banach's fixed point theorem, cf. [17, Thm. A.2.2], it is enough to show that $H_{\kappa}$ is a self-map from $Z(M, T)$ to $Z(M, T)$ and contracting. We first show the self-map property. We note that for $\boldsymbol{v} \in Z(M, T)$ we have $H_{\kappa}(\boldsymbol{v})(0)=\boldsymbol{v}_{0}$, thus the only thing we need to show is that $\left\|H_{\kappa}(\boldsymbol{v})\right\|_{X_{T}} \leq M$. We start by estimating $F_{\kappa}$ and $G_{\kappa}$ separately, for almost all $t \in(0, T)$ we have

$$
\begin{aligned}
\left\|F_{\kappa}(\boldsymbol{v}(t))\right\|_{L^{2}(\Omega)} \leq\left\|\nabla \boldsymbol{v}(t) R_{\kappa}(\boldsymbol{v}(t))\right\|_{L^{2}(\Omega)} \leq\|\nabla \boldsymbol{v}(t)\|_{L^{2}(\Omega)}\left\|R_{\kappa}(\boldsymbol{v}(t))\right\|_{L^{\infty}(\Omega)} \\
\leq C(\kappa)\|\nabla \boldsymbol{v}(t)\|_{L^{2}(\Omega)}\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)} \leq C(\kappa)\left(\left\|A_{2}^{1 / 2} \boldsymbol{v}(t)\right\|_{L^{2}(\Omega)}^{2}+\|\boldsymbol{v}(t)\|_{L^{2}(\Omega)}^{2}\right) \leq C(\kappa) M^{2}
\end{aligned}
$$

by Lemma 3.1 since $D\left(A_{2}\right) \hookrightarrow W^{2,2}(\Omega) \hookrightarrow L^{\infty}(\Omega)$. Additionally, we have

$$
\begin{aligned}
\left\|G_{\kappa}(\boldsymbol{v}(t))\right\|_{L^{2}(\Omega)} & \leq C\left\|\left(c^{+}(t)-c^{-}(t)\right) \nabla \psi(t)\right\|_{L^{2}(\Omega)} \\
& \leq C\left\|c^{ \pm}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}\|\psi\|_{L^{\infty}\left(0, T ; W^{4,2}(\Omega)\right)} \leq C\left(\kappa, T_{0}\right)
\end{aligned}
$$

by (12), where the upper bound on the right is independent of $\boldsymbol{v}$ and thus of $M$ but depends on the boundary and initial data and follows from Lemma 4.3. Next, we estimate

$$
\begin{aligned}
\left\|H_{\kappa}(\boldsymbol{v}(t))\right\|_{L^{2}(\Omega)} \leq & \left\|e^{-t A_{2}}\right\|_{\mathcal{L}\left(L^{2}(\Omega)\right)}\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)} \\
& +\int_{0}^{t}\left\|e^{-(t-s) A_{2}}\right\|_{\mathcal{L}\left(L^{2}(\Omega)\right)}\left(\left\|F_{\kappa}(\boldsymbol{v}(s))\right\|_{L^{2}(\Omega)}+\left\|G_{\kappa}(\boldsymbol{v}(s))\right\|_{L^{2}(\Omega)}\right) \mathrm{d} s \\
\leq & C_{S}\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}+T\left(C(\kappa) M^{2}+C\left(\kappa, T_{0}\right)\right),
\end{aligned}
$$

where we used the boundedness of the semigroup generated by the Stokes operator, see Lemma 3.3 item 1, which means that there is a $C_{S}>0$ such that for all $t \in(0, \infty)$ we have $\left\|e^{-t A_{2}}\right\|_{\mathcal{L}\left(L^{2}(\Omega)\right)} \leq C_{S}$. Further, we have

$$
\begin{aligned}
\left\|A_{2}^{1 / 2} H_{\kappa}(\boldsymbol{v}(t))\right\|_{L^{2}(\Omega)} \leq & \left\|A_{2}^{1 / 2} e^{-t A_{2}} \boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)} \\
& +\int_{0}^{t}\left\|A_{2}^{1 / 2} e^{-(t-s) A_{2}}\right\|_{\left.\mathcal{L}^{2}(\Omega)\right)}\left(\left\|F_{\kappa}(\boldsymbol{v}(s))\right\|_{L^{2}(\Omega)}+\left\|G_{\kappa}(\boldsymbol{v}(s))\right\|_{L^{2}(\Omega)}\right) \mathrm{d} s \\
\leq & \left\|e^{-t A_{2}} A_{2}^{1 / 2} \boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}+\int_{0}^{t} \frac{1}{\sqrt{t-s}}\left(C(\kappa) M^{2}+C\left(\kappa, T_{0}\right)\right) \mathrm{d} s \\
\leq & C_{S}\left\|A_{2}^{1 / 2} \boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}+\sqrt{T}\left(C(\kappa) M^{2}+C\left(\kappa, T_{0}\right)\right)
\end{aligned}
$$

where we used the estimate

$$
\begin{equation*}
\left\|A_{2}^{1 / 2} e^{-t A_{2}}\right\|_{\mathcal{L}\left(L^{2}(\Omega)\right)} \leq \frac{C}{\sqrt{t}} \tag{15}
\end{equation*}
$$

for all $t>0$ for the fractional power Stokes operator, see for example [27, Prop. 1.2] and the fact that for every $g \in D\left(A_{2}^{1 / 2}\right)$ we have

$$
\begin{equation*}
A_{2}^{1 / 2} e^{-t A_{2}} g=e^{-t A_{2}} A_{2}^{1 / 2} g \tag{16}
\end{equation*}
$$

which follows from [55, Chap. IV, below Lem. 1.5.1]. First choosing $M>0$ large enough such that

$$
C_{S}\left(\left\|\boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}+\left\|A_{2}^{1 / 2} \boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}\right) \leq \frac{M}{2}
$$

and then choosing $T^{\star}>0$ small enough so that

$$
\left(T^{\star}+\sqrt{T^{\star}}\right)\left(C(\kappa) M^{2}+C\left(\kappa, T_{0}\right)\right) \leq \frac{M}{2}
$$

the self-map property of $H_{\kappa}$ follows. Next, we show that $H_{\kappa}$ is a contraction. For that we take $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in Z(M, T)$ and by Lemma 3.1 we estimate

$$
\begin{align*}
& \left\|F_{\kappa}\left(\boldsymbol{v}_{1}(t)\right)-F\left(\boldsymbol{v}_{2}(t)\right)\right\|_{L^{2}(\Omega)} \\
& \quad \leq\left\|R_{\kappa}\left(\boldsymbol{v}_{1}(t)\right)\right\|_{L^{\infty}(\Omega)}\left\|\nabla\left(\boldsymbol{v}_{1}(t)-\boldsymbol{v}_{2}(t)\right)\right\|_{L^{2}(\Omega)}+\left\|R_{\kappa}\left(\boldsymbol{v}_{1}(t)\right)-R_{\kappa}\left(\boldsymbol{v}_{2}(t)\right)\right\|_{L^{\infty}(\Omega)}\left\|\nabla \boldsymbol{v}_{2}(t)\right\|_{L^{2}(\Omega)} \\
& \quad \leq C(\kappa)\left\|\boldsymbol{v}_{1}(t)\right\|_{L^{2}(\Omega)}\left\|A_{2}^{1 / 2}\left(\boldsymbol{v}_{1}(t)-\boldsymbol{v}_{2}(t)\right)\right\|_{L^{2}(\Omega)}+C(\kappa) M\left\|\boldsymbol{v}_{1}(t)-\boldsymbol{v}_{2}(t)\right\|_{L^{2}(\Omega)} \\
& \quad \leq C(\kappa) M\left\|\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\|_{X_{T}} \tag{17}
\end{align*}
$$

Let $\left(c_{1}^{ \pm}, \psi_{1}\right)$ and $\left(c_{2}^{ \pm}, \psi_{2}\right)$ be the solutions to the Nernst-Planck-Poisson system associated to $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ respectively. Subtracting the Nernst-Planck equation for $c_{1}^{ \pm}$and $c_{2}^{ \pm}$and testing with their difference we obtain

$$
\begin{align*}
\frac{1}{2} \| & c_{1}^{ \pm}(t)-c_{2}^{ \pm}(t) \|_{L^{2}(\Omega)}^{2}+\int_{0}^{t} \int_{\Omega}\left|\nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)\right|_{\lambda(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} s \\
= & \int_{0}^{t} \int_{\Omega}\left(\left(c_{1}^{ \pm} R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{1}\right)-c_{2}^{ \pm} R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{2}\right)\right) \mp\left(c_{1}^{ \pm} \lambda(\boldsymbol{d}) \nabla \psi_{1}-c_{2}^{ \pm} \lambda(\boldsymbol{d}) \nabla \psi_{2}\right)\right) \cdot \nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} s \\
= & \int_{0}^{t} \int_{\Omega} c_{1}^{ \pm} R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right) \cdot \nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)+\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right) R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{2}\right) \cdot \nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} s \\
& \mp \int_{0}^{t} \int_{\Omega} c_{1}^{ \pm} \lambda(\boldsymbol{d}) \nabla\left(\psi_{1}-\psi_{2}\right) \cdot \nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)+\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right) \lambda(\boldsymbol{d}) \nabla \psi_{2} \cdot \nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} s \\
= & \int_{0}^{t} \int_{\Omega} c_{1}^{ \pm} R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right) \cdot \nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} s \mp \int_{0}^{t} \int_{\Omega} c_{1}^{ \pm} \lambda(\boldsymbol{d}) \nabla\left(\psi_{1}-\psi_{2}\right) \cdot \nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} s \\
& \mp \int_{0}^{t} \int_{\Omega}\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right) \lambda(\boldsymbol{d}) \nabla \psi_{2} \cdot \nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} s \\
\leq & \int_{0}^{t}\left\|c_{1}^{ \pm}\right\|_{L^{3}(\Omega)}\left\|R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right)\right\|_{L^{6}(\Omega)}\left\|\nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)\right\|_{L^{2}(\Omega)} \mathrm{d} s \\
& +\int_{0}^{t}\left\|c_{1}^{ \pm}\right\|_{L^{2}(\Omega)}\left\|\lambda(\boldsymbol{d}) \nabla\left(\psi_{1}-\psi_{2}\right)\right\|_{L^{\infty}(\Omega)}\left\|\nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)\right\|_{L^{2}(\Omega)} \mathrm{d} s \\
& +\int_{0}^{t}\left\|\lambda(\boldsymbol{d}) \nabla \psi_{2}\right\|_{L^{\infty}(\Omega)}\left\|c_{1}^{ \pm}-c_{2}^{ \pm}\right\|_{L^{2}(\Omega)}\left\|\nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)\right\|_{L^{2}(\Omega)} \mathrm{d} s \\
\leq & \frac{1}{2} \int_{0}^{t}\left\|\nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} s+\int_{0}^{t}\left\|c_{1}^{ \pm}\right\|_{L^{3}(\Omega)}^{2}\left\|R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right)\right\|_{L^{6}(\Omega)}^{2} \mathrm{~d} s \\
& +2 \int_{0}^{t}\left\|c_{1}^{ \pm}\right\|_{L^{2}(\Omega)}^{2}\left\|\lambda(\boldsymbol{d}) \nabla\left(\psi_{1}-\psi_{2}\right)\right\|_{L^{\infty}(\Omega)}^{2} \mathrm{~d} s \\
& +2 \int_{0}^{t}\left\|\lambda(\boldsymbol{d}) \nabla \psi_{2}\right\|_{L^{\infty}(\Omega)}^{2}\left\|c_{1}^{ \pm}-c_{2}^{ \pm}\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} s \tag{18}
\end{align*}
$$

where we integrated by parts, see [17, Cor. 8.1.10], used that $\boldsymbol{v}$ is divergence free and applied Young's inequality. To upper bound the $L^{\infty}(\Omega)$-norm of $\nabla\left(\psi_{1}-\psi_{2}\right)(t)$ we use elliptic estimates. Subtracting the equation for $\varphi_{1}$ and $\varphi_{2}$ and testing with the difference we find

$$
\begin{equation*}
\left\|\left(\varphi_{1}-\varphi_{2}\right)(t)\right\|_{L^{2}(\Omega)} \leq\left\|\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)(t)\right\|_{L^{2}(\Omega)} \tag{19}
\end{equation*}
$$

and thus with elliptic regularity, cf. [36, Thm. 3.1.1],

$$
\begin{equation*}
\left\|\left(\varphi_{1}-\varphi_{2}\right)(t)\right\|_{W^{2,2}(\Omega)} \leq C(\kappa)\left\|\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)(t)\right\|_{L^{2}(\Omega)} \tag{20}
\end{equation*}
$$

Subtracting (13f) for $\psi_{1}$ and $\psi_{2}$ and testing with the difference, we obtain

$$
\begin{equation*}
\int_{\Omega}\left|\nabla\left(\psi_{1}-\psi_{2}\right)(t)\right|_{\varepsilon(\boldsymbol{d})}^{2}+\tau \int_{\Gamma}\left|\left(\psi_{1}-\psi_{2}\right)(t)\right|^{2} \mathrm{~d} \sigma \leq\left\|\left(\varphi_{1}-\varphi_{2}\right)(t)\right\|_{L^{2}(\Omega)}\left\|\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{L^{2}(\Omega)} \tag{21}
\end{equation*}
$$

Using the generalized Friedrich's inequality, cf. [57, Lem. 2.5],

$$
\|y\|_{H^{1}(\Omega)}^{2}=\int_{\Omega}|\nabla y|^{2}+|y|^{2} \mathrm{~d} \boldsymbol{x} \leq C_{F}\left(\int_{\Omega}|\nabla y|^{2} \mathrm{~d} \boldsymbol{x}+\int_{\Gamma}|y|^{2} \mathrm{~d} \sigma\right)
$$

the inequality (21) gives us

$$
\begin{aligned}
& \frac{\min (1, \tau)}{C_{F}}\left\|\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{L^{2}(\Omega)}^{2} \\
& \quad \leq \min (1, \tau)\left(\int_{\Omega}\left|\nabla\left(\psi_{1}-\psi_{2}\right)(t)\right|^{2}+\int_{\Gamma}\left|\left(\psi_{1}-\psi_{2}\right)(t)\right|^{2} \mathrm{~d} \sigma\right) \\
& \quad \leq\left\|\left(\varphi_{1}-\varphi_{2}\right)(t)\right\|_{L^{2}(\Omega)}\left\|\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{L^{2}(\Omega)} \leq C\left\|\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)(t)\right\|_{L^{2}(\Omega)}\left\|\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{L^{2}(\Omega)} \\
& \quad \leq C \frac{C_{F}}{2 \min (1, \tau)}\left\|\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)(t)\right\|_{L^{2}(\Omega)}^{2}+\frac{\min (1, \tau)}{2 C_{F}}\left\|\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

by Young's inequality and (19). Absorbing the last term on the right-hand side into the left-hand side gives us

$$
\left\|\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{L^{2}(\Omega)} \leq C\left\|\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)(t)\right\|_{L^{2}(\Omega)}
$$

and again using [36, Thm. 3.1.1] together with (19) we find

$$
\begin{align*}
\left\|\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{W^{2,2}(\Omega)} & \leq C\left(\left\|\left(\varphi_{1}-\varphi_{2}\right)(t)\right\|_{L^{2}(\Omega)}+\left\|\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{L^{2}(\Omega)}\right) \\
& \leq C\left\|\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)(t)\right\|_{L^{2}(\Omega)} \tag{22}
\end{align*}
$$

where there is no boundary term on the right-hand side, since $\psi_{1}-\psi_{2}$ fulfills Robin boundary conditions with zero right-hand side. Using the the higher order elliptic estimate [28, Rem. 2.5.1.2], we obtain

$$
\begin{align*}
\left\|\nabla\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{L^{\infty}(\Omega)} & \leq C\left\|\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{W^{4,2}(\Omega)} \\
& \leq C\left(\left\|\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{W^{2,2}(\Omega)}+\left\|\left(\varphi_{1}-\varphi_{2}\right)(t)\right\|_{W^{2,2}(\Omega)}\right) \\
& \leq C(\kappa)\left\|\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)(t)\right\|_{L^{2}(\Omega)} \tag{23}
\end{align*}
$$

where we used (22) and (20) for the last inequality. Using Young's inequality in (18) to absorb the gradient terms of $c_{1}^{ \pm}-c_{2}^{ \pm}$into the left-hand side and inserting the bounds from Lemma 4.3, we obtain

$$
\begin{aligned}
& \frac{1}{2}\left\|\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)(t)\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2} \int_{0}^{t} \int_{\Omega}\left|\nabla\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)\right|_{\lambda(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} s \\
& \quad \leq C(\kappa)\left\|c_{1}^{ \pm}\right\|_{L^{2}\left(0, T ; L^{3}(\Omega)\right)}^{2}\left\|\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2} \\
& \quad+C(\kappa)\|\lambda(\boldsymbol{d})\|_{L^{\infty}(\Omega)}^{2}\left(\left\|c_{1}^{ \pm}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|\nabla \psi_{2}\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right)}^{2}\right) \int_{0}^{t}\left\|c_{1}^{ \pm}-c_{2}^{ \pm}\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} s \\
& \quad \leq C\left(\kappa, T_{0}\right)\left\|\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\|_{X_{T}}^{2}+C\left(\kappa, T_{0}\right) \int_{0}^{t}\left\|c_{1}^{ \pm}-c_{2}^{ \pm}\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} s
\end{aligned}
$$

and with Gronwall's inequality, [17, Lem. 7.3.1] we get

$$
\begin{equation*}
\left\|\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)(t)\right\|_{L^{2}(\Omega)}^{2} \leq C\left(\kappa, T_{0}\right)\left\|\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\|_{X_{T}}^{2} e^{C\left(\kappa, T_{0}\right) T_{0}} \tag{24}
\end{equation*}
$$

Now, we can estimate $G_{\kappa}$ by

$$
\begin{aligned}
& \left\|G_{\kappa}\left(\boldsymbol{v}_{1}(t)\right)-G_{\kappa}\left(\boldsymbol{v}_{2}(t)\right)\right\|_{L^{2}(\Omega)} \leq C\left\|\left(\left(c_{1}^{+}-c_{1}^{-}\right) \nabla \psi_{1}-\left(c_{2}^{+}-c_{2}^{-}\right) \nabla \psi_{2}\right)(t)\right\|_{L^{2}(\Omega)} \\
& \quad \leq C\left\|\left(\left(c_{1}^{+}-c_{2}^{+}\right) \nabla \psi_{1}+c_{2}^{+} \nabla\left(\psi_{1}-\psi_{2}\right)+\left(c_{2}^{-}-c_{1}^{-}\right) \nabla \psi_{1}-c_{2}^{-} \nabla\left(\psi_{1}-\psi_{2}\right)\right)(t)\right\|_{L^{2}(\Omega)} \\
& \quad \leq C\left(\left\|\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right) \nabla \psi_{1}\right\|_{L^{2}(\Omega)}+\left\|c_{2}^{ \pm} \nabla\left(\psi_{1}-\psi_{2}\right)\right\|_{L^{2}(\Omega)}\right) \\
& \quad \leq C\left(\left\|\nabla \psi_{1}\right\|_{L^{\infty}\left(0, T ; L^{\infty}(\Omega)\right)}\left\|\left(c_{1}^{ \pm}-c_{2}^{ \pm}\right)(t)\right\|_{L^{2}(\Omega)}+\left\|c_{2}^{ \pm}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}\left\|\nabla\left(\psi_{1}-\psi_{2}\right)(t)\right\|_{L^{\infty}(\Omega)}\right)
\end{aligned}
$$

$$
\begin{equation*}
\leq C\left(\kappa, T_{0}\right)\left\|\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\|_{X_{T}} e^{C\left(\kappa, T_{0}\right) T_{0}} \tag{25}
\end{equation*}
$$

where we used (12), (23) and (24). Putting (17) and (25) together we get the contraction property of $H_{\kappa}$ for

$$
T^{\star} \in\left(0, T_{0}\right) \text { such that }\left(C\left(\kappa, T_{0}\right) e^{C\left(\kappa, T_{0}\right) T_{0}}+C(\kappa) M\right)\left(T^{\star}+\sqrt{T^{\star}}\right) \leq \frac{1}{2}
$$

which follows from

$$
\begin{aligned}
& \left\|H_{\kappa}\left(\boldsymbol{v}_{1}\right)-H_{\kappa}\left(\boldsymbol{v}_{2}\right)\right\|_{X_{T}} \\
& \quad=\sup _{t \in[0, T]}\left(\left\|H_{\kappa}\left(\boldsymbol{v}_{1}(t)\right)-H_{\kappa}\left(\boldsymbol{v}_{2}(t)\right)\right\|_{L^{2}(\Omega)}+\left\|A_{2}^{1 / 2}\left(H_{\kappa}\left(\boldsymbol{v}_{1}(t)\right)-H_{\kappa}\left(\boldsymbol{v}_{2}(t)\right)\right)\right\|_{L^{2}(\Omega)}\right) \\
& \leq \\
& \quad C_{S} \int_{0}^{T}\left\|F_{\kappa}\left(\boldsymbol{v}_{1}(t)\right)-F\left(\boldsymbol{v}_{2}(t)\right)\right\|_{L^{2}(\Omega)}+\left\|G_{\kappa}\left(\boldsymbol{v}_{1}(t)\right)-G_{\kappa}\left(\boldsymbol{v}_{2}(t)\right)\right\|_{L^{2}(\Omega)} \mathrm{d} t \\
& \quad+C \int_{0}^{T} \frac{1}{\sqrt{t-s}}\left(\left\|F_{\kappa}\left(\boldsymbol{v}_{1}(t)\right)-F\left(\boldsymbol{v}_{2}(t)\right)\right\|_{L^{2}(\Omega)}+\left\|G_{\kappa}\left(\boldsymbol{v}_{1}(t)\right)-G_{\kappa}\left(\boldsymbol{v}_{2}(t)\right)\right\|_{L^{2}(\Omega)}\right) \mathrm{d} t \\
& \quad \leq\left(C\left(\kappa, T_{0}\right) e^{C\left(\kappa, T_{0}\right) T_{0}}+C(\kappa) M\right)(T+\sqrt{T})\left\|\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\|_{X_{T}} \leq \frac{1}{2}\left\|\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\|_{X_{T}}
\end{aligned}
$$

where we again used the boundedness of the semigroup generated by the Stokes operator, the interchanging of the Stokes semigroup and the fractional Stokes operator cf. (16) and the estimate for the fractional Stokes operator (15).

### 4.3 Energy estimates

Proposition 4.5 (Energy inequality I for (13)). Let $\left(\boldsymbol{v}, c^{ \pm}, \psi\right)$ be the weak solution to (13) on the maximal time interval $\left[0, T_{\max }\right)$ for some $\kappa>0$ given by Lemma 4.4. Then the regularized energy

$$
\begin{equation*}
\mathcal{E}_{\mathrm{reg}}\left(\boldsymbol{v}, c^{ \pm}, \psi\right):=\int_{\Omega} \frac{1}{2}|\boldsymbol{v}|^{2}+c^{ \pm}\left(\ln c^{ \pm}+1\right)+\frac{1}{2}|\nabla \psi|_{\varepsilon(\boldsymbol{d})}^{2}+\frac{\kappa}{2}|\varphi|^{2} \mathrm{~d} \boldsymbol{x}+\frac{\tau}{2} \int_{\Gamma}|\psi|^{2} \mathrm{~d} \sigma \tag{26}
\end{equation*}
$$

fulfills the inequality

$$
\begin{align*}
\mathcal{E}_{\mathrm{reg}}\left(\boldsymbol{v}, c^{ \pm}, \psi\right) & (t)+\int_{0}^{t} \mathcal{W}\left(\boldsymbol{v}, c^{ \pm}, \psi\right) \mathrm{d} s \\
\leq & e^{t}\left(\mathcal{E}_{\mathrm{reg}}\left(\boldsymbol{v}_{0}, c_{0}^{ \pm}, \psi_{0}\right)+C\left(\|\xi\|_{W^{1,2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}+\|\xi\|_{W^{1,1}\left(0, T_{\max } ; L^{\infty}(\Gamma)\right)}+T_{\max }\right)\right) \tag{27}
\end{align*}
$$

for all $t \in\left(0, T_{\text {max }}\right)$, where $C>0$ is a constant independent of $\xi, \boldsymbol{d}$ and $\kappa$ and

$$
\mathcal{W}\left(\boldsymbol{v}, c^{ \pm}, \psi\right)=\int_{\Omega}|\nabla \boldsymbol{v}|^{2}+\left|2 \nabla \sqrt{c^{ \pm}} \pm \sqrt{c^{ \pm}} \nabla \psi\right|_{\lambda(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x}
$$

Proof. We start off by testing (13a) with $\boldsymbol{v}$. Since $\boldsymbol{v} \in X_{T_{\max }}$ we find by using the equation (13a) that $\partial_{t} \boldsymbol{v} \in$ $L^{\infty}\left(0, T_{\max }, W^{-1,2}(\Omega)\right)$ and thus by the weak* density of $C_{c}^{\infty}\left(0, T_{\max }\right) \otimes D\left(A_{2}^{1 / 2}\right)$ in $L^{\infty}\left(0, T_{\max } ; D\left(A_{2}^{1 / 2}\right)\right)$, [46, Lem. A.2.2], we are allowed to test (13a) with $\boldsymbol{v}$ it self. By an integration by parts, see for example [17, Cor. 8.1.10], we obtain

$$
\left.\frac{1}{2}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\right|_{0} ^{t}+\int_{0}^{t} \int_{\Omega}|\nabla \boldsymbol{v}|^{2}+R_{\kappa}^{1 / 2}\left(P\left(\left(c^{+}-c^{-}\right) \nabla \psi\right)\right) \cdot \boldsymbol{v} \mathrm{d} \boldsymbol{x} \mathrm{~d} s=0
$$

for almost all $t \in\left[0, T_{\max }\right)$. Since $R_{\kappa}^{1 / 2}$ is symmetric on $D\left(A_{2}^{1 / 2}\right)$ due to Remark 4, we can rewrite this as

$$
\begin{equation*}
\left.\frac{1}{2}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\right|_{0} ^{t}+\int_{0}^{t} \int_{\Omega}|\nabla \boldsymbol{v}|^{2}+\left(c^{+}-c^{-}\right) \nabla \psi \cdot R_{\kappa}^{1 / 2}(\boldsymbol{v}) \mathrm{d} \boldsymbol{x} \mathrm{~d} s=0 \tag{28}
\end{equation*}
$$

where we can omit the Helmholtz projection since $R_{\kappa}^{1 / 2}(\boldsymbol{v})$ is already divergence free. Next, we test (13c) with $\left(\ln \left(c^{ \pm}+\delta\right)+2 \pm \psi\right)$ for some $\delta \in(0,1)$, which is a well-defined test function since $c^{ \pm} \geq 0$ by Proposition 4.2. By maximal $L^{p}$-regularity for the diffusion part of the Nernst-Planck equation (13c), [13, Thm. 2.1], and since

$$
\partial_{t} c^{ \pm}-\nabla \cdot\left(\lambda(\boldsymbol{d}) \nabla c^{ \pm}\right)=-\nabla \cdot\left(c^{ \pm} R_{\kappa}^{1 / 2}(\boldsymbol{v})\right) \pm \nabla \cdot\left(c^{ \pm} \lambda(\boldsymbol{d}) \nabla \psi\right) \in L^{3 / 2}\left(0, T_{\max } ; L^{3 / 2}(\Omega)\right)
$$

we find $\partial_{t} c^{ \pm} \in L^{3 / 2}\left(0, T_{\max } ; L^{3 / 2}(\Omega)\right)$ and by Lemma 4.3, we have $c^{ \pm} \in L^{3}\left(0 ; T_{\max } ; L^{3}(\Omega)\right)$ and $\psi \in$ $L^{\infty}\left(0, T_{\max } ; W^{4,2}(\Omega)\right) \hookrightarrow L^{3}\left(0, T_{\max } ; L^{3}(\Omega)\right)$ such that we know that $\left(\ln \left(c^{ \pm}+\delta\right)+2 \pm \psi\right)$ is an admissible test function. We add the equations for $c^{+}$and $c^{-}$to obtain

$$
\begin{align*}
& \int_{0}^{t} \int_{\Omega} \partial_{t} c^{ \pm}\left(\ln \left(c^{ \pm}+\delta\right)+2\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} s+\int_{0}^{t} \int_{\Omega} \partial_{t}\left(c^{+}-c^{-}\right) \psi \mathrm{d} \boldsymbol{x} \mathrm{~d} s \\
&-\int_{0}^{t} \int_{\Omega} \frac{c^{ \pm}}{c^{ \pm}+\delta} R_{\kappa}^{1 / 2}(\boldsymbol{v}) \cdot \nabla c^{ \pm} \mathrm{d} \boldsymbol{x} \mathrm{~d} s-\int_{0}^{t} \int_{\Omega}\left(c^{+}-c^{-}\right) R_{\kappa}^{1 / 2}(\boldsymbol{v}) \cdot \nabla \psi \mathrm{d} \boldsymbol{x} \mathrm{~d} s \\
&+\int_{0}^{t} \int_{\Omega} \lambda(\boldsymbol{d})\left(\nabla c^{ \pm} \pm c^{ \pm} \nabla \psi\right) \cdot \nabla\left(\ln \left(c^{ \pm}+\delta\right) \pm \psi\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} s=0 \tag{29}
\end{align*}
$$

We note that

$$
\begin{gathered}
\nabla c^{ \pm}=2 \sqrt{c^{ \pm}+\delta} \nabla \sqrt{c^{ \pm}+\delta}, \quad \sqrt{c^{ \pm}+\delta} \nabla \ln \left(c^{ \pm}+\delta\right)=2 \nabla \sqrt{c^{ \pm}+\delta} \\
\partial_{t}\left(\left(c^{ \pm}+\delta\right)\left(\ln \left(c^{ \pm}+\delta\right)+1\right)\right)=\partial_{t} c^{ \pm}\left(\ln \left(c^{ \pm}+\delta\right)+2\right)
\end{gathered}
$$

which holds by the product and the chain rule for weak derivatives, [58, Prob. 21.3 d ) +e )]. Now, we can rewrite (29) as

$$
\begin{align*}
\int_{\Omega} & \left.\left(c^{ \pm}+\delta\right)\left(\ln \left(c^{ \pm}+\delta\right)+1\right) \mathrm{d} \boldsymbol{x}\right|_{0} ^{t}+\int_{0}^{t} \int_{\Omega} \partial_{t}\left(c^{+}-c^{-}\right) \psi-\frac{c^{ \pm}}{c^{ \pm}+\delta} R_{\kappa}^{1 / 2}(\boldsymbol{v}) \cdot \nabla c^{ \pm} \mathrm{d} \boldsymbol{x} \mathrm{~d} s \\
& -\int_{0}^{t} \int_{\Omega}\left(c^{+}-c^{-}\right) R_{\kappa}^{1 / 2}(\boldsymbol{v}) \cdot \nabla \psi \mathrm{d} \boldsymbol{x} \mathrm{~d} s+\int_{0}^{t} \int_{\Omega}\left|2 \nabla \sqrt{c^{ \pm}+\delta} \pm \sqrt{c^{ \pm}+\delta} \nabla \psi\right|_{\lambda(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} s \\
& \mp \int_{0}^{t} \int_{\Omega}\left(\frac{\delta}{\sqrt{c^{ \pm}+\delta}}\right) \lambda(\boldsymbol{d}) \nabla \psi \cdot\left(2 \nabla \sqrt{c^{ \pm}+\delta} \pm \sqrt{c^{ \pm}+\delta} \nabla \psi\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} s=0 . \tag{30}
\end{align*}
$$

Using Hölder's and Young's inequality, we find that $\nabla \sqrt{c^{ \pm}+\delta}$ is bounded in $L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)$ independently of $\delta$, since

$$
\begin{aligned}
& \left(\int_{\Omega}\left(c^{ \pm}+\delta\right)\left(\ln \left(c^{ \pm}+\delta\right)+1\right)+\frac{1}{e^{2}} \mathrm{~d} \boldsymbol{x}\right)(t)+\int_{0}^{t} \int_{\Omega}\left|2 \nabla \sqrt{c^{ \pm}+\delta}\right|_{\lambda(\boldsymbol{d})}^{2}+\left(c^{ \pm}+\delta\right)|\nabla \psi|_{\lambda(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} s \\
& \quad \leq \int_{\Omega}\left(c_{0}^{ \pm}+\delta\right)\left(\ln \left(c_{0}^{ \pm}+\delta\right)+1\right)+\frac{1}{e^{2}} \mathrm{~d} \boldsymbol{x}+\left\|\partial_{t} c^{ \pm}\right\|_{L^{3 / 2}\left(0, T_{\max } ; L^{3 / 2}(\Omega)\right)}\|\psi\|_{L^{3}\left(0, T ; L^{3}(\Omega)\right)} \\
& \quad+\left\|\frac{c^{ \pm}}{c^{ \pm}+\delta}\right\|_{L^{\infty}\left(\left(0, T_{\max }\right) \times \Omega\right)}\left\|R_{\kappa}^{1 / 2}(\boldsymbol{v})\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}\left\|\nabla c^{ \pm}\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)} \\
& \quad+\left\|c^{ \pm}\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}\left\|R_{\kappa}^{1 / 2}(\boldsymbol{v})\right\|_{L^{\infty}\left(0, T_{\max } ; L^{2}(\Omega)\right)}\|\nabla \psi\|_{L^{2}\left(0, T_{\max } ; L^{\infty}(\Omega)\right)} \\
& \quad+\int_{0}^{t} \int_{\Omega} 2\left|\nabla c^{ \pm} \cdot \nabla \psi\right|_{\lambda(\boldsymbol{d})}^{2}+\delta|\nabla \psi|_{\lambda(\boldsymbol{d})}^{2}+\frac{1}{2}\left(\frac{\delta}{\sqrt{c^{ \pm}+\delta}}\right)^{2}|\lambda(\boldsymbol{d}) \nabla \psi|^{2}+\frac{1}{2}\left|2 \nabla \sqrt{c^{ \pm}+\delta}\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} s
\end{aligned}
$$

The last term on the right-hand side can be absorbed into the left and all other terms are bounded independently of $\delta$, since $c_{0} \in L^{2}(\Omega)$. Thus we have that $\nabla \sqrt{c^{ \pm}+\delta}$ is bounded in $L^{2}\left(\left(0, T_{\max }\right) \times \Omega\right)$ independently of $\delta$ and so, by the reflexivity of this space, we find $\nabla \sqrt{c^{ \pm}+\delta} \rightharpoonup a$ in $L^{2}\left(\left(0, T_{\max }\right) \times \Omega\right)$ for $\delta \searrow 0$ and some $a \in L^{2}\left(\left(0, T_{\max }\right) \times \Omega\right)$. Since $\sqrt{c^{ \pm}+\delta} \rightarrow \sqrt{c^{ \pm}}$pointwise almost everywhere for $\delta \searrow 0$ and $\left|\sqrt{c^{ \pm}+\delta}\right| \leq$ $\left.\sqrt{c^{ \pm}+1} \in L^{2}\left(\left(0, T_{\max }\right) \times \Omega\right)\right)$, since we chose $\delta \in(0,1)$, we find by the dominated convergence theorem
$a=\nabla \sqrt{c^{ \pm}}$. Now, we can pass to the limit with $\delta \searrow 0$ in (30). We use dominated convergence for the term including $\delta$ and $\boldsymbol{v}$ in the first line since $\left|c^{ \pm} /\left(c^{ \pm}+\delta\right)\right| \leq 1$. We use a generalized Fatou's Lemma for functions bounded from below on finite domains, [16, Chap. 5, Ex 5.4], for the terms in the first line dependent on $t$. Using $c_{0} \in L^{2}(\Omega)$ we can apply dominated convergence to find

$$
\lim _{\delta \searrow 0} \int_{\Omega}\left(c_{0}+\delta\right)\left(\ln \left(c_{0}+\delta\right)+1\right) \mathrm{d} \boldsymbol{x}=\int_{\Omega} c_{0}\left(\ln c_{0}+1\right) \mathrm{d} \boldsymbol{x}
$$

Using $\ln (x) \leq x-1$ and $x(\ln (x)+1) \geq-1 / e^{2}$ for all $x>0$ we can find a majorant by estimating,

$$
\left|\left(c_{0}+\delta\right)\left(\ln \left(c_{0}+\delta\right)+1\right)+\frac{1}{e^{2}}\right| \leq\left(c_{0}+\delta\right)^{2}+\frac{1}{e^{2}} \leq c_{0}^{2}+2 c_{0}+1+\frac{1}{e^{2}} \in L^{1}(\Omega)
$$

The integral in the last line of (30) vanishes for $\delta \searrow 0$, since $\left|\delta / \sqrt{c^{ \pm}+\delta}\right|=\sqrt{\delta}\left|\sqrt{\delta} / \sqrt{c^{ \pm}+\delta}\right| \leq \sqrt{\delta}$ and thus

$$
\begin{aligned}
& \left|\int_{0}^{t} \int_{\Omega}\left(\frac{\delta}{\sqrt{c^{ \pm}+\delta}}\right) \lambda(\boldsymbol{d}) \nabla \psi \cdot\left(2 \nabla \sqrt{c^{ \pm}+\delta} \pm \sqrt{c^{ \pm}+\delta} \nabla \psi\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} s\right| \\
& \quad \leq\|\lambda(\boldsymbol{d})\|_{L^{\infty}(\Omega)}\left(\left(\delta+\frac{\sqrt{\delta}}{2}\right)\|\nabla \psi\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2}+\frac{\sqrt{\delta}}{2}\left\|2 \nabla \sqrt{c^{ \pm}+\delta}\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2}\right) \\
& \quad \leq C(\delta+\sqrt{\delta})
\end{aligned}
$$

since weakly convergent sequences are bounded. Thus we obtain by the weak lower semicontinuity of the norm, taking $\delta \searrow 0$ in (30)

$$
\begin{align*}
&\left.\int_{\Omega} c^{ \pm}\left(\ln c^{ \pm}+1\right) \mathrm{d} \boldsymbol{x}\right|_{0} ^{t}+\int_{0}^{t} \int_{\Omega} \partial_{t}\left(c^{+}-c^{-}\right) \psi \mathrm{d} \boldsymbol{x} \mathrm{~d} s-\int_{0}^{t} \int_{\Omega} R_{\kappa}^{1 / 2}(\boldsymbol{v}) \cdot \nabla c^{ \pm} \mathrm{d} \boldsymbol{x} \mathrm{~d} s \\
&-\int_{0}^{t} \int_{\Omega}\left(c^{+}-c^{-}\right) R_{\kappa}^{1 / 2}(\boldsymbol{v}) \cdot \nabla \psi \mathrm{d} \boldsymbol{x} \mathrm{~d} s+\int_{0}^{t} \int_{\Omega}\left|2 \nabla \sqrt{c^{ \pm}} \pm \sqrt{c^{ \pm}} \nabla \psi\right|_{\lambda(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} s \leq 0 \tag{31}
\end{align*}
$$

and since $R_{\kappa}^{1 / 2}(\boldsymbol{v})$ is divergence free the last term on the first line vanishes. To rewrite the remaining term including the time derivative of $c^{ \pm}$we differentiate (13f) in time and test with $\psi$. By maximal $L^{p}$-regularity we already have $\partial_{t} c^{ \pm} \in L^{3 / 2}\left(0, T_{\max } ; L^{3 / 2}(\Omega)\right)$. We then find $\varphi \in W^{1,3 / 2}\left(0, T_{\max } ; W^{2, \frac{3}{2}}(\Omega)\right)$ and $\psi \in$ $W^{1,3 / 2}\left(0, T_{\max } ; W^{4, \frac{3}{2}}(\Omega)\right)$ by elliptic regularity, see for example [28, Thm. 2.5.1.1] and thus we can perform the following integration by parts,

$$
\begin{align*}
\int_{0}^{t} \int_{\Omega} \partial_{t}\left(c^{+}-c^{-}\right) \psi \mathrm{d} \boldsymbol{x} \mathrm{~d} s=\int_{0}^{t} \int_{\Omega} \varepsilon(\boldsymbol{d}) \nabla \partial_{t} \psi & \cdot \nabla \psi+\kappa \varepsilon(\boldsymbol{d}) \nabla \partial_{t} \varphi \cdot \nabla \psi \mathrm{~d} \boldsymbol{x} \mathrm{~d} s \\
& -\int_{0}^{t} \int_{\Gamma} \psi\left(\varepsilon(\boldsymbol{d}) \nabla \partial_{t} \psi+\kappa \varepsilon(\boldsymbol{d}) \nabla \partial_{t} \varphi\right) \cdot \boldsymbol{n} \mathrm{d} \sigma \mathrm{~d} s \tag{32}
\end{align*}
$$

We can also differentiate the Robin boundary conditions for $\psi$ and $\varphi$ in time and since $\boldsymbol{d}$ is independent of time we obtain

$$
\begin{equation*}
\varepsilon(\boldsymbol{d}) \nabla \partial_{t} \psi+\tau \partial_{t} \psi=\partial_{t} \xi \quad \text { and } \quad \varepsilon(\boldsymbol{d}) \nabla \partial_{t} \varphi+\tau \partial_{t} \varphi=0 \quad \text { on } \Gamma . \tag{33}
\end{equation*}
$$

Testing (13f) with $\partial_{t} \varphi$ we obtain

$$
\begin{equation*}
\int_{0}^{t} \int_{\Omega} \varepsilon(\boldsymbol{d}) \nabla \psi \cdot \nabla \partial_{t} \varphi \mathrm{~d} \boldsymbol{x} \mathrm{~d} s-\int_{0}^{t} \int_{\Gamma} \partial_{t} \varphi \varepsilon(\boldsymbol{d}) \nabla \psi \cdot \boldsymbol{n} \mathrm{d} \sigma \mathrm{~d} s=\left.\frac{1}{2} \int_{\Omega}|\varphi|^{2} \mathrm{~d} \boldsymbol{x}\right|_{0} ^{t} \tag{34}
\end{equation*}
$$

Plugging (33) and (34) back into (32) we obtain

$$
\begin{aligned}
& \int_{0}^{t} \int_{\Omega} \partial_{t}\left(c^{+}-c^{-}\right) \psi \mathrm{d} \boldsymbol{x} \mathrm{~d} s \\
& \quad=\left.\frac{1}{2} \int_{\Omega}|\nabla \psi|_{\varepsilon(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x}\right|_{0} ^{t}+\left.\frac{\kappa}{2} \int_{\Omega}|\varphi|^{2} \mathrm{~d} \boldsymbol{x}\right|_{0} ^{t}+\int_{0}^{t} \int_{\Gamma} \kappa \partial_{t} \varphi(\xi-\tau \psi)-\psi\left(\partial_{t} \xi-\tau \partial_{t} \psi-\tau \kappa \partial_{t} \varphi\right) \mathrm{d} \sigma \mathrm{~d} s
\end{aligned}
$$

$$
\begin{equation*}
=\left.\left(\frac{1}{2} \int_{\Omega}|\nabla \psi|_{\varepsilon(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x}+\frac{\kappa}{2} \int_{\Omega}|\varphi|^{2} \mathrm{~d} \boldsymbol{x}+\frac{\tau}{2} \int_{\Gamma}|\psi|^{2} \mathrm{~d} \sigma\right)\right|_{0} ^{t}+\int_{0}^{t} \int_{\Gamma} \kappa \partial_{t} \varphi \xi-\psi \partial_{t} \xi \mathrm{~d} \sigma \mathrm{~d} s \tag{35}
\end{equation*}
$$

Inserting (35) into (31) and adding (28) we obtain

$$
\begin{array}{r}
\left.\left(\int_{\Omega} \frac{1}{2}|\boldsymbol{v}|^{2}+c^{ \pm}\left(\ln c^{ \pm}+1\right)+\frac{1}{2}|\nabla \psi|_{\varepsilon(\boldsymbol{d})}^{2}+\frac{\kappa}{2}|\varphi|^{2} \mathrm{~d} \boldsymbol{x}+\frac{\tau}{2} \int_{\Gamma}|\psi|^{2} \mathrm{~d} \sigma\right)\right|_{0} ^{t}+\int_{0}^{t} \mathcal{W}\left(\boldsymbol{v}, c^{ \pm}, \psi\right) \mathrm{d} s \\
\leq-\int_{0}^{t} \int_{\Gamma} \kappa \partial_{t} \varphi \xi-\psi \partial_{t} \xi \mathrm{~d} \sigma \mathrm{~d} s=\int_{0}^{t} \int_{\Gamma} \psi \partial_{t} \xi+\kappa \partial_{t} \xi \varphi \mathrm{~d} \sigma \mathrm{~d} s-\left.\kappa \int_{\Gamma} \xi \varphi \mathrm{d} \sigma\right|_{0} ^{t} \tag{36}
\end{array}
$$

By mass conservation,

$$
\int_{\Omega} c^{ \pm}(t) \mathrm{d} \boldsymbol{x}=\int_{\Omega} c_{0}^{ \pm} \mathrm{d} \boldsymbol{x}
$$

and elliptic $L^{1}$-regularity of the Robin Laplacian, cf. Lemma 3.6 together with Corollary 3.7, we have

$$
\|\varphi(t)\|_{W^{1,1}(\Omega)} \leq \frac{\left\|c^{ \pm}(t)\right\|_{L^{1}(\Omega)}}{\kappa} \leq \frac{\left\|c_{0}^{ \pm}\right\|_{L^{1}(\Omega)}}{\kappa} \leq \frac{C}{\kappa}
$$

and thus by the trace theorem for $W^{1,1}(\Omega)$, cf. [33, Thm. 18.18], we have $\|\varphi(t)\|_{L^{1}(\Gamma)} \leq C / \kappa$. Plugging this back into (36) we obtain

$$
\begin{align*}
& \left.\left(\int_{\Omega} \frac{1}{2}|\boldsymbol{v}|^{2}+c^{ \pm}\left(\ln c^{ \pm}+1\right)+\frac{1}{2}|\nabla \psi|_{\varepsilon(\boldsymbol{d})}^{2}+\frac{\kappa}{2}|\varphi|^{2} \mathrm{~d} \boldsymbol{x}+\frac{\tau}{2} \int_{\Gamma}|\psi|^{2} \mathrm{~d} \sigma\right)\right|_{0} ^{t}+\int_{0}^{t} \mathcal{W}\left(\boldsymbol{v}, c^{ \pm}, \psi\right) \mathrm{d} s \\
& \quad \leq C\|\xi\|_{L^{\infty}(\Gamma)}(0)+C\|\xi\|_{L^{\infty}(\Gamma)}(t)+\int_{0}^{t} \frac{\tau}{2}\|\psi\|_{L^{2}(\Gamma)}^{2}+\frac{1}{2 \tau}\left\|\partial_{t} \xi\right\|_{L^{2}(\Gamma)}^{2}+C\left\|\partial_{t} \xi\right\|_{L^{\infty}(\Gamma)} \mathrm{d} s \\
& \quad \leq C\left(\|\xi\|_{C\left(\left[0, T_{\max }\right] ; L^{\infty}(\Gamma)\right)}+\|\xi\|_{W^{1,2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}+\|\xi\|_{W^{1,1}\left(0, T_{\max } ; L^{\infty}(\Omega)\right)}\right)+\int_{0}^{t} \frac{\tau}{2}\|\psi\|_{L^{2}(\Gamma)}^{2} \mathrm{~d} s \\
& \quad \leq C\left(\|\xi\|_{W^{1,2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}+\|\xi\|_{W^{1,1}\left(0, T_{\max } ; L^{\infty}(\Omega)\right)}\right)+\int_{0}^{t} \mathcal{E}_{\mathrm{reg}}\left(\boldsymbol{v}, c^{ \pm}, \psi\right)(s)+\frac{|\Omega|}{\mathrm{e}^{2}} \mathrm{~d} s \tag{37}
\end{align*}
$$

with $C>0$ independent of $\kappa, \boldsymbol{d}$ and $\xi$, where we added the constant $\frac{|\Omega|}{\mathrm{e}^{2}}$ to make the energy non-negative $\left(c^{ \pm}\left(\ln c^{ \pm}+1\right)+1 / e^{2} \geq 0\right)$, so that we can estimate $\|\psi\|_{L^{2}(\Gamma)}^{2} \leq \mathcal{E}_{\mathrm{reg}}\left(\boldsymbol{v}, c^{ \pm}, \psi\right)+|\Omega| / \mathrm{e}^{2}$, and used the embedding

$$
W^{1,1}\left(0, T_{\max } ; L^{\infty}(\Gamma)\right) \hookrightarrow C\left(\left[0, T_{\max }\right] ; L^{\infty}(\Gamma)\right)
$$

cf. [47, Lem. 7.1]. Now we can apply Gronwall's inequality to infer

$$
\begin{aligned}
\mathcal{E}_{\mathrm{reg}}\left(\boldsymbol{v}, c^{ \pm}, \psi\right)(t) & +\int_{0}^{t} \mathcal{W}\left(\boldsymbol{v}, c^{ \pm}, \psi\right) \mathrm{d} s \\
& \leq e^{t}\left(\mathcal{E}_{\mathrm{reg}}\left(\boldsymbol{v}_{0}, c_{0}^{ \pm}, \psi_{0}\right)+C\left(\|\xi\|_{W^{1,2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}+\|\xi\|_{W^{1,1}\left(0, T_{\max } ; L^{\infty}(\Omega)\right)}+T_{\max }\right)\right)
\end{aligned}
$$

By the continuity of $\left(\boldsymbol{v}, c^{ \pm}, \psi\right)$, cf. Remark 5 and Lemma 4.4 this inequality holds for all $t \in[0, T]$, which finishes our proof.

From Proposition 4.5 we can infer a second energy estimate. In order to do so we need to handle gradients and divergences on the boundary. These differential operators are defined in the standard way via local charts of the boundary. We recall the definitions and some properties in the Appendix, cf. Section 5.1. Using the results for integration by parts on the boundary from Section 3.4, we can derive the next energy estimate.
Proposition 4.6 (Energy inequality II for (13)). Let $\boldsymbol{d} \in W^{4, \infty}(\Omega)$ and $\left(\boldsymbol{v}, c^{ \pm}, \psi\right)$ be the weak solution to (13) on the maximal time interval $\left[0, T_{\max }\right.$ ) for some $\kappa>0$ given by Lemma 4.4. Then for $\kappa>0$ small enough (that is $\kappa C\left(1+\|\boldsymbol{d}\|_{W^{2, \infty}(\Omega)}^{2}\right) \leq 1 / 32$ for some constant $\left.C>0\right)$, there exists a constant $C>0$ such that

$$
\begin{equation*}
\int_{0}^{T_{\max }} \int_{\Omega}\left|\nabla \sqrt{c^{ \pm}}\right|_{\lambda(\boldsymbol{d})}^{2}+c^{ \pm}|\nabla \psi|_{\lambda(\boldsymbol{d})}^{2}+\left|\nabla^{2} \psi\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \leq C \tag{38}
\end{equation*}
$$

Proof. This follows from extending the first energy inequality from Proposition 4.5. Extending the square term of the dissipation potential $\mathcal{W}$, the first energy inequality (27) implies

$$
\begin{align*}
& \int_{0}^{T_{\max }} \int_{\Omega} 4\left|\nabla \sqrt{c^{ \pm}}\right|_{\lambda(\boldsymbol{d})}^{2}+c^{ \pm}|\nabla \psi|_{\lambda(\boldsymbol{d})}^{2}+2 \lambda(\boldsymbol{d})\left(\nabla c^{+}-\nabla c^{-}\right) \cdot \nabla \psi \mathrm{d} \boldsymbol{x} \mathrm{~d} t \\
& \leq e^{t}\left(\mathcal{E}_{\mathrm{reg}}\left(\boldsymbol{v}_{0}, c_{0}^{ \pm}, \psi_{0}\right)+C\left(\|\xi\|_{W^{1,2}\left(0, T ; L^{2}(\Gamma)\right)}^{2}+\|\xi\|_{W^{1,1}\left(0, T ; L^{\infty}(\Gamma)\right)}+T_{\max }\right)\right) \tag{39}
\end{align*}
$$

for some $C>0$ independent of $\kappa$. Using the elliptic $L^{2}$-estimate for the Robin Laplacian, cf. Lemma 3.5 and Lemma 3.1, we can estimate

$$
\frac{\kappa}{2}\left\|\varphi_{0}\right\|_{L^{2}(\Omega)}^{2} \leq \frac{\kappa}{2}\left\|c_{0}^{ \pm}\right\|_{L^{2}(\Omega)}^{2}
$$

and thus $\mathcal{E}_{\text {reg }}\left(\boldsymbol{v}_{0}, c_{0}^{ \pm}, \psi_{0}\right) \leq \mathcal{E}\left(\boldsymbol{v}_{0}, c_{0}^{ \pm}, \psi_{0}\right)+\kappa\left\|c_{0}^{ \pm}\right\|_{L^{2}(\Omega)}^{2}$. The first two terms on the left-hand side of (39) already have a "good" sign so we turn directly to the third term and integrate it by parts to see that in the end it also gives a "good" term at least in the terms of the highest order derivatives.

$$
\begin{align*}
\int_{\Omega} 2 \lambda(\boldsymbol{d})\left(\nabla c^{+}-\nabla c^{-}\right) \cdot \nabla & \psi \mathrm{d} \boldsymbol{x} \\
& =-\int_{\Omega} 2\left(c^{+}-c^{-}\right) \nabla \cdot(\lambda(\boldsymbol{d}) \nabla \psi) \mathrm{d} \boldsymbol{x}+\int_{\Gamma} 2\left(c^{+}-c^{-}\right)(\xi-\tau \psi) \mathrm{d} \sigma \tag{40}
\end{align*}
$$

where we used the Robin boundary condition for the electric potential and the fact that $\boldsymbol{n} \cdot \boldsymbol{d}=0$ on $\Gamma$ and thus

$$
\lambda(\boldsymbol{d}) \nabla \psi \cdot \boldsymbol{n}=\varepsilon(\boldsymbol{d}) \nabla \psi \cdot \boldsymbol{n}
$$

Using the regularized Poisson equation cf. (13f), we can rewrite the volume integral of (40) as

$$
\begin{align*}
&-\int_{\Omega} 2\left(c^{+}-c^{-}\right) \nabla \cdot(\lambda(\boldsymbol{d}) \nabla \psi) \mathrm{d} \boldsymbol{x}=-\int_{\Omega} 2 \varphi \nabla \cdot(\lambda(\boldsymbol{d}) \nabla \psi) \mathrm{d} \boldsymbol{x} \\
&-\kappa \int_{\Omega} 2 \varepsilon(\boldsymbol{d}) \nabla \varphi \cdot \nabla(\nabla \cdot(\lambda(\boldsymbol{d}) \nabla \psi)) \mathrm{d} \boldsymbol{x}+\kappa \int_{\Gamma} 2 \nabla \cdot(\lambda(\boldsymbol{d}) \nabla \psi) \varepsilon(\boldsymbol{d}) \nabla \varphi \cdot \boldsymbol{n} \mathrm{d} \sigma \tag{41}
\end{align*}
$$

The first term on the right-hand side turns out to give us the term with second order derivatives of $\psi$ with a "good" sign needed for (38). To see that, we again use the regularized Poisson equation (13f),

$$
\begin{align*}
& -\int_{\Omega} 2 \varphi \nabla \cdot(\lambda(\boldsymbol{d}) \nabla \psi) \mathrm{d} \boldsymbol{x}=2 \int_{\Omega} \nabla \cdot(\varepsilon(\boldsymbol{d}) \nabla \psi) \nabla \cdot(\lambda(\boldsymbol{d}) \nabla \psi) \mathrm{d} \boldsymbol{x} \\
& \quad=2 \int_{\Omega}(\nabla \cdot \nabla \psi)(\nabla \cdot \nabla \psi)+\varepsilon \lambda|\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})|^{2}+(\varepsilon+\lambda)(\nabla \cdot \nabla \psi)(\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})) \mathrm{d} \boldsymbol{x} . \tag{42}
\end{align*}
$$

The first and second term already have a good sign but to get a term with a good sign in the full second order derivative of $\psi$ we integrate the first term by parts two times and to see that the third term also has a positive sign in the term quadratic in the second order derivative of $\psi$ we also integrate it by parts two times. Starting with the first term on the right-hand side of (42), we find

$$
\begin{align*}
\int_{\Omega}(\nabla \cdot \nabla \psi)(\nabla \cdot \nabla \psi) \mathrm{d} \boldsymbol{x} & =-\int_{\Omega} \nabla(\nabla \cdot \nabla \psi) \cdot \nabla \psi \mathrm{d} \boldsymbol{x}+\int_{\Gamma}(\nabla \cdot \nabla \psi) \nabla \psi \cdot \boldsymbol{n} \mathrm{d} \sigma \\
& =\int_{\Omega}\left(\nabla^{2} \psi\right)^{T}: \nabla^{2} \psi \mathrm{~d} \boldsymbol{x}-\int_{\Gamma}\left(\nabla^{2} \psi\right)^{T} \boldsymbol{n} \cdot \nabla \psi \mathrm{~d} \sigma+\int_{\Gamma}(\nabla \cdot \nabla \psi) \nabla \psi \cdot \boldsymbol{n} \mathrm{d} \sigma \\
& =\int_{\Omega}\left|\nabla^{2} \psi\right|^{2} \mathrm{~d} \boldsymbol{x}-\int_{\Gamma}\left(\nabla^{2} \psi\right) \boldsymbol{n} \cdot \nabla \psi \mathrm{d} \sigma+\int_{\Gamma}(\nabla \cdot \nabla \psi)(\xi-\tau \psi) \mathrm{d} \sigma \tag{43}
\end{align*}
$$

The first term is exactly the one we wanted so we move to the boundary terms. To be able to take the full gradient of the outer normal field $\boldsymbol{n}$ we introduce the trace extension operator $E$ and the trace operator $S$, this can be seen in the following calculation. For the sake of readability we will again omit $E$ and $S$ in all other calculations. It should be
clear from the context if one needs to consider a function on the boundary or in the bulk. Using the characterization of the surface gradient $\nabla_{\Gamma}$, cf. Theorem 3.8, we can rewrite the first boundary integral on the right-hand side of (43) as

$$
\begin{align*}
& -\int_{\Gamma}\left(\nabla^{2} \psi\right) \boldsymbol{n} \cdot \nabla \psi \mathrm{d} \sigma=-\int_{\Gamma}\left[\nabla(\nabla \psi \cdot E(\boldsymbol{n}))-(\nabla E(\boldsymbol{n}))^{T} \nabla \psi\right] \cdot \nabla \psi \mathrm{d} \sigma \\
& \quad=-\int_{\Gamma}\left[\nabla_{\Gamma}(S(\nabla \psi) \cdot \boldsymbol{n})+(\nabla(\nabla \psi \cdot E(\boldsymbol{n})) \cdot \boldsymbol{n}) \boldsymbol{n}-(\nabla E(\boldsymbol{n}))^{T} \nabla \psi\right] \cdot \nabla \psi \mathrm{d} \sigma \\
& \quad=-\int_{\Gamma} \nabla_{\Gamma}(\xi-\tau S(\psi)) \cdot \nabla \psi+(\nabla(\nabla \psi \cdot E(\boldsymbol{n})) \cdot \boldsymbol{n})(\xi-\tau \psi)-(\nabla E(\boldsymbol{n}))^{T} \nabla \psi \cdot \nabla \psi \mathrm{~d} \sigma \\
& \quad=-\int_{\Gamma} \nabla_{\Gamma}(\xi-\tau S(\psi)) \cdot \nabla_{\Gamma} S(\psi)+(\nabla(\nabla \psi \cdot E(\boldsymbol{n})) \cdot \boldsymbol{n})(\xi-\tau \psi)-(\nabla E(\boldsymbol{n}))^{T} \nabla \psi \cdot \nabla \psi \mathrm{~d} \sigma \\
& \quad=\int_{\Gamma} \tau\left|\nabla_{\Gamma} S(\psi)\right|^{2}-\nabla_{\Gamma} \xi \cdot \nabla_{\Gamma} S(\psi)-(\nabla(\nabla \psi \cdot E(\boldsymbol{n})) \cdot \boldsymbol{n})(\xi-\tau \psi)+(\nabla E(\boldsymbol{n}))^{T} \nabla \psi \cdot \nabla \psi \mathrm{~d} \sigma \tag{44}
\end{align*}
$$

where we used the integration by parts rule from Corollary 3.9 two times to plug in the Robin boundary conditions and since $\nabla \psi$ is not necessarily tangential on the boundary a curvature term appears, but as we integrated by parts two times it vanishes again. The first term has a good sign, the second and last term can be estimated due to the assumed regularity of $\xi$ and $\boldsymbol{n}$ and the third term cancels with part of the second boundary integral in (43). Which follows from rewriting the second boundary integral on the right-hand side of (43) with the help of the surface divergence Theorem 3.8,

$$
\begin{align*}
\int_{\Gamma}(\nabla \cdot \nabla \psi)(\xi-\tau \psi) \mathrm{d} \sigma= & \int_{\Gamma}\left[\nabla_{\Gamma} \cdot(\nabla \psi)+\nabla(\nabla \psi) \boldsymbol{n} \cdot \boldsymbol{n}\right](\xi-\tau \psi) \mathrm{d} \sigma \\
= & \int_{\Gamma}-\nabla_{\Gamma} \psi \cdot \nabla_{\Gamma}(\xi-\tau \psi)+(\xi-\tau \psi)(\nabla \psi \cdot \boldsymbol{n}) \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma \\
& +\int_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})(\xi-\tau \psi)-(\nabla \boldsymbol{n})^{T} \nabla \psi \cdot \boldsymbol{n}(\xi-\tau \psi) \mathrm{d} \sigma \\
= & \int_{\Gamma} \tau\left|\nabla_{\Gamma} \psi\right|^{2}-\nabla_{\Gamma} \psi \cdot \nabla_{\Gamma} \xi+(\xi-\tau \psi)^{2} \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma \\
& +\int_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})(\xi-\tau \psi)-(\nabla \boldsymbol{n})^{T} \nabla \psi \cdot \boldsymbol{n}(\xi-\tau \psi) \mathrm{d} \sigma \tag{45}
\end{align*}
$$

The first term again has a good sign, the second, third and last can be absorbed and the fourth cancels with the third term on the right-hand side of (44). We now turn to the third term on the right-hand side of (42) and proceed similarly. Integrating this term by parts two times, we obtain

$$
\begin{align*}
& \int_{\Omega}(\nabla \cdot \nabla \psi)(\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})) \mathrm{d} \boldsymbol{x} \\
&=-\int_{\Omega} \nabla \psi \cdot\left(\nabla \cdot(\nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d}))^{T}\right) \mathrm{d} \boldsymbol{x}+\int_{\Gamma} \nabla \psi \cdot \boldsymbol{n}(\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})) \mathrm{d} \sigma \\
&= \int_{\Omega} \nabla^{2} \psi:(\nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d}))^{T} \mathrm{~d} \boldsymbol{x}-\int_{\Gamma}\left((\nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d}))^{T} \boldsymbol{n}\right) \cdot \nabla \psi \mathrm{d} \sigma \\
&+\int_{\Gamma}(\xi-\tau \psi)(\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})) \mathrm{d} \sigma \tag{46}
\end{align*}
$$

All terms quadratic in the second derivative of $\psi$ in the matrix-scalar product have a good sign and the boundary integrals can partly be absorbed and partly cancel each other out. The following calculation shows that the terms quadratic in the second derivative of $\psi$ on the matrix-scalar product have a good sign. Using the symmetry of $\nabla^{2} \psi$ we have $\nabla^{2} \psi: A^{T}=\nabla^{2} \psi: A$ for any matrix $A$ and

$$
\nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})=(\boldsymbol{d} \cdot \nabla \psi) \nabla \boldsymbol{d}+\boldsymbol{d} \otimes\left(\nabla \boldsymbol{d}^{T} \nabla \psi\right)+\boldsymbol{d} \otimes\left(\nabla^{2} \psi \boldsymbol{d}\right)
$$

Thus we obtain

$$
\begin{align*}
\nabla^{2} \psi:(\nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d}))^{T} & =\nabla^{2} \psi: \nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d}) \\
& =\nabla^{2} \psi:\left(\boldsymbol{d} \otimes\left(\nabla^{2} \psi \boldsymbol{d}\right)+(\boldsymbol{d} \cdot \nabla \psi) \nabla \boldsymbol{d}+\boldsymbol{d} \otimes\left(\nabla \boldsymbol{d}^{T} \nabla \psi\right)\right) \\
& =\left|\nabla^{2} \psi \boldsymbol{d}\right|^{2}+\nabla^{2} \psi:\left((\boldsymbol{d} \cdot \nabla \psi) \nabla \boldsymbol{d}+\boldsymbol{d} \otimes\left(\nabla \boldsymbol{d}^{T} \nabla \psi\right)\right) \tag{47}
\end{align*}
$$

The first term on the right-hand side of (47) has a good sign and the second term can be handled by Young's inequality. We collect the lower order terms (l.o.t.) in

$$
\begin{equation*}
\text { l.o.t. } \Omega=(\varepsilon+\lambda) \nabla^{2} \psi:\left((\boldsymbol{d} \cdot \nabla \psi) \nabla \boldsymbol{d}+\boldsymbol{d} \otimes\left(\nabla \boldsymbol{d}^{T} \nabla \psi\right)\right) . \tag{48}
\end{equation*}
$$

We now turn to the boundary integrals on the right-hand side of (46). The first boundary term on the right-hand side of (46) can be rewritten as

$$
\begin{align*}
& -\int_{\Gamma}\left((\nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d}))^{T} \boldsymbol{n}\right) \cdot \nabla \psi \mathrm{d} \sigma=-\int_{\Gamma}\left[\nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d} \cdot \boldsymbol{n})-(\boldsymbol{d} \cdot \nabla \psi)(\nabla \boldsymbol{n})^{T} \boldsymbol{d}\right] \cdot \nabla \psi \mathrm{d} \sigma \\
& \quad=-\int_{\Gamma} \nabla_{\Gamma}((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d} \cdot \boldsymbol{n}) \cdot \nabla \psi+(\nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d} \cdot \boldsymbol{n}) \cdot \boldsymbol{n}) \boldsymbol{n} \cdot \nabla \psi-(\boldsymbol{d} \cdot \nabla \psi)(\nabla \boldsymbol{n})^{T} \boldsymbol{d} \cdot \nabla \psi \mathrm{~d} \sigma \\
& \quad=-\int_{\Gamma}(\nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d} \cdot \boldsymbol{n}) \cdot \boldsymbol{n})(\xi-\tau \psi)-(\boldsymbol{d} \cdot \nabla \psi)(\nabla \boldsymbol{n})^{T} \boldsymbol{d} \cdot \nabla \psi \mathrm{~d} \sigma \tag{49}
\end{align*}
$$

where we used the fact that $\boldsymbol{n} \cdot \boldsymbol{d}=0$ on $\Gamma$. For the second boundary term on the right-hand side of (46) we note

$$
\begin{align*}
\int_{\Gamma}(\xi-\tau \psi)(\nabla \cdot & ((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})) \mathrm{d} \sigma=\int_{\Gamma}(\xi-\tau \psi)\left[\nabla_{\Gamma} \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})+\nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d}) \boldsymbol{n} \cdot \boldsymbol{n}\right] \mathrm{d} \sigma \\
= & \int_{\Gamma}-\nabla_{\Gamma}(\xi-\tau \psi)((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})+(\xi-\tau \psi) \nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d} \cdot \boldsymbol{n}) \cdot \boldsymbol{n} \mathrm{d} \sigma \\
& -\int_{\Gamma}(\xi-\tau \psi)(\boldsymbol{d} \cdot \nabla \psi)(\nabla \boldsymbol{n})^{T} \boldsymbol{d} \cdot \boldsymbol{n} \mathrm{~d} \sigma \\
= & \int_{\Gamma} \tau\left|\nabla_{\Gamma} \psi \cdot \boldsymbol{d}\right|^{2}-\left(\nabla_{\Gamma} \xi \cdot \boldsymbol{d}\right)\left(\nabla_{\Gamma} \psi \cdot \boldsymbol{d}\right) \mathrm{d} \sigma \\
& +\int_{\Gamma}(\xi-\tau \psi) \nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d} \cdot \boldsymbol{n}) \cdot \boldsymbol{n}-(\xi-\tau \psi)(\boldsymbol{d} \cdot \nabla \psi)(\nabla \boldsymbol{n})^{T} \boldsymbol{d} \cdot \boldsymbol{n} \mathrm{~d} \sigma \tag{50}
\end{align*}
$$

where we again used the integration by parts rule on the boundary from Corollary 3.9, since the vector field $\boldsymbol{d}$ is indeed tangential there is no curvature term. The first term has a good sign, the second and last term can be absorbed and the third term cancels with the first term on the right-hand side of (49). We collect the lower order boundary terms of (44), (45), (49) and (50) in

$$
\begin{align*}
& \text { l.o.t. } \Gamma \\
& \quad+(\varepsilon+\lambda)\left((\boldsymbol{d} \cdot \nabla \psi)(\nabla \boldsymbol{n})^{T} \boldsymbol{d} \cdot \nabla \cdot \nabla_{\Gamma} \psi+(\nabla \boldsymbol{n})^{T} \nabla \psi \cdot \nabla \psi+(\xi-\tau \psi)^{2} \nabla_{\Gamma} \cdot \boldsymbol{n}-(\nabla \boldsymbol{n})^{T} \nabla \psi \cdot \boldsymbol{n}(\xi-\tau \psi)\right.  \tag{51}\\
& \left.\quad+\left(\nabla_{\Gamma} \xi \cdot \boldsymbol{d}\right)\left(\nabla_{\Gamma} \psi \cdot \boldsymbol{d}\right)-(\xi-\tau \psi)(\boldsymbol{d} \cdot \nabla \psi)(\nabla \boldsymbol{n})^{T} \boldsymbol{d} \cdot \boldsymbol{n}\right) .
\end{align*}
$$

Now, we turn to the volume integral of (41) with prefactor $\kappa$ to see that this gives a term with good sign for the third order derivatives of $\psi$.

$$
\begin{align*}
& -\int_{\Omega} \varepsilon(\boldsymbol{d}) \nabla \varphi \cdot \nabla(\nabla \cdot(\lambda(\boldsymbol{d}) \nabla \psi)) \mathrm{d} \boldsymbol{x}=\int_{\Omega} \nabla(\nabla \cdot(\varepsilon(\boldsymbol{d}) \nabla \psi)) \cdot \varepsilon(\boldsymbol{d}) \nabla(\nabla \cdot(\lambda(\boldsymbol{d}) \nabla \psi)) \mathrm{d} \boldsymbol{x} \\
= & \int_{\Omega}|\nabla(\Delta \psi)|_{\varepsilon(\boldsymbol{d})}^{2}+\varepsilon \lambda|\nabla(\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d}))|_{\varepsilon(\boldsymbol{d})}^{2}+(\varepsilon+\lambda) \nabla(\Delta \psi) \cdot \varepsilon(\boldsymbol{d}) \nabla(\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})) \mathrm{d} \boldsymbol{x} . \tag{52}
\end{align*}
$$

To see that the third term also gives a good sign for the critical order term we proceed as above, integrating by parts two times and estimating the occurring boundary term. This calculation is quite lengthy and uses the same technique
as above thus we perform it in the Appendix for thoroughness and for the interested reader. By Lemma 5.25 from the Appendix we have

$$
(\varepsilon+\lambda) \int_{\Omega} \nabla(\Delta \psi) \cdot \varepsilon(\boldsymbol{d}) \nabla(\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})) \mathrm{d} \boldsymbol{x}=(\varepsilon+\lambda) \int_{\Omega}\left|\nabla^{3} \psi \cdot \boldsymbol{d}\right|^{2}+\varepsilon\left|\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right) \boldsymbol{d}\right|^{2} \mathrm{~d} \boldsymbol{x}+\text { l.o.t }{ }_{\kappa} .
$$

Finally, we consider the boundary integral of (41),

$$
\begin{align*}
\kappa \int_{\Gamma} 2 \nabla \cdot & (\lambda(\boldsymbol{d}) \nabla \psi) \varepsilon(\boldsymbol{d}) \nabla \varphi \cdot \boldsymbol{n} \mathrm{d} \sigma \\
& =-2 \kappa \tau \int_{\Gamma} \nabla \cdot(\lambda(\boldsymbol{d}) \nabla \psi) \varphi \mathrm{d} \sigma=2 \kappa \tau \int_{\Gamma} \nabla \cdot(\lambda(\boldsymbol{d}) \nabla \psi) \nabla \cdot(\varepsilon(\boldsymbol{d}) \nabla \psi) \mathrm{d} \sigma \\
& =2 \kappa \tau \int_{\Gamma}|\Delta \psi|^{2}+\varepsilon \lambda|\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})|^{2}+(\varepsilon+\lambda) \Delta \psi \cdot(\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})) \mathrm{d} \sigma \tag{53}
\end{align*}
$$

Collecting the transformations from (41)-(53) we can rewrite (40)

$$
\begin{aligned}
\int_{\Omega} 2 \lambda(\boldsymbol{d}) & \left(\nabla c^{+}-\nabla c^{-}\right) \cdot \nabla \psi \mathrm{d} \boldsymbol{x}=2 \int_{\Omega}\left|\nabla^{2} \psi\right|^{2}+\varepsilon \lambda|\nabla \cdot((\nabla \psi \cdot \boldsymbol{d}) \boldsymbol{d})|^{2}+(\varepsilon+\lambda)\left|\nabla^{2} \psi \boldsymbol{d}\right|^{2} \mathrm{~d} \boldsymbol{x} \\
& +2 \kappa \int_{\Omega}|\nabla(\Delta \psi)|_{\varepsilon(\boldsymbol{d})}^{2}+\varepsilon \lambda|\nabla(\nabla \cdot((\nabla \psi \cdot \boldsymbol{d}) \boldsymbol{d}))|_{\varepsilon(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x} \\
& +2(\varepsilon+\lambda) \kappa \int_{\Omega}\left|\nabla^{3} \psi \cdot \boldsymbol{d}\right|^{2}+\varepsilon\left|\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right) \boldsymbol{d}\right|^{2} \mathrm{~d} \boldsymbol{x} \\
& +2 \tau \int_{\Gamma} 2\left|\nabla_{\Gamma} \psi\right|^{2}+(\varepsilon+\lambda)\left|\nabla \nabla_{\Gamma} \psi \cdot \boldsymbol{d}\right|^{2} \mathrm{~d} \sigma+2 \kappa \tau \int_{\Gamma}|\Delta \psi|^{2}+\varepsilon \lambda|\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})|^{2} \mathrm{~d} \sigma \\
& +2 \int_{\Gamma}\left(c^{+}-c^{-}\right)(\xi-\tau \psi) \mathrm{d} \sigma+2 \kappa \tau \int_{\Gamma}(\varepsilon+\lambda) \Delta \psi \nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d}) \mathrm{d} \sigma \\
& +\int_{\Omega} \text { l.o.t. } \Omega \mathrm{d} \boldsymbol{x}+\int_{\Gamma} \text { l.o.t. } \Gamma \mathrm{d} \sigma+\kappa \text { l.o.t. } \kappa
\end{aligned}
$$

Inserting this back into (39) we obtain

$$
\begin{align*}
& \int_{0}^{T_{\max }} \int_{\Omega} 4\left|\nabla \sqrt{c^{ \pm}}\right|_{\lambda(\boldsymbol{d})}^{2}+c^{ \pm}|\nabla \psi|_{\lambda(\boldsymbol{d})}^{2}+2\left|\nabla^{2} \psi\right|^{2}+2 \varepsilon \lambda|\nabla \cdot((\nabla \psi \cdot \boldsymbol{d}) \boldsymbol{d})|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \\
& +2 \int_{0}^{T_{\max }} \int_{\Omega}(\varepsilon+\lambda)\left|\nabla^{2} \psi \boldsymbol{d}\right|^{2}+\kappa|\nabla(\Delta \psi)|_{\varepsilon(\boldsymbol{d})}^{2}+\kappa \varepsilon \lambda|\nabla(\nabla \cdot((\nabla \psi \cdot \boldsymbol{d}) \boldsymbol{d}))|_{\varepsilon(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x} \\
& +2 \kappa(\varepsilon+\lambda) \int_{0}^{T_{\max }} \int_{\Omega}\left|\nabla^{3} \psi \cdot \boldsymbol{d}\right|^{2}+\varepsilon\left|\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right) \boldsymbol{d}\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \\
& +2 \tau \int_{0}^{T_{\max }} \int_{\Gamma} 2\left|\nabla_{\Gamma} \psi\right|^{2}+(\varepsilon+\lambda)\left|\nabla_{\Gamma} \psi \cdot \boldsymbol{d}\right|^{2} \mathrm{~d} \sigma \mathrm{~d} t \\
& +2 \kappa \tau \int_{0}^{T_{\text {max }}} \int_{\Gamma}|\Delta \psi|^{2}+\varepsilon \lambda|\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})|^{2} \mathrm{~d} \sigma \mathrm{~d} t \\
& \leq e^{t}\left(\mathcal{E}\left(\boldsymbol{v}_{0}, c_{0}^{ \pm}, \psi_{0}\right)+\kappa\left\|c^{ \pm}\right\|_{L^{2}(\Omega)}^{2}\right)+C e^{t}\left(\|\xi\|_{W^{1,2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}+\|\xi\|_{W^{1,1}\left(0, T_{\max } ; L^{\infty}(\Gamma)\right)}+T_{\max }\right) \\
& \underbrace{-2 \int_{0}^{T_{\max }} \int_{\Gamma}\left(c^{+}-c^{-}\right)(\xi-\tau \psi) \mathrm{d} \sigma \mathrm{~d} t}_{=: \mathrm{I}} \underbrace{-2 \kappa \tau \int_{0}^{T_{\max }} \int_{\Gamma}(\varepsilon+\lambda) \Delta \psi \nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d}) \mathrm{d} \sigma \mathrm{~d} t}_{=: \mathrm{II}} \\
& -\underbrace{2 \int_{0}^{T_{\max }} \int_{\Omega} \text { l.o.t. } \Omega \mathrm{d} \boldsymbol{x}+\int_{\Gamma} \text { l.o.t. } \Gamma \mathrm{d} \sigma+\kappa \text { l.o.t. }{ }_{\kappa} \mathrm{d} t}_{=: \text {III }} . \tag{54}
\end{align*}
$$

Now, we can start to estimate the right-hand side. For the boundary integral in I we use the trace estimate [14, Prop. 8.2], which gives us that for all $p \in[1, d)$ there exists $C>0$ such that for all $\delta>0$ and all $u \in W^{1, p}(\Omega)$

$$
\begin{equation*}
\|u\|_{L^{q}(\Gamma)} \leq \delta\|\nabla u\|_{L^{p}(\Omega)}+C\left(1+\frac{1}{\delta}\right)\|u\|_{L^{p}(\Omega)} \tag{55}
\end{equation*}
$$

holds, for $q \in\left[1, \frac{(d-1) p}{(d-p)}\right]$. Choosing $\delta=\left(C\left(\|\xi\|_{L^{\infty}\left(0, T_{\max } ; L^{\infty}(\Gamma)\right)}+\|\psi\|_{L^{\infty}\left(0, T_{\max } ; W^{1,2}(\Omega)\right)}\right)+1\right)^{-1 / 2}$ we obtain

$$
\begin{aligned}
|\mathrm{I}| \leq & 2 \int_{0}^{T_{\max }}\left\|c^{ \pm}\right\|_{L^{\frac{4}{3}}(\Gamma)}\|\xi-\tau \psi\|_{L^{4}(\Gamma)} \mathrm{d} t \\
\leq & C\left(\|\xi\|_{L^{\infty}\left(0, T_{\max } ; L^{\infty}(\Gamma)\right)}+\|\psi\|_{L^{\infty}\left(0, T_{\max } ; W^{1,2}(\Omega)\right)}\right) \int_{0}^{T_{\max }}\left\|\sqrt{c^{ \pm}}\right\|_{L^{\frac{8}{3}}(\Gamma)}^{2} \mathrm{~d} t \\
\leq & C\left(\|\xi\|_{L^{\infty}\left(0, T_{\max } ; L^{\infty}(\Gamma)\right)}+\|\psi\|_{L^{\infty}\left(0, T_{\max } ; W^{1,2}(\Omega)\right)}\right) \\
& \times \int_{0}^{T_{\max }} \delta^{2}\left\|\nabla \sqrt{c^{ \pm}}\right\|_{L^{2}(\Omega)}^{2}+C\left(1+\frac{1}{\delta^{2}}\right)\left\|\sqrt{c^{ \pm}}\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t \\
\text { Choice of } \delta & \int_{0}^{T_{\max }}\left\|\nabla \sqrt{c^{ \pm}}\right\|_{L^{2}(\Omega)}^{2}+C\left(1+\|\xi\|_{\left.L^{\infty}\left(0, T_{\max } ; L^{\infty}(\Gamma)\right)\right)}^{2}+\|\psi\|_{L^{\infty}\left(0, T_{\max } ; W^{1,2}(\Omega)\right)}^{2}\right)\left\|\sqrt{c^{ \pm}}\right\|_{L^{2}(\Omega)}^{2} \mathrm{~d} t \\
\leq & \left\|\sqrt{c^{ \pm}}\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2} \\
& +C\left(1+\|\xi\|_{\left.L^{\infty}\left(0, T_{\max } ; L^{\infty}(\Gamma)\right)\right)}^{2}+\|\psi\|_{L^{\infty}\left(0, T_{\max } ; W^{1,2}(\Omega)\right)}^{2}\right)\left\|\sqrt{c^{ \pm}}\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2}
\end{aligned}
$$

Next, we turn to the boundary integral in II, where we again use the trace estimate [14, Prop. 8.2], cf. (55) with $u=\Delta \psi$ and $\delta=\left(\frac{\varepsilon \lambda}{(\varepsilon+\lambda)^{2} \tau}\right)^{1 / 2}$. We find

$$
\begin{aligned}
|\mathrm{II}| & \leq \int_{\text {Young }}^{T_{\max }} \kappa \frac{(\varepsilon+\lambda)^{2} \tau}{2 \varepsilon \lambda}\|\Delta \psi\|_{L^{2}(\Gamma)}^{2}+2 \kappa \tau \varepsilon \lambda\|\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})\|_{L^{2}(\Gamma)}^{2} \mathrm{~d} t \\
& \leq \int_{0}^{T_{\max }} \frac{\kappa}{2}\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}+\kappa C(\varepsilon, \lambda, \tau)\|\Delta \psi\|_{L^{2}(\Omega)}^{2}+2 \kappa \tau \varepsilon \lambda\|\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})\|_{L^{2}(\Gamma)}^{2} \mathrm{~d} t
\end{aligned}
$$

The first term can be absorbed into the term $\kappa\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}$ on the left-hand side of (54), the second term can be absorbed into the good term of $\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2}$ on the left-hand side of (54) (without prefactor $\kappa$ ) using the smallness assumption of $\kappa$ and the last term can also be absorbed into the according term on the left-hand side of (54). Using Lemma 5.27 from the Appendix, we find

$$
\begin{aligned}
|\mathrm{III}| \leq C+\frac{\tau}{2}\left\|\nabla_{\Gamma} \psi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}+ & \tau \frac{\varepsilon+\lambda}{2}\left\|\nabla_{\Gamma} \psi \cdot \boldsymbol{d}\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2} \\
& \quad+\frac{7}{8}\left\|\nabla^{2} \psi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2}+\frac{\kappa}{2}\|\nabla(\Delta \psi)\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2}
\end{aligned}
$$

Putting the estimates for I - III together, we can rewrite (54) as

$$
\int_{0}^{T_{\max }} \int_{\Omega} 3\left|\nabla \sqrt{c^{ \pm}}\right|_{\lambda(\boldsymbol{d})}^{2}+c^{ \pm}|\nabla \psi|_{\lambda(\boldsymbol{d})}^{2}+\left|\nabla^{2} \psi\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \leq C
$$

This finishes our proof.

### 4.4 Limit passage

Lemma 4.7. For $\xi \in C^{1}\left([0, \infty) ; W^{3,2}(\Gamma)\right)$ and every $\kappa>0$ and all $T \in(0, \infty)$ there exists a unique weak solution to the regularized system (13).

The proof is conducted analogously to the proof of [24, Lem. 4.4].
Proof. Let $\bar{T}>0$ be such that we have a weak solution $\boldsymbol{v} \in C\left([0, \bar{T}], D\left(A_{2}^{1 / 2}\right)\right)$ to (13a) given by the fixed point of Lemma 4.4. By [36, Prop. 7.1.8] there exists a maximal interval of existence [ $0, T_{\max }$ ) for some $T_{\max }>\bar{T}$, such that there is a solution $\boldsymbol{v}$ on $[0, T]$ for all $T<T_{\max }$ and for $T_{\max }<\infty$ we have

$$
\lim _{t \nearrow T_{\max }}\|\boldsymbol{v}(t)\|_{D\left(A_{2}^{1 / 2}\right)} \nearrow \infty
$$

By the two energy inequalities from Proposition 4.5 and 4.6 we can infer the boundedness $\|\boldsymbol{v}(t)\|_{D\left(A_{2}^{1 / 2}\right)} \leq$ $C\left(T_{\max }\right)$ with $C\left(T_{\max }\right)<\infty$ for $T_{\max }<\infty$ and all $t \in\left[0, T_{\max }\right)$ by testing the Navier-Stokes equation (13a) with $A_{2}(\boldsymbol{v})$ and thus $T_{\max }=\infty$ follows. We now derive this bound of $\|\boldsymbol{v}(t)\|_{D\left(A_{2}^{1 / 2}\right)}$. By the energy inequalities (27) and (38) there exists a constant $C>0$ depending on initial values, the external field $\xi$ and the regularization coefficient $\kappa$, such that
$1 \boldsymbol{v}$ is bounded in $L^{\infty}\left(0, T_{\max } ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T_{\max } ; D\left(A_{2}^{1 / 2}\right)\right)$ by $C e^{T_{\max }}$.
$2 \sqrt{c^{ \pm}}$is bounded in $L^{\infty}\left(0, T_{\max } ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T_{\max } ; W^{1,2}(\Omega)\right)$ by $C e^{2 T_{\text {max }}}$. This implies that $c^{ \pm}$is bounded in $L^{2}\left(0, T_{\max } ; L^{\frac{3}{2}}(\Omega)\right)$ by $C e^{2 T_{\max }}$.

3 By elliptic $L^{1}$-regularity we have that $\psi$ is bounded in $L^{\infty}\left(0, T_{\max } ; W^{3, q}(\Omega)\right)$ for all $q \in\left[1, \frac{3}{2}\right)$ and thus $\nabla \psi$ is bounded in $L^{\infty}\left(0, T_{\max } ; L^{q}(\Omega)\right)$ for all $q \in[1, \infty)$ by $C e^{2 T_{\max }}$.

Using these bounds and the $L^{p}$-realization of the fractional power Stokes operator, cf. Definition 3.2, Lemma 2 and Lemma 3.1, we obtain

$$
\begin{aligned}
& \left\|R_{\kappa}^{1 / 2}\left(P\left(\left(c^{+}-c^{-}\right) \nabla \psi\right)\right)\right\|_{L^{2}(\Omega \times(0, T))} \leq C\left\|R_{\kappa}^{1 / 2}\left(P\left(\left(c^{+}-c^{-}\right) \nabla \psi\right)\right)\right\|_{L^{2}\left(0, T ; W^{1, \frac{6}{5}}(\Omega)\right)} \\
& \leq C(\kappa)\left\|\left(c^{+}-c^{-}\right) \nabla \psi\right\|_{L^{2}\left(0, T ; L^{\left.\frac{6}{5}(\Omega)\right)}\right.} \leq C(\kappa)\left\|c^{ \pm}\right\|_{L^{2}\left(0, T ; L^{3 / 2}(\Omega)\right)}\|\nabla \psi\|_{L^{\infty}\left(0, T ; L^{6}(\Omega)\right)} \leq C(\kappa) e^{4 T_{\max }}
\end{aligned}
$$

and

$$
\left\|\nabla \boldsymbol{v} R_{\kappa}(\boldsymbol{v})\right\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)} \leq C\|\nabla \boldsymbol{v}\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\left\|R_{\kappa}(\boldsymbol{v})\right\|_{L^{\infty}(\Omega \times(0, T))} \leq C(\kappa) e^{2 T_{\max }}
$$

Now, we test the regularized Navier-Stokes equation (13a) with $A_{2}(\boldsymbol{v})$. This is indeed an admissible test function by the maximal $L^{p}$-regularity of the Stokes operator, cf. [56, Thm. 4.2]. Thus we find, using Young's inequality, that

$$
\begin{aligned}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\nabla \boldsymbol{v}\|_{L^{2}(\Omega)}^{2} & \leq C\left(\left\|\nabla \boldsymbol{v} R_{\kappa}(\boldsymbol{v})\right\|_{L^{2}(\Omega)}^{2}+\left\|R_{\kappa}^{1 / 2}\left(P\left(\left(c^{+}-c^{-}\right) \nabla \psi\right)\right)\right\|_{L^{2}(\Omega)}^{2}\right) \\
& \leq C\left(\|\nabla \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\left\|R_{\kappa}(\boldsymbol{v})\right\|_{L^{\infty}(\Omega)}^{2}+\left\|R_{\kappa}^{1 / 2}\left(P\left(\left(c^{+}-c^{-}\right) \nabla \psi\right)\right)\right\|_{W^{1,6 / 5}(\Omega)}^{2}\right) \\
& \leq C(\kappa)\left(\|\nabla \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+\left\|\left(c^{+}-c^{-}\right) \nabla \psi\right\|_{L^{6 / 5}(\Omega)}^{2}\right) \\
& \leq C(\kappa)\left(\|\nabla \boldsymbol{v}\|_{L^{2}(\Omega)}^{2}\|\boldsymbol{v}\|_{L^{2}(\Omega)}^{2}+\left\|c^{ \pm}\right\|_{L^{3 / 2}(\Omega)}^{2}\|\nabla \psi\|_{L^{6}(\Omega)}^{2}\right)
\end{aligned}
$$

Integrating over $(0, t)$, we find

$$
\begin{aligned}
\|\nabla \boldsymbol{v}(t)\|_{L^{2}(\Omega)}^{2} \leq & C(\kappa)\left(\|\nabla \boldsymbol{v}\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}^{2}\|\boldsymbol{v}\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|c^{ \pm}\right\|_{L^{2}\left(0, T ; L^{3 / 2}(\Omega)\right)}^{2}\|\nabla \psi\|_{L^{\infty}\left(0, T ; L^{6}(\Omega)\right)}^{2}\right) \\
& +\left\|\nabla \boldsymbol{v}_{0}\right\|_{L^{2}(\Omega)}^{2} \leq C(\kappa) e^{C T_{\max }}<\infty
\end{aligned}
$$

for all $T_{\max }<\infty$ and thus the global existence of a regularized solution to (13) follows.

Proposition 4.8. Let $\left\{\boldsymbol{d}_{\kappa}\right\} \subseteq W^{4, \infty}(\Omega)$ and $\{\kappa\}$ be sequences with $\kappa>0$ and $\kappa \searrow 0$ such that $\boldsymbol{d}_{\kappa} \cdot \boldsymbol{n}=0$ on $\Gamma, \boldsymbol{d}_{\kappa} \rightarrow \boldsymbol{d}$ pointwise almost everywhere and strongly in $L^{\infty}(\Omega)$ and $\nabla \boldsymbol{d}_{\kappa} \rightharpoonup^{*} \nabla \boldsymbol{d}$ in $L^{\infty}(\Omega)$ and

$$
\begin{equation*}
C \kappa\left(1+\left\|\boldsymbol{d}_{\kappa}\right\|_{W^{2, \infty}(\Omega)}^{2}\right) \leq 1 / 32 \tag{56}
\end{equation*}
$$

Additionally, take $\left\{c_{0 \kappa}^{ \pm}\right\} \subseteq L_{+}^{2}(\Omega) \cap W^{1,2}(\Omega)$ and $\left\{\boldsymbol{v}_{0 \kappa}\right\} \subseteq D\left(A_{2}\right)$ to be such that

$$
\begin{align*}
& c_{0 \kappa}^{ \pm} \rightarrow c_{0}^{ \pm} \text {in } L_{+}^{2}(\Omega)  \tag{57a}\\
& \boldsymbol{v}_{0 \kappa} \rightarrow \boldsymbol{v}_{0} \text { in } L_{\sigma}^{2}(\Omega) \tag{57b}
\end{align*}
$$

and $\left\{\xi_{\kappa}\right\} \subseteq C^{\infty}([0, T]) \otimes C^{\infty}(\Gamma)$ such that $\xi_{\kappa} \rightarrow \xi$ in $W^{1,2}\left(0, T ; W^{2,2}(\Gamma)\right)$. Then there exists a subsequence of global weak solution to (13), from Lemma 4.7, which we call $\left(\boldsymbol{v}_{\kappa}, c_{\kappa}^{ \pm}, \psi_{\kappa}\right)$ such that

$$
\begin{align*}
\psi_{0 \kappa} & \rightarrow \psi_{0} & & \text { in } W^{1,2}(\Omega),  \tag{58a}\\
\boldsymbol{v}_{\kappa} & \rightharpoonup \boldsymbol{v} & & \text { in } L^{2}\left(0, T ; W_{\sigma}^{1,2}(\Omega)\right),  \tag{58b}\\
\boldsymbol{v}_{\kappa} & \rightarrow \boldsymbol{v} & & \text { in } C_{w}\left([0, T] ; L_{\sigma}^{2}(\Omega)\right),  \tag{58c}\\
\boldsymbol{v}_{\kappa} & \rightarrow \boldsymbol{v} & & \text { in } L^{2}\left(0, T ; L_{\sigma}^{2}(\Omega)\right),  \tag{58d}\\
\sqrt{c_{\kappa}^{ \pm}} & \rightharpoonup \sqrt{c^{ \pm}} & & \text {in } L^{2}\left(0, T ; W^{1,2}(\Omega)\right),  \tag{58e}\\
c_{\kappa}^{ \pm} & \rightarrow c^{ \pm} & & \text {in } L^{5 / 3}(\Omega \times(0, T)) \cap L^{1}\left(0, T ; L^{p}(\Omega)\right) \text { for all } p \in[1,3),  \tag{58f}\\
\nabla c_{\kappa}^{ \pm} & \rightharpoonup \nabla c^{ \pm} & & \text {in } L^{5 / 4}(\Omega \times(0, T)),  \tag{58g}\\
c_{\kappa}^{ \pm} & \rightharpoonup c^{ \pm} & & \text {in } W^{1,10 / 9}\left(0, T ; W^{-1,10 / 9}(\Omega)\right),  \tag{58h}\\
c_{\kappa}^{ \pm}(t) & \rightharpoonup c^{ \pm}(t) & & \text { in } L^{1}(\Omega) \text { for all } t \in[0, T],  \tag{58i}\\
\psi_{\kappa}(t) & \rightharpoonup \psi(t) & & \text { in } W^{1,2}(\Omega) \text { for all } t \in[0, T],  \tag{58j}\\
\psi_{\kappa} & \rightharpoonup \psi & & \text { in } L^{2}\left(0, T ; W^{2,2}(\Omega)\right),  \tag{58k}\\
\sqrt{c_{\kappa}^{ \pm} \nabla \psi_{\kappa}} & \rightharpoonup \sqrt{c^{ \pm}} \nabla \psi & & \text { in } L^{2}\left(0, T ; L^{2}(\Omega)\right), \tag{58ا}
\end{align*}
$$

for $\kappa \searrow 0$, whose limit fulfills the weak formulation (5)-(7) for all $t \in[0, T]$.
Remark 6 (Existence of a regularizing sequence for the director field). The existence of a sequence $\left\{\boldsymbol{d}_{\kappa}\right\}$ fulfilling the properties assumed in Proposition 4.8 can be proven via a standard mollification, [20, Sec. C.4]. In [20, Sec. 5.3.3] the density of $C^{\infty}(\bar{\Omega})$ in $W^{1, p}(\Omega)$ for all $p \in[1, \infty)$ is proven. A straight forward calculation proves that the approximating sequence given in the proof there also fulfills the convergence $\nabla \boldsymbol{d}_{\kappa} \rightharpoonup^{*} \nabla \boldsymbol{d}$ in $L^{\infty}(\Omega)$. The standard mollification can be altered, to ensure that all elements of the approximating sequence already fulfill the boundary condition, that is $\boldsymbol{d}_{\kappa} \cdot \boldsymbol{n}=0$ on $\Gamma$ for all $\kappa$. The existence of a sequence $\left\{\xi_{\kappa}\right\}$ with the properties from the lemma follows from the density of $C^{\infty}(\Gamma)$ in $W^{2,2}(\Gamma)$, cf. [35, Sec. 4.3], then [49, Thm. 5.12] gives the density of $C^{\infty}([0, T]) \otimes C^{\infty}(\Gamma)$ in $W^{1,2}\left(0, T ; W^{2,2}(\Gamma)\right)$.

Proof. Let $\tilde{\varphi}_{0 \kappa}$ be the solution to

$$
\begin{align*}
\tilde{\varphi}-\kappa \nabla \cdot(\varepsilon(\boldsymbol{d}) \nabla \tilde{\varphi}) & =c_{0 \kappa}^{+}-c_{0 \kappa}^{-} \text {in } \Omega  \tag{59a}\\
\varepsilon(\boldsymbol{d}) \nabla \tilde{\varphi} \cdot \boldsymbol{n}+\tau \tilde{\varphi} & =0 \text { on } \Gamma . \tag{59b}
\end{align*}
$$

Then by Lemma 3.1, item 1, we have $\tilde{\varphi}_{0 \kappa} \rightarrow c_{0}^{+}-c_{0}^{-}$as $\kappa \rightarrow 0$. Note, that here we took $A$ from Lemma 3.1 to be $\nabla \cdot(\varepsilon(\boldsymbol{d}) \nabla \cdot)$, and thus independent of $\boldsymbol{d}_{\kappa}$. Thus the lemma is indeed applicable. To find the convergence of $\varphi_{0 \kappa}$, the solution to

$$
\begin{align*}
\varphi-\kappa \nabla \cdot\left(\varepsilon\left(\boldsymbol{d}_{\kappa}\right) \nabla \varphi\right) & =c_{0 \kappa}^{+}-c_{0 \kappa}^{-} \text {in } \Omega  \tag{60a}\\
\varepsilon\left(\boldsymbol{d}_{\kappa}\right) \nabla \varphi \cdot \boldsymbol{n}+\tau \varphi & =0 \text { on } \Gamma . \tag{60b}
\end{align*}
$$

to $c_{0}^{+}-c_{0}^{-}$, we show that $\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}$ goes to zero. With that, the convergence $\varphi_{0 \kappa} \rightarrow c_{0}^{+}-c_{0}^{-}$follows by the triangle inequality. We now show $\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa} \rightarrow 0$, by subtracting (59a), the equation for $\tilde{\varphi}_{0 \kappa}$, from the equation (60a) for $\varphi_{0 \kappa}$ and testing with the difference $\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}$, which yields

$$
\begin{aligned}
\int_{\Omega} \mid \varphi_{0 \kappa}- & \left.\tilde{\varphi}_{0 \kappa}\right|^{2} \mathrm{~d} \boldsymbol{x}+\kappa \int_{\Omega}\left(\varepsilon\left(\boldsymbol{d}_{\kappa}\right) \nabla \varphi_{0 \kappa}-\varepsilon(\boldsymbol{d}) \nabla \tilde{\varphi}_{0 \kappa}\right) \cdot \nabla\left(\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}\right) \mathrm{d} \boldsymbol{x}+\tau \int_{\Gamma}\left|\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}\right|^{2} \mathrm{~d} \sigma \\
= & \int_{\Omega}\left|\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}\right|^{2} \mathrm{~d} \boldsymbol{x}+\tau \int_{\Gamma}\left|\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}\right|^{2} \mathrm{~d} \sigma+\kappa \int_{\Omega}\left|\nabla\left(\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}\right)\right|_{\varepsilon\left(\boldsymbol{d}_{\kappa)}\right)}^{2} \mathrm{~d} \boldsymbol{x} \\
& +\kappa \int_{\Omega}\left(\varepsilon\left(\boldsymbol{d}_{\kappa}\right)-\varepsilon(\boldsymbol{d})\right) \nabla \tilde{\varphi}_{0 \kappa} \cdot \nabla\left(\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}\right) \mathrm{d} \boldsymbol{x}=0
\end{aligned}
$$

Using Young's inequality on the last term and the estimate

$$
\kappa\left\|\nabla \tilde{\varphi}_{0 \kappa}\right\|_{L^{2}(\Omega)}^{2} \leq\left\|c_{0 \kappa}^{ \pm}\right\|_{L^{2}(\Omega)}^{2}
$$

which follows simply by testing (59a) with $\tilde{\varphi}_{0 \kappa}$, we can estimate

$$
\begin{align*}
\int_{\Omega}\left|\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}\right|^{2} \mathrm{~d} \boldsymbol{x} & +\tau \int_{\Gamma}\left|\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}\right|^{2} \mathrm{~d} \sigma+\kappa \int_{\Omega}\left|\nabla\left(\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}\right)\right|_{\varepsilon\left(\boldsymbol{d}_{\kappa}\right)}^{2} \mathrm{~d} \boldsymbol{x} \\
& \leq \frac{\kappa}{2}\left\|\left(\varepsilon\left(\boldsymbol{d}_{\kappa}\right)-\varepsilon(\boldsymbol{d})\right) \nabla \tilde{\varphi}_{0 \kappa}\right\|_{L^{2}(\Omega)}^{2}+\frac{\kappa}{2}\left\|\nabla\left(\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}\right)\right\|_{L^{2}(\Omega)}^{2} \\
& \leq \frac{1}{2}\left\|\varepsilon\left(\boldsymbol{d}_{\kappa}\right)-\varepsilon(\boldsymbol{d})\right\|_{L^{\infty}(\Omega)}^{2}\left\|c_{0 \kappa}^{ \pm}\right\|_{L^{2}(\Omega)}^{2}+\frac{\kappa}{2}\left\|\nabla\left(\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa}\right)\right\|_{L^{2}(\Omega)}^{2} \tag{61}
\end{align*}
$$

The first term on the right-hand side goes to zero by the boundedness of $\left\|c_{0 \kappa}^{ \pm}\right\|_{L^{2}(\Omega)}^{2}$ and the strong convergence of $\boldsymbol{d}_{\kappa}$ in $L^{\infty}(\Omega)$ and the second term can be absorbed into the left-hand side. Thus we get $\varphi_{0 \kappa}-\tilde{\varphi}_{0 \kappa} \rightarrow 0$ and

$$
\begin{equation*}
\varphi_{0 \kappa} \rightarrow c_{0}^{+}-c_{0}^{-} \text {in } L^{2}(\Omega) \tag{62}
\end{equation*}
$$

Now we turn to the convergence in (58a). Let $\psi_{0}$ be the solution to (2d) with right-hand side $c_{0}^{+}-c_{0}^{-}$. Subtraction the equation for $\psi_{0}$ and $\psi_{0 \kappa}$ and testing with the difference, we obtain by Young's inequality

$$
\begin{align*}
\left\|\psi_{0}-\psi_{0 \kappa}\right\|_{W^{1,2}(\Omega)}^{2} \leq & C\left(\int_{\Omega}\left|\nabla\left(\psi_{0}-\psi_{0 \kappa}\right)\right|_{\varepsilon\left(\boldsymbol{d}_{\kappa}\right)}^{2} \mathrm{~d} \boldsymbol{x}+\tau \int_{\Gamma}\left|\psi_{0}-\psi_{0 \kappa}\right|^{2} \mathrm{~d} \sigma\right) \\
\leq & C \int_{\Omega}\left(\varepsilon\left(\boldsymbol{d}_{\kappa}\right)-\varepsilon(\boldsymbol{d})\right) \nabla \psi_{0} \cdot \nabla\left(\psi_{0}-\psi_{0 \kappa}\right)+\left(c_{0}^{+}-c_{0}^{-}-\varphi_{0 \kappa}\right)\left(\psi_{0}-\psi_{0 \kappa}\right) \mathrm{d} \boldsymbol{x} \\
& +C \int_{\Gamma}\left(\xi-\xi_{\kappa}\right)\left(\psi-\psi_{\kappa}\right) \mathrm{d} \sigma \\
\leq & C\left(\left\|\left(\varepsilon\left(\boldsymbol{d}_{\kappa}\right)-\varepsilon(\boldsymbol{d})\right) \nabla \psi_{0}\right\|_{L^{2}(\Omega)}^{2}+\left\|c_{0}^{+}-c_{0}^{-}-\varphi_{0 \kappa}\right\|_{L^{2}(\Omega)}^{2}+\left\|\xi-\xi_{\kappa}\right\|_{L^{2}(\Gamma)}^{2}\right) \\
& +\delta\left\|\psi_{0}-\psi_{0 \kappa}\right\|_{W^{1,2}(\Omega)}^{2} \tag{63}
\end{align*}
$$

for all $\delta>0$. Thus, we can absorb the second term on the right-hand side into the left-hand side and by the strong convergence of $\varphi_{0 \kappa}$, cf. (62), the boundedness of $\left\|\nabla \psi_{0}\right\|_{L^{2}(\Omega)} \leq C\left\|c_{0}^{ \pm}\right\|_{L^{2}(\Omega)}$, which follows by a simple testing, the strong convergence of $\boldsymbol{d}_{\kappa}$ in $L^{\infty}(\Omega)$, and the strong convergence of $\xi_{\kappa}$ in $W^{1,2}\left(0, T ; L^{2}(\Gamma)\right)$ the first term on right-hand side goes to zero and we find (58a).

The right-hand side of the first energy inequality, cf. (27), can be bounded independently of $\kappa$. This can be seen by

$$
\begin{align*}
& \mid \mathcal{E}_{\mathrm{reg}}\left(\boldsymbol{v}_{0 \kappa}, c_{0 \kappa}^{ \pm},\right.
\end{aligned} \begin{aligned}
& \left.\psi_{0 \kappa}\right) \mid \\
&  \tag{64}\\
& \quad \leq C\left(\left\|\boldsymbol{v}_{0 \kappa}\right\|_{L^{2}(\Omega)}^{2}+(1+\kappa)\left\|c_{0 \kappa}^{ \pm}\right\|_{L^{2}(\Omega)}^{2}+\left(1+\left\|\boldsymbol{d}_{\kappa}\right\|_{L^{\infty}(\Omega)}^{2}\right)\left\|\psi_{0 \kappa}\right\|_{W^{1,2}(\Omega)}^{2}\right) \leq C,
\end{align*}
$$

with $C>0$ independent of $\kappa$, since convergent sequences are bounded, where we used the elliptic estimate for the Robin Laplacian in $L^{2}(\Omega)$, cf. Lemma 3.5 and Lemma 3.1, and the fact that

$$
\begin{equation*}
\left\{\xi_{\kappa}\right\} \text { is bounded in } W^{1,2}\left(0, T ; L^{\infty}(\Gamma)\right) \tag{65}
\end{equation*}
$$

independently from $\kappa$. This boundedness follows from the fact that $\left\{\xi_{\kappa}\right\}$ is bounded in $W^{1,2}\left(0, T ; W^{2,2}(\Gamma)\right)$, since it is convergent in that space, and from the embedding $W^{2,2}(\Gamma) \hookrightarrow L^{\infty}(\Gamma)$, cf. [12, Thm. 3.81]. Thus we have the boundedness of $\left\{\boldsymbol{v}_{\kappa}\right\}$ in

$$
\begin{equation*}
\mathbb{V}:=L^{\infty}\left(0, T ; L_{\sigma}^{2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \hookrightarrow L^{\frac{10}{3}}(\Omega \times(0, T)) \tag{66}
\end{equation*}
$$

where the embedding is a simple consequence of Hölder's and Sobolev's inequality. By the boundedness of $\left\{\boldsymbol{v}_{\kappa}\right\}$ in the space $\mathbb{V}$ the weak convergence (58b) follows directly. We use an Aubin-Lions Lemma to deduce the strong $L^{2}(\Omega \times(0, T))$-convergence of $\left\{\boldsymbol{v}_{\kappa}\right\}$. To get an estimate for the time derivative of $\left\{\boldsymbol{v}_{\kappa}\right\}$ we use the equation (13a) and write

$$
\begin{equation*}
\left.\partial_{t} \boldsymbol{v}_{\kappa}=-A_{2} \boldsymbol{v}_{\kappa}-P\left(\left(R_{\kappa}\left(\boldsymbol{v}_{\kappa}\right) \cdot \nabla\right) \boldsymbol{v}_{\kappa}\right)\right)-P\left(R_{\kappa}^{1 / 2}\left(\left(c_{\kappa}^{+}-c_{\kappa}^{-}\right) \nabla \psi_{\kappa}\right)\right) \tag{67}
\end{equation*}
$$

The first term on the right-hand side is bounded in $L^{2}\left(0, T ; W^{-1,2}(\Omega)\right)$ and the second term is bounded in $L^{5 / 4}\left(0, T ; L^{5 / 4}(\Omega)\right)$, which we will prove below. Over all the right-hand side is bounded in $L^{5 / 4}\left(0, T ; W^{-1,2}(\Omega)\right)$. Using the compact Aubin-Lions embedding

$$
L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \cap W^{1,5 / 4}\left(0, T ; W^{-1,2}(\Omega)\right) \hookrightarrow \hookrightarrow L^{2}\left(0, T ; L^{2}(\Omega)\right)
$$

we obtain the strong convergence (58d). The boundedness of $\left\{\boldsymbol{v}_{\kappa}\right\}$ in $L^{\infty}\left(0, T ; L^{2}(\Omega)\right.$ from the energy inequality (27) together with [15, Prop. 4.9], gives (58c), at least along a subsequence. We now show that second term on the right-hand side of (67) is indeed bounded in $L^{5 / 4}(\Omega \times(0, T))$ independently of $\kappa$,

$$
\begin{aligned}
&\left.\| P\left(\left(R_{\kappa}\left(\boldsymbol{v}_{\kappa}\right) \cdot \nabla\right) \boldsymbol{v}_{\kappa}\right)\right) \|_{L^{5 / 4}(\Omega \times(0, T))} \underset{\text { Hölder }}{\leq}\left\|\nabla \boldsymbol{v}_{\kappa}\right\|_{L^{2}(\Omega \times(0, T))}\left\|R_{\kappa}\left(\boldsymbol{v}_{\kappa}\right)\right\|_{L^{10 / 3}(\Omega \times(0, T))} \\
& \stackrel{\leq}{\text { Lem. } 3.1}
\end{aligned} C\left\|\nabla \boldsymbol{v}_{\kappa}\right\|_{L^{2}(\Omega \times(0, T))}\left\|\boldsymbol{v}_{\kappa}\right\|_{L^{10 / 3}(\Omega \times(0, T))} \underset{(66)}{\leq} C .
$$

Next, we estimate the third term on the right-hand side of (67)

$$
\begin{aligned}
\left\|R_{\kappa}^{1 / 2}\left(P\left(\left(c_{\kappa}^{+}-c_{\kappa}^{-}\right) \nabla \psi_{\kappa}\right)\right)\right\|_{\left.L^{5 / 4}(\Omega \times(0, T))\right)} & \underset{\text { Lem. 3.1 }}{\leq} C\left\|\left(c_{\kappa}^{+}-c_{\kappa}^{-}\right) \nabla \psi_{\kappa}\right\|_{L^{5 / 4}(\Omega \times(0, T))} \\
& \underset{\text { Hölder }}{\leq} C\left\|\sqrt{c_{\kappa}^{ \pm}}\right\|_{L^{\frac{10}{3}}(\Omega \times(0, T))}\left\|\sqrt{c_{\kappa}^{ \pm}} \nabla \psi_{\kappa}\right\|_{L^{2}(\Omega \times(0, T))},
\end{aligned}
$$

by the energy estimates (27) and (38) the right-hand side is bounded, since by these estimates we have that $\left\{\sqrt{c_{\kappa}^{ \pm}}\right\}$is bounded in

$$
\begin{equation*}
\mathbb{W}:=L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \hookrightarrow L^{10 / 3}(\Omega \times(0, T)) \tag{68}
\end{equation*}
$$

We finished proving that the second term on the right-hand side of (67) is bounded in $L^{5 / 4}(\Omega \times(0, T))$ and thus we have proven the strong convergence in (58d). With this strong convergence we can deduce $R_{\kappa}\left(\boldsymbol{v}_{\kappa}\right) \rightarrow \boldsymbol{v}_{\kappa}$ and $R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{\kappa}\right) \rightarrow \boldsymbol{v}_{\kappa}$ in $L^{2}(\Omega \times(0, T))$ by Lemma 3.1.
From the boundedness of $\left\{\sqrt{c_{\kappa}^{ \pm}}\right\}$in (68) and the equation $\nabla c_{\kappa}^{ \pm}=2 \sqrt{c_{\kappa}^{ \pm}} \nabla \sqrt{c_{\kappa}^{ \pm}}$, we infer the estimate,

$$
\begin{equation*}
\left\|\nabla c_{\kappa}^{ \pm}\right\|_{L^{5 / 4}(\Omega \times(0, T))} \leq 2\left\|\sqrt{c_{\kappa}^{ \pm}}\right\|_{L^{10 / 3}(\Omega \times(0, T))}\left\|\nabla \sqrt{c_{\kappa}^{ \pm}}\right\|_{L^{2}(\Omega \times(0, T))} \leq C \tag{69}
\end{equation*}
$$

Using the equation (13c), we may estimate the time derivative $\partial_{t} c_{\kappa}^{ \pm}$via

$$
\begin{aligned}
\left\|\partial_{t} c_{\kappa}^{ \pm}\right\|_{L^{10 / 9}\left(0, T ; W^{-1,10 / 9}(\Omega)\right)} \leq & \left\|-R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{\kappa}\right) c_{\kappa}^{ \pm}+\lambda\left(\boldsymbol{d}_{\kappa}\right)\left(\nabla c_{\kappa}^{ \pm} \pm c_{\kappa}^{ \pm} \nabla \psi_{\kappa}\right)\right\|_{L^{10 / 9}(\Omega \times(0, T))} \\
\leq & \left\|R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{\kappa}\right)\right\|_{L^{10 / 3}(\Omega \times(0, T))}\left\|\sqrt{c_{\kappa}^{ \pm}}\right\|_{L^{10 / 3}(\Omega \times(0, T))}^{2} \\
& +C\left\|\lambda\left(\boldsymbol{d}_{\kappa}\right)\right\|_{L^{\infty}(\Omega)}\left\|\nabla c_{\kappa}^{ \pm}\right\|_{L^{5 / 4}(\Omega \times(0, T))} \\
& +C\left\|\lambda\left(\boldsymbol{d}_{\kappa}\right)\right\|_{L^{\infty}(\Omega)}\left\|\sqrt{c_{\kappa}^{ \pm}}\right\|_{L^{\frac{10}{3}}(\Omega \times(0, T))}\left\|\sqrt{c_{\kappa}^{ \pm}} \nabla \psi_{\kappa}\right\|_{L^{2}(\Omega \times(0, T))}
\end{aligned}
$$

Hence, we infer that $\left\{c_{\kappa}^{ \pm}\right\}$is bounded in

$$
\begin{equation*}
W^{1,10 / 9}\left(0, T ; W^{-1,10 / 9}(\Omega)\right) \cap L^{5 / 4}\left(0, T ; W^{1,5 / 4}(\Omega)\right) \hookrightarrow \hookrightarrow L^{5 / 4}\left(0, T ; L^{5 / 4}(\Omega)\right) \tag{70}
\end{equation*}
$$

due to the Aubin-Lions theorem. From the a priori estimate providing the boundedness of $\left\{c_{\kappa}^{ \pm}\right\}$in

$$
L^{\infty}\left(0, T ; L^{1}(\Omega)\right) \cap L^{1}\left(0, T ; L^{3}(\Omega)\right) \hookrightarrow L^{5 / 3}(\Omega \times(0, T)),
$$

we infer $c_{\kappa}^{ \pm} \rightarrow c^{ \pm}$in $L^{p}(\Omega \times(0, T))$ for $p<\frac{5}{3}$ as well as $c_{\kappa}^{ \pm} \rightarrow c^{ \pm}$in $L^{1}\left(0, T ; L^{r}(\Omega)\right)$ for $r<3$. This strong convergence and Lebesgue's theorem of dominated convergence provides that $\sqrt{c_{\kappa}^{ \pm}} \rightarrow \sqrt{c^{ \pm}}$in $L^{q}(\Omega \times(0, T))$ for $q<\frac{10}{3}$. The bound of the time derivative of $\left\{c_{\kappa}^{ \pm}\right\}$additionally gives us the convergence (58h). The embedding $W^{1,10 / 9}\left(0, T ; W^{-1,10 / 9}(\Omega)\right) \hookrightarrow C_{w}\left(0, T ; W^{-1,10 / 9}(\Omega)\right)$ even implies the point wise convergence

$$
\begin{equation*}
c_{\kappa}^{ \pm}(t) \rightharpoonup c^{ \pm}(t) \text { in } W^{-1,10 / 9}(\Omega) \text { for all } t \in[0, T] \tag{71}
\end{equation*}
$$

By the regularized energy (27), which holds for all $t \in[0, T]$, we obtain for all $t \in[0, T]$ uniform (in $\kappa$ ) boundedness of $c_{\kappa}^{ \pm}(t)$ and $c_{\kappa}^{ \pm}(t) \ln c_{\kappa}^{ \pm}(t)$ in $L^{1}(\Omega)$ and by the de la Vallé-Poussin theorem, [33, Thm. B.104], we can extract a weakly convergent sequence such that $c_{\kappa}^{ \pm}(t) \rightharpoonup a(t)$ in $L^{1}(\Omega)$. With the help of the convergence (71) we can identify $a(t)=c(t)$ and thus we obtain (58i). By the regularized energy inequality we also obtain $\psi_{\kappa}(t) \rightharpoonup \chi(t)$ in $W^{1,2}(\Omega)$ for all $t \in[0, T]$ and by the convergence (58i) we can identify $\chi(t)=\psi(t)$ through the equation and thus we obtain (58j).
Finally, we turn our attention to $\left\{\psi_{\kappa}\right\}$. By the boundedness of $\sqrt{c_{\kappa}^{ \pm}} \nabla \psi_{\kappa}$ in $L^{2}\left(0, T ; L^{2}(\Omega)\right)$, by the second energy inequality (38), we find $\sqrt{c_{\kappa}^{ \pm}} \nabla \psi_{\kappa} \rightharpoonup \sqrt{c^{ \pm}} \nabla \psi$ in $L^{2}\left(0, T ; L^{2}(\Omega)\right)$ which gives (58I). From the second energy inequality (38) we also find $\psi_{\kappa} \rightharpoonup \psi$ in $L^{2}\left(0, T ; W^{2,2}(\Omega)\right)$.
With the continuity properties of $R_{\kappa}$ and $R_{\kappa}^{1 / 2}$, cf. Lemma 3.1, the convergences (58) are enough to pass to the limit in the weak formulation of (13) and thus the limit is a weak solution to (2). We only show the proof of the convergence of the nonlinear terms, as the convergence of the linear terms is straight forward. By the strong convergence of $R_{\kappa}\left(\boldsymbol{v}_{\kappa}\right)$ in $L^{2}(\Omega \times(0, T))$ and the weak convergence of $\nabla \boldsymbol{v}_{\kappa}$ in $L^{2}(\Omega \times(0, T))$ we get the weak convergence of $\left(R_{\kappa}\left(\boldsymbol{v}_{\kappa}\right) \cdot \nabla\right) \boldsymbol{v}_{\kappa}$ in $L^{1}(\Omega \times(0, T))$. By the strong convergence $\boldsymbol{d}_{\kappa} \rightarrow \boldsymbol{d}$ in $L^{\infty}(\Omega)$ together with the weak convergence of $\nabla c_{\kappa}^{ \pm}$, cf. ( 58 g ), we find

$$
\boldsymbol{d}_{\kappa} \otimes \boldsymbol{d}_{\kappa} \nabla c_{\kappa}^{ \pm} \rightharpoonup \boldsymbol{d} \otimes \boldsymbol{d} \nabla c^{ \pm} \text {in } L^{5 / 4}\left(0, T ; L^{5 / 4}(\Omega)\right)
$$

From the estimate $\left\|c_{\kappa}^{ \pm} \nabla \psi_{\kappa}\right\|_{L^{5 / 4}(\Omega \times(0, T))} \leq\left\|\sqrt{c_{\kappa}^{ \pm}}\right\|_{L^{10 / 3}(\Omega \times(0, T))}\left\|\sqrt{c_{\kappa}^{ \pm}} \nabla \psi_{\kappa}\right\|_{L^{2}(\Omega \times(0, T))}$, we infer weak convergence and can immediately identify the weak limit due to the strong convergence (58f) such that

$$
c_{\kappa}^{ \pm} \nabla \psi_{\kappa} \rightharpoonup c^{ \pm} \nabla \psi \quad \text { in } L^{5 / 4}\left(0, T ; L^{5 / 4}(\Omega)\right)
$$

Again using that the product of a weakly and a strongly convergent sequence is again weakly convergent, we obtain

$$
c_{\kappa}^{ \pm} \boldsymbol{d}_{\kappa} \otimes \boldsymbol{d}_{\kappa} \nabla \psi_{\kappa} \rightharpoonup c^{ \pm} \boldsymbol{d} \otimes \boldsymbol{d} \nabla \psi \text { in } L^{5 / 4}(\Omega \times(0, T))
$$

The bound $\left\|c_{\kappa}^{ \pm} R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{\kappa}\right)\right\|_{L^{10 / 9}(\Omega \times(0, T))} \leq\left\|c_{\kappa}^{ \pm}\right\|_{L^{5 / 3}(\Omega \times(0, T))}\left\|R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{\kappa}\right)\right\|_{L^{10 / 3}(\Omega \times(0, T))} \leq C$, the continuity of $R_{\kappa}^{1 / 2}$ together with the convergences (58c) and (58f), also implies

$$
c_{\kappa}^{ \pm} R_{\kappa}^{1 / 2}\left(\boldsymbol{v}_{\kappa}\right) \rightharpoonup c^{ \pm} \boldsymbol{v} \text { in } L^{10 / 9}(\Omega \times(0, T))
$$

Now, we have shown that we can pass to the limit in the weak formulation for the charged particles $c^{ \pm}$, (6). Next we turn to the Poisson equation. By the point wise convergence (58j), we infer

$$
\left(\boldsymbol{d}_{\kappa} \cdot \nabla \psi_{\kappa}(t)\right) \boldsymbol{d}_{\kappa} \rightharpoonup^{*}(\boldsymbol{d} \cdot \nabla \psi(t)) \boldsymbol{d} \text { in } L^{2}(\Omega) \text { for all } t \in[0, T]
$$

Thus $\left(\boldsymbol{v}, c^{ \pm}, \psi\right)$ fulfills the weak formulation to (5)-(6) for all $t \in[0, T]$.

Remark 7. By the uniqueness of the regularized solution it is straight forward to show the existence of a global weak solution to the regularized system. One can then show the existence of a global weak solution to the original system by a standard diagonal sequence argument.

We next show that for our weak solutions a variant of the energy inequality for the regularized system from Proposition 4.5 transfers to the limit.

Proposition 4.9 (Energy inequality for (2)). Let $\left(\boldsymbol{v}, c^{ \pm}, \psi\right)$ be the weak solution given by the limit from Proposition 4.8 then

$$
\begin{align*}
{\left[\int_{\Omega} \frac{1}{2}|\boldsymbol{v}|^{2}+c^{ \pm}\left(\ln c^{ \pm}+1\right)\right.} & \left.+\frac{1}{2}|\nabla \psi|_{\varepsilon(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x}+\frac{\tau}{2} \int_{\Gamma}|\psi|^{2} \mathrm{~d} \sigma\right]\left.\right|_{0} ^{t} \\
& +\int_{0}^{t} \int_{\Omega}|\nabla \boldsymbol{v}|^{2}+\left|\nabla \sqrt{c^{ \pm}} \pm \sqrt{c^{ \pm}} \nabla \psi\right|_{\lambda(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} s \leq \int_{0}^{t} \int_{\Gamma} \psi \partial_{t} \xi \mathrm{~d} \sigma \mathrm{~d} s \tag{72}
\end{align*}
$$

holds for all $t \in(0, T)$.

Proof. Let $\left\{\boldsymbol{v}_{\kappa}, c_{\kappa}^{ \pm}, \psi_{\kappa}\right\},\left\{\boldsymbol{d}_{\kappa}\right\}$ and $\left\{\xi_{\kappa}\right\}$ be the sequences from Proposition 4.8, then from (36) in the proof of Proposition 4.5, we have

$$
\begin{align*}
{\left[\int_{\Omega} \frac{1}{2}\left|\boldsymbol{v}_{\kappa}\right|^{2}\right.} & \left.+c_{\kappa}^{ \pm}\left(\ln c_{\kappa}^{ \pm}+1\right)+\frac{1}{2}\left|\nabla \psi_{\kappa}\right|_{\varepsilon\left(\boldsymbol{d}_{\kappa}\right)}^{2} \mathrm{~d} \boldsymbol{x}+\frac{\tau}{2} \int_{\Gamma}\left|\psi_{\kappa}\right|^{2} \mathrm{~d} \sigma\right]\left.\right|_{0} ^{t}+\frac{\kappa}{2} \int_{\Omega}\left|\varphi_{\kappa}(t)\right|^{2} \mathrm{~d} \boldsymbol{x} \\
& +\int_{0}^{t} \int_{\Omega}\left|\nabla \boldsymbol{v}_{\kappa}\right|^{2}+\left|\nabla \sqrt{c_{\kappa}^{ \pm}} \pm \sqrt{c_{\kappa}^{ \pm}} \nabla \psi_{\kappa}\right|_{\lambda\left(\boldsymbol{d}_{\kappa}\right)}^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} s \\
\leq & \frac{\kappa}{2}\left\|\varphi_{0 \kappa}\right\|_{L^{2}(\Omega)}^{2}+\int_{0}^{t} \int_{\Gamma} \psi_{\kappa} \partial_{t} \xi_{\kappa}-\kappa \partial_{t} \xi_{\kappa} \varphi_{\kappa} \mathrm{d} \sigma \mathrm{~d} s-\left.\kappa \int_{\Gamma} \xi_{\kappa} \varphi_{\kappa} \mathrm{d} \sigma\right|_{0} ^{t} \tag{73}
\end{align*}
$$

for all $t \in(0, T)$, where $\varphi_{\kappa}$ is the solution to (60) with right-hand side $c_{\kappa}^{+}-c_{\kappa}^{-}$. First, we observe that all terms with the factor $\kappa$ vanish as $\kappa \rightarrow 0$. This follows from a Young estimate, the elliptic estimates for the Robin Laplacian in $L^{2}(\Omega)$, cf. Lemma 3.5, and for the Robin Laplacian in $L^{1}(\Omega)$, cf. Lemma 3.6 together with Lemma 3.1 item 4. These elliptic estimates give us

$$
\begin{align*}
\left\|\varphi_{0 \kappa}\right\|_{L^{2}(\Omega)} & \leq\left\|c_{0 \kappa}^{ \pm}\right\|_{L^{2}(\Omega)} \leq C  \tag{74a}\\
\left\|\varphi_{0 \kappa}\right\|_{W^{2,2}(\Omega)} & \leq \frac{\left\|c_{0 \kappa}^{ \pm}\right\|_{L^{2}(\Omega)}}{\kappa} \leq \frac{C}{\kappa}  \tag{74b}\\
\left\|\varphi_{\kappa}(t)\right\|_{L^{1}(\Omega)} & \leq\left\|c_{\kappa}^{ \pm}(t)\right\|_{L^{1}(\Omega)}=\left\|c_{\kappa 0}^{ \pm}\right\|_{L^{1}(\Omega)} \leq C  \tag{74c}\\
\left\|\varphi_{\kappa}(t)\right\|_{W^{1, q}(\Omega)} & \leq C \frac{\left\|c_{\kappa}^{ \pm}(t)\right\|_{L^{1}(\Omega)}}{\kappa}=C \frac{\left\|c_{\kappa 0}^{ \pm}\right\|_{L^{1}(\Omega)}}{\kappa} \leq \frac{C}{\kappa} \text { for } q \in\left[1, \frac{3}{2}\right),  \tag{74d}\\
\left\|\varphi_{\kappa}(t)\right\|_{W^{2,2}(\Omega)} & \leq \frac{\left\|c_{\kappa}^{ \pm}(t)\right\|_{L^{2}(\Omega)}}{\kappa} \tag{74e}
\end{align*}
$$

for almost all $t \in(0, T)$ and $C>0$ independent of $\kappa$ and in particular independent of $\boldsymbol{d}_{\kappa}$, cf. Remark 3, and by the regularized energy inequality (27) we have

$$
\begin{equation*}
\sqrt{\kappa}\|\varphi\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leq C \tag{75}
\end{equation*}
$$

To see that the terms on the right-hand side of (73) with prefactor $\kappa$ vanish, we use Gagliardo-Nirenberg's inequality [47, Thm. 1.24],

$$
\|\varphi\|_{W^{1,2}(\Omega)} \leq C_{\mathrm{GN}}\|\varphi\|_{L^{2}(\Omega)}^{1 / 2}\|\varphi\|_{W^{2,2}(\Omega)}^{1 / 2}
$$

With that, we estimate

$$
\left|\int_{0}^{t} \int_{\Gamma} \kappa \partial_{t} \xi_{\kappa} \varphi_{\kappa} \mathrm{d} \sigma \mathrm{~d} s\right| \leq \kappa\left\|\partial_{t} \xi_{\kappa}\right\|_{L^{2}\left(0, T ; L^{\infty}(\Gamma)\right)}\left\|\varphi_{\kappa}\right\|_{L^{2}\left(0, T ; L^{1}(\Gamma)\right)}
$$

$$
\begin{aligned}
& \quad \underset{\text { trace estimate }}{\leq} C \kappa\left\|\partial_{t} \xi_{\kappa}\right\|_{L^{2}\left(0, T ; L^{\infty}(\Gamma)\right)}\left\|\varphi_{\kappa}\right\|_{L^{2}\left(0, T ; W^{1,2}(\Omega)\right)} \\
& \underset{\mathrm{GN}}{\leq} \kappa C\left\|\partial_{t} \xi_{\kappa}\right\|_{L^{2}\left(0, T ; L^{\infty}(\Gamma)\right)} C_{\mathrm{GN}}\left\|\varphi_{\kappa}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{1 / 2}\left\|\varphi_{\kappa}\right\|_{L^{1}\left(0, T ; W^{2,2}(\Omega)\right)}^{1 / 2} \\
& \underset{(75),(74 \mathrm{e})}{\leq} \kappa^{1 / 4} C\left\|\partial_{t} \xi_{\kappa}\right\|_{L^{2}\left(0, T ; L^{\infty}(\Gamma)\right)}\left\|c_{\kappa}^{ \pm}\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)}^{1 / 2} \searrow 0
\end{aligned}
$$

where we used that $\left\|c_{\kappa}^{ \pm}\right\|_{L^{1}\left(0, T ; L^{2}(\Omega)\right)}$ is bounded independently of $\kappa$, since $c_{\kappa}^{ \pm}$is convergent in $L^{1}\left(0, T ; L^{2}(\Omega)\right)$, cf. (58f), and the boundedness of $\left\{\xi_{\kappa}\right\}$, cf. (65). Since $c_{0 \kappa}^{ \pm}$is bounded in $L^{2}(\Omega)$ independently of $\kappa$ the elliptic estimate for the Robin Laplacian (74a) implies

$$
\frac{\kappa}{2}\left\|\varphi_{0 \kappa}\right\|_{L^{2}(\Omega)} \leq \frac{\kappa}{2}\left\|c_{0 \kappa}^{ \pm}\right\|_{L^{2}(\Omega)} \leq C \frac{\kappa}{2} \searrow 0
$$

and the elliptic estimate (74b) implies from $W^{1,2}(\Omega) \hookrightarrow H^{1 / 2}(\partial \Gamma) \hookrightarrow L^{2}(\Gamma) \hookrightarrow L^{1}(\Gamma)$ that

$$
\begin{aligned}
\left|\kappa \int_{\Gamma} \xi_{\kappa}(0) \varphi_{0 \kappa} \mathrm{~d} \sigma\right| & \leq \kappa\left\|\xi_{\kappa}\right\|_{C\left([0, T] ; L^{\infty}(\Gamma)\right)}\left\|\varphi_{0 \kappa}\right\|_{L^{1}(\Gamma)} \leq C \kappa\left\|\xi_{\kappa}\right\|_{C\left([0, T] ; L^{\infty}(\Gamma)\right)}\left\|\varphi_{0 \kappa}\right\|_{W^{1,2}(\Omega)} \\
& \leq C \kappa\left\|\xi_{\kappa}\right\|_{C\left([0, T] ; L^{\infty}(\Gamma)\right)}\left\|\varphi_{0 \kappa}\right\|_{L^{2}(\Omega)}^{\frac{1}{2}}\left\|\varphi_{0 \kappa}\right\|_{W^{2,2}(\Omega)}^{\frac{1}{2}} \\
& \leq C \kappa^{1 / 2}\left\|\xi_{\kappa}\right\|_{C\left([0, T] ; L^{\infty}(\Gamma)\right)} \searrow 0
\end{aligned}
$$

For $s, p \in \mathbb{R}$ and $p \in(1,2)$ with $s>1 / p$ it holds $W^{s, p}(\Omega) \hookrightarrow W^{s-1 / p, p}(\Gamma)$, [35, Thm. 5.2], where $W^{s, p}(\Omega)$ and $W^{s-1 / p, p}(\Gamma)$ denote the Sobolev-Slobodeckij space, see [35, Def. 2.2 and Def. 2.3]. Additionally, we use a generalized Gagliardo-Nirenberg inequality for Sobolev-Slobodeckij spaces, [41, Thm. II.3-3]. For $0 \leq s_{1}<s_{2}<$ $\infty, 1<p_{1}, p_{2}<\infty, \theta \in(0,1)$ and $f \in W^{s_{1}, p_{1}}(\Omega) \cap W^{s_{2}, p_{2}}(\Omega)$ it holds

$$
\begin{equation*}
\|f\|_{W^{s, p}(\Omega)} \leq C\|f\|_{W^{s_{1}, p_{1}}(\Omega)}^{\theta}\|f\|_{W^{s_{2}, p_{2}}(\Omega)}^{1-\theta} \tag{76}
\end{equation*}
$$

for $s=\theta s_{1}+(1-\theta) s_{2}$ and $\frac{1}{p}=\frac{\theta}{p_{1}}+\frac{1-\theta}{p_{2}}$. By the elliptic estimate (74d) with $q=5 / 4$ and (76) with $\theta=1 / 4$, $s_{1}=0, p_{1}=2, s_{2}=1$ and $p_{2}=5 / 4$, we obtain (76) with $s=3 / 4$ and $p=40 / 29$ and estimate

$$
\begin{aligned}
&\left|\kappa \int_{\Gamma} \xi_{\kappa}(t) \varphi_{\kappa}(t) \mathrm{d} \sigma\right| \leq \kappa\left\|\xi_{\kappa}\right\|_{C\left([0, T] ; L^{\infty}(\Gamma)\right)}\left\|\varphi_{\kappa}(t)\right\|_{L^{1}(\Gamma)} \leq C \kappa\left\|\xi_{\kappa}\right\|_{C\left([0, T] ; L^{\infty}(\Gamma)\right)}\left\|\varphi_{\kappa}(t)\right\|_{L^{40 / 29}(\Gamma)} \\
& \leq C \kappa\left\|\xi_{\kappa}\right\|_{C\left([0, T] ; L^{\infty}(\Gamma)\right)}\left\|\varphi_{\kappa}(t)\right\|_{W^{3 / 4-29 / 40,40 / 29}(\Gamma)} \\
& \leq C \kappa\left\|\xi_{\kappa}\right\|_{C\left([0, T] ; L^{\infty}(\Gamma)\right)}\left\|\varphi_{\kappa}(t)\right\|_{W^{3 / 4,40 / 29(\Omega)}} \\
& \text { trace estimate } \\
& \leq C \kappa\left\|\xi_{\kappa}\right\|_{C\left([0, T] ; L^{\infty}(\Gamma)\right)}\left\|\varphi_{\kappa}(t)\right\|_{L^{2}(\Omega)}^{1 / 4}\left\|\varphi_{\kappa}(t)\right\|_{W^{1,5 / 4}(\Omega)}^{3 / 4} \\
& \text { interpolation (76)} \\
& \leq \frac{\kappa}{2}\left\|\varphi_{\kappa}(t)\right\|_{L^{2}(\Omega)}^{2}+C \kappa\left\|\xi_{\kappa}\right\|_{C\left([0, T] ; L^{\infty}(\Gamma)\right)}^{8 / 7}\left\|\varphi_{\kappa}(t)\right\|_{W^{1,5 / 4}(\Omega)}^{6 / 7} \\
& \text { Young with } p=8 \\
& \leq \frac{\kappa}{2}\left\|\varphi_{\kappa}(t)\right\|_{L^{2}(\Omega)}^{2}+C \kappa\left\|\xi_{\kappa}\right\|_{C\left([0, T] ; L^{\infty}(\Gamma)\right)}^{8 / 7} \kappa^{-6 / 7} \\
&=\frac{\kappa}{2}\left\|\varphi_{\kappa}(t)\right\|_{L^{2}(\Omega)}^{2}+C \kappa^{1 / 7}\left\|\xi_{\kappa}\right\|_{C\left([0, T] ; L^{\infty}(\Gamma)\right)}^{8 / 7}
\end{aligned}
$$

The first term can be absorbed into the left-hand side of (73) and the other term vanishes for $\kappa \searrow 0$.
The only thing left to do is to argue that the convergences given by Proposition 4.8 are enough to pass to the limit in (73). This follows from the fact that and the convergence (58k) implies the convergence $\psi_{\kappa} \rightharpoonup \psi$ in $L^{2}\left(0, T ; L^{2}(\Gamma)\right)$, which follows from the continuity and linearity of the trace operator. Together with the strong convergence $\partial_{t} \xi_{\kappa} \rightarrow \partial_{t} \xi$ in $L^{2}\left(0, T ; L^{2}(\Gamma)\right)$ we obtain the weak convergence of the product $\partial_{t} \xi_{\kappa} \psi_{\kappa} \rightharpoonup \partial_{t} \xi \psi$ in $L^{1}\left(0, T ; L^{1}(\Gamma)\right)$. By the weak convergences (58c), (58i), (58j), (58b), (58e) and (58I) and the weak lower semicontinuity of the norm and the convex function $a \mapsto a(\ln a+1)$, we can pass to the limit in (73) keeping the inequality sign and thus we obtain (72).

Putting the results of Proposition 4.8 and 4.9 together we can prove our main theorem.
(Proof of the Theorem 2.3). The limit from Proposition 4.8 already fulfills the weak formulation (5)-(7) and the energy inequality (8) for all $t \in[0, T]$, cf. Proposition 4.9. The only thing left to prove for $\left(\boldsymbol{v}, c^{ \pm}, \psi\right)$ to be a weak solution according to Definition 2.2 is

$$
c^{ \pm} \in C_{w}\left([0, T] ; L^{1}(\Omega)\right) \quad \text { and } \quad \psi \in C_{w}\left([0, T] ; W^{1,2}(\Omega)\right)
$$

We will see that $c^{ \pm} \in C_{w}\left([0, T] ; L^{1}(\Omega)\right)$ by an application of the de la Vallé-Poussin theorem, [33, Thm. B.104]. We take an arbitrary $t \in[0, T]$ and any sequence $\left(t_{n}\right)_{n} \subseteq[0, T]$ such that $t_{n} \rightarrow t$. Now, we consider an arbitrary subsequence $\left(t_{n_{k}}\right)_{k}$ and get the uniform boundedness

$$
\sup _{k}\left(\left\|c^{ \pm}\left(t_{n_{k}}\right)\right\|_{L^{1}(\Omega)}+\left\|c^{ \pm}\left(t_{n_{k}}\right) \ln \left(c^{ \pm}\left(t_{n_{k}}\right)\right)\right\|_{L^{1}(\Omega)}\right) \leq C
$$

for some $C>0$ independent of $n$ and $k$, by the energy inequality for the limit $c f$. Proposition 4.9. Thus, by the de la Vallé-Poussin theorem, we find a subsequence of $\left(t_{n_{k}}\right)_{n}$ which we will not relabel such that $c^{ \pm}\left(t_{n_{k}}\right) \rightharpoonup$ $c^{ \pm}(t)$ in $L^{1}(\Omega)$, where we identified the limit with the help of $c^{ \pm} \in C_{w}\left([0, T] ; W^{-1,10 / 9}(\Omega)\right)$ by (58i). Since the subsequence $\left(t_{n_{k}}\right)_{k}$ was arbitrary we obtain the convergence of the original sequence and thus $c^{ \pm}\left(t_{n}\right) \rightharpoonup c^{ \pm}(t)$ in $L^{1}(\Omega)$ and we have proven $c^{ \pm} \in C_{w}\left([0, T] ; L^{1}(\Omega)\right)$. Similarly for $\psi$, by the boundedness of $\left(\psi\left(t_{n_{k}}\right)\right)_{k}$ in $W^{1,2}(\Omega)$ from cf. Proposition 4.9 and the reflexivity of $W^{1,2}(\Omega)$ we can extract a weakly convergent subsequence and identifying the limit with the help of the continuity of $c^{ \pm} \in C_{w}\left([0, T] ; L^{1}(\Omega)\right)$ our proof is complete.
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## 5 Appendix

### 5.1 Functions on the boundary

In this section we recall the definitions of Sobolev spaces on the boundary and state some important properties, namely an integration by parts rule on the boundary and the relation of the tangential projection of a gradient of a function defined on the whole space and the surface gradient of that functions restriction to the boundary. We begin by recalling the definition of Lipschitz domains. For that we need the notion of local coordinates, which are simply translated and rotated coordinates, cf. [33, below Def. 9.57].

Definition 5.1. We call $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ rigid motion if it is given by $T(\boldsymbol{x})=c+R(\boldsymbol{x})$ for some $c \in \mathbb{R}^{n}$ and $R: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ a rotation, cf. [33, Def. 9.23]. We then call $\boldsymbol{y}=T(\boldsymbol{x})$ local coordinates.

We can now define the notion of regularity of a domain, where we follow cf. [38, Sec. 1.1.3] and [33, Def. 9.57].
Definition 5.2. We call a bounded domain $\Omega \subseteq \mathbb{R}^{d}$ of type $C^{k, 1}$ with $k \in \mathbb{N}_{0}$ and write $\partial \Omega \in C^{k, 1}$, if there exist $\alpha, \beta>0, M \in \mathbb{N}$ and local coordinates $\boldsymbol{y}_{r}=\left(y_{r 1}, \ldots, y_{r d}\right)=T_{r}(\boldsymbol{x})$ for a rigid motion $T_{r}$, cf. Definition 5.1, with $r=1, \ldots, M$ and functions

$$
a_{r}: \Delta_{r}:=\left\{\boldsymbol{y}_{r}^{\prime}=\left(y_{r 1}, \ldots, y_{r(d-1)}\right) \in \mathbb{R}^{d-1}| | y_{r i} \mid<\alpha \text { for } i=1, \ldots, d-1\right\} \rightarrow \mathbb{R}
$$

with $a \in C^{k, 1}\left(\Delta_{r}\right)$ such that for all $p \in \partial \Omega$ there exists an $r$ and $\boldsymbol{y}_{r}^{\prime} \in \Delta_{r}$ such that $T_{r}(p)=\left(\boldsymbol{y}_{r}^{\prime}, a\left(\boldsymbol{y}_{r}^{\prime}\right)\right)$ and

$$
\begin{aligned}
& \left\{\boldsymbol{y}_{r} \in \mathbb{R}^{d} \mid a_{r}\left(\boldsymbol{y}_{r}^{\prime}\right)<y_{r d}<a_{r}\left(\boldsymbol{y}_{r}^{\prime}\right)+\beta\right\} \subseteq T_{r}(\Omega) \text { and } \\
& \left\{\boldsymbol{y}_{r} \in \mathbb{R}^{d} \mid a_{r}\left(\boldsymbol{y}_{r}^{\prime}\right)-\beta<y_{r d}<a_{r}\left(\boldsymbol{y}_{r}^{\prime}\right)\right\} \subseteq T_{r}\left(\mathbb{R}^{d} \backslash \bar{\Omega}\right) .
\end{aligned}
$$

We now define $\varphi_{r}^{-1}: \Delta_{r} \rightarrow \Gamma$ by $\varphi_{r}^{-1}\left(\boldsymbol{y}_{r}^{\prime}\right)=T_{r}^{-1}\left(\boldsymbol{y}_{r}^{\prime}, a\left(\boldsymbol{y}_{r}^{\prime}\right)\right)$. This map is injective and of class $C^{k, 1}$ and thus has an inverse $\varphi_{r}: V_{r} \subseteq \Gamma \rightarrow \Delta_{r}$. We call $\varphi_{r}$ local chart of $\Gamma$ at $p$ and the set $\left\{\left(\varphi_{r}, V_{r}\right) \mid r=1, \ldots, M\right\}$ atlas of $\Gamma$. If $k=0$, that is if the $a_{r}$ are only Lipschitz continuous, we call the domain $\Omega$ Lipschitz.
Remark 8. The function $\varphi^{-1}$ from Definition 5.2 is even bi-Lipschitz continuous, since for $\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime} \in \Delta$ we have

$$
\begin{aligned}
& \left\|\binom{\boldsymbol{x}^{\prime}}{a\left(\boldsymbol{x}^{\prime}\right)}-\binom{\boldsymbol{y}^{\prime}}{a\left(\boldsymbol{y}^{\prime}\right)}\right\|=\sqrt{\left\|\boldsymbol{x}^{\prime}-\boldsymbol{y}^{\prime}\right\|^{2}+\left|a\left(\boldsymbol{x}^{\prime}\right)-a\left(\boldsymbol{y}^{\prime}\right)\right|} \geq\left\|\boldsymbol{x}^{\prime}-\boldsymbol{y}^{\prime}\right\| \\
& \left\|\binom{\boldsymbol{x}^{\prime}}{a\left(\boldsymbol{x}^{\prime}\right)}-\binom{\boldsymbol{y}^{\prime}}{a\left(\boldsymbol{y}^{\prime}\right)}\right\|=\sqrt{\left\|\boldsymbol{x}^{\prime}-\boldsymbol{y}^{\prime}\right\|^{2}+\left|a\left(\boldsymbol{x}^{\prime}\right)-a\left(\boldsymbol{y}^{\prime}\right)\right|} \leq(1+L)\left\|\boldsymbol{x}^{\prime}-\boldsymbol{y}^{\prime}\right\|
\end{aligned}
$$

since $a$ is Lipschitz. The bi-Lipschitz continuity of $\varphi^{-1}$ now follows from the fact that a rigid motion $T$, cf. Definition 5.1, preserves angles and distances. From the bi-Lipschitz property of $\varphi^{-1}$ the bi-Lipschitz property of $\varphi$ follows from a straight forward calculation.

Next, we define $L^{p}$-spaces on the boundary, cf. [38, Sec. 2.4.1]. For the remainder of this section we assume the domain to be Lipschitz unless explicitly stated otherwise.

Definition 5.3. Let $\left\{\left(\varphi_{r}, V_{r}\right) \mid r=1, \ldots, M\right\}$ be an atlas of $\Gamma$. The space $L^{p}(\Gamma)$ is defined as the set of functions $f: \Gamma \rightarrow \mathbb{R}^{k}$, with $k \in \mathbb{N}$, defined almost everywhere for which $f \circ \varphi_{r}^{-1}$ is in $L^{p}\left(\Delta_{r}\right)^{k}$ for all $r=1, \ldots, M$.

Remark 9. Where the almost everywhere in $\Gamma$ is to be understood with respect to the surface measure given by

$$
\mu(\Sigma)=\int_{\varphi(\Sigma)} \sqrt{\operatorname{det}\left(\left(D \varphi^{-1}\right)^{T} D \varphi^{-1}\right)} \mathrm{d} \boldsymbol{y}_{r}^{\prime}
$$

for $\Sigma \subseteq \varphi^{-1}(\Delta)$ and generalized to arbitrary subsets of $\Gamma$ by a partition of unity, cf. [54, Prop. B.4].
And similarly we define Sobolev space of the boundary, cf. [38, below Thm. 4.10].
Definition 5.4. Let $\left\{\left(\varphi_{r}, V_{r}\right) \mid r=1, \ldots, M\right\}$ be an atlas of $\Gamma$. The space $W^{1, p}(\Gamma)$ is defined as the set of functions $f: \Gamma \rightarrow \mathbb{R}^{k}$, with $k \in \mathbb{N}$, defined almost everywhere, such that $f \circ \varphi_{r}^{-1}$ is in $W^{1, p}\left(\Delta_{r}\right)^{k}$ for all $r=1, \ldots, M$.

Remark 10. These definitions are independent of the choice of atlas, cf. [38, Sec. 3.1, Lem. 1.1]. The proof is based on a coordinate transformation and the fact that if $u \in W^{1, p}(U)$ and $\phi: U \rightarrow \tilde{U}$ is a bi-Lipschitzian map between two bounded open sets of $\mathbb{R}^{d}$ than $u \circ \phi^{-1} \in W^{1, p}(\tilde{U})$, cf. [12, Cor. 3.46].

Following [38, Sec. 2.4], we recall.
Lemma $5.5\left(L^{p}(\Gamma)\right.$ is Banach). Let $\left\{\left(\varphi_{r}, V_{r}\right) \mid r=1, \ldots, M\right\}$ be an atlas of $\Gamma$ and $\left\{\alpha_{r} \mid r=1, \ldots, M\right\}$ a partition of unity subordinate to the open cover $T_{r}^{-1}\left(\Delta_{r} \times\left\{y_{r d} \in \mathbb{R}\left|\exists \boldsymbol{y}_{r}^{\prime} \in \Delta_{r}:\left|y_{r d}-a\left(\boldsymbol{y}_{r}^{\prime}\right)\right|<\beta\right\}\right)\right.$ of $\Gamma$. Equipped with the norm $\|\cdot\|_{L^{p}(\Gamma)}$ given by

$$
\begin{equation*}
\|f\|_{L^{p}(\Gamma)}:=\left(\int_{\Gamma}|f|^{p} \mathrm{~d} \sigma\right)^{\frac{1}{p}}:=\left(\sum_{r=1}^{M} \int_{\Delta_{r}}\left|f \circ \varphi_{r}^{-1}\right|^{p}\left(\alpha_{r} \circ \varphi_{r}^{-1}\right) \sqrt{\operatorname{det}\left(\left(D \varphi_{r}^{-1}\right)^{T} D \varphi_{r}^{-1}\right)} \mathrm{d} \boldsymbol{y}_{r}^{\prime}\right)^{\frac{1}{p}} \tag{77}
\end{equation*}
$$

the space $L^{p}(\Gamma)$ from Definition 5.3 is a Banach space.

Proof. By [38, Sec. 3.1, Lem. 1.3] the definition of the norm in (77) is independent of the atlas and of the partition of unity. The Banach property follows from [38, Sec. 2.4, Thm. 4.1], [38, Sec. 3.1, Lem. 1.1] and [38, Sec. 3.1, Lem. 1.2].

We next want to write the derivative of functions in $W^{1, p}(\Gamma)$ more explicitly. So we recall some definitions and results for local coordinate systems of manifolds. First of all the partial derivatives of $\varphi_{r}^{-1}$ form a basis for the tangent space, [2, Rem. 10.5].

Lemma 5.6. Let $p \in \Gamma$ and $\varphi$ a local chart at $p$ and $\boldsymbol{y}^{\prime} \in \Delta$ such that $\varphi(p)=\boldsymbol{y}^{\prime}$. Then the set

$$
\left\{\tau_{i}=\partial_{i} \varphi_{i}^{-1}\left(\boldsymbol{y}^{\prime}\right) \mid i=1, \ldots, d-1\right\}
$$

forms a basis for the tangent space of $\Gamma$ in $p$.

Next, we define the first fundamental matrix $g$.
Definition 5.7. Let $p \in \Gamma$ and $\varphi$ a local chart at $p$ and $\boldsymbol{y}^{\prime} \in \Delta$ such that $\varphi(p)=\boldsymbol{y}^{\prime}$. We then define the first fundamental matrix $g$ by

$$
g=\left(g_{i j}\right)_{i j=1}^{d-1}=\left(\tau_{i} \cdot \tau_{j}\right)_{i j=1}^{d-1}
$$

Remark 11. The first fundamental matrix $g$ is positive definite, [2, Rem. 10.3e)]. Thus it is invertible. We will denote $g^{-1}=\left(g^{i j}\right)_{i j=1}^{d-1}$. So the entries of the inverse matrix are also called $g$ but with superscripts instead of subscripts. This might be confusing at first but as this seems to be the common notation we decided to use it as well. We will denote $\tau^{i}=\sum_{j=1}^{d-1} g^{i j} \tau_{j}$, so again we are using superscripts instead of subscripts for the dual ("inverse") basis.

We now define the surface gradient of a scalar function on the boundary.

Definition 5.8. Let $f \in W^{1, p}(\Gamma)$ we then define the surface gradient $\nabla_{\Gamma} f: \Gamma \rightarrow \mathbb{R}^{d}$ at $p \in \Gamma$ with local chart $\varphi$ at $p$ by

$$
\nabla_{\Gamma} f=\left(\sum_{i=1}^{d-1} \partial_{i}\left(f \circ \varphi^{-1}\right) \tau^{i}\right) \circ \varphi
$$

where the derivative is to be understood in the weak sense.

Similarly we define the gradient of a vector valued function on the boundary.
Definition 5.9. Let $\boldsymbol{v} \in W^{1, p}(\Gamma)^{d}$ we then define the surface gradient $\nabla_{\Gamma} \boldsymbol{v}: \Gamma \rightarrow \mathbb{R}^{d \times d}$ at $p \in \Gamma$ with local chart $\varphi$ at $p$ by

$$
\nabla_{\Gamma} \boldsymbol{v}=\left(\sum_{i=1}^{d-1} \partial_{i}\left(\boldsymbol{v} \circ \varphi^{-1}\right) \otimes \tau^{i}\right) \circ \varphi
$$

where the derivative is to be understood in the weak sense.
Remark 12. For these definitions to be meaningful they need to be independent of the chosen local chart. For the gradient of a scalar valued function, cf. Definition 5.8, the independence of the local chart is proven in [54, Prop. B.3] and the proof for the vector valued functions works analogously thus we omit it here. Additionally, it is easy to see that we have $\nabla_{\Gamma} f \cdot \boldsymbol{n}=0$ and $\left(\nabla_{\Gamma} \boldsymbol{v}\right) \boldsymbol{n}=0$ on $\Gamma$.

Additionally the surface gradient fulfills the following product rule.
Lemma 5.10. For $\Gamma \in C^{1,1}$ and $f, g \in W^{1,2}(\Gamma)$ it holds $\nabla_{\Gamma}(f g)=g \nabla_{\Gamma} f+f \nabla_{\Gamma} g$ and for two tangential vector fields $\boldsymbol{v}, \boldsymbol{u} \in W^{1,2}(\Gamma)^{3}$ it holds

$$
\begin{equation*}
\nabla_{\Gamma}(\boldsymbol{v} \cdot \boldsymbol{u})=\left(\nabla_{\Gamma} \boldsymbol{v}\right)^{T} \boldsymbol{u}+\left(\nabla_{\Gamma} \boldsymbol{u}\right)^{T} \boldsymbol{v} \tag{78}
\end{equation*}
$$

Proof. The product rule for scalar functions is a simple consequence of the standard product rule. For the product rule for tangential vector fields we write $\boldsymbol{v}=\sum_{i=1}^{d-1} v_{i} \tau_{i}$ and $\boldsymbol{u}=\sum_{i=1}^{d-1} u_{i} \tau_{i}$. We first note

$$
\partial_{j}\left(\boldsymbol{v} \circ \varphi^{-1}\right)=\partial_{j}\left(\sum_{i=1}^{d-1}\left(v_{i} \circ \varphi^{-1}\right) \tau_{i}\right)=\sum_{i=1}^{d-1} \partial_{j}\left(v_{i} \circ \varphi^{-1}\right) \tau_{i}+\left(v_{i} \circ \varphi^{-1}\right) \partial_{j} \tau_{i} .
$$

With that we obtain

$$
\begin{aligned}
& \partial_{j}\left((\boldsymbol{v} \cdot \boldsymbol{u}) \circ \varphi^{-1}\right)=\sum_{i l=1}^{d-1} \partial_{j}\left(g_{i l}\left(v_{i} u_{l}\right) \circ \varphi^{-1}\right) \\
& \quad=\sum_{i l=1}^{d-1}\left(g_{i l}\left(u_{l} \circ \varphi^{-1}\right) \partial_{j}\left(v_{i} \circ \varphi^{-1}\right)+g_{i l}\left(v_{i} \circ \varphi^{-1}\right) \partial_{j}\left(u_{l} \circ \varphi^{-1}\right)+u_{l} v_{i} \partial_{j} \tau_{i} \cdot \tau_{l}+u_{l} v_{i} \partial_{j} \tau_{l} \cdot \tau_{i}\right) \\
& =\partial_{j}\left(\boldsymbol{v} \circ \varphi^{-1}\right) \cdot \boldsymbol{u}+\partial_{j}\left(\boldsymbol{u} \circ \varphi^{-1}\right) \cdot \boldsymbol{v}
\end{aligned}
$$

and thus (78) follows.

Now, that we have defined the surface gradient for scalar and vector valued functions living on the boundary we would like to see how this definition relates to the (boundary) trace of the "bulk" gradient. In turns out that the surface gradient coincides with the tangential projection of "bulk" gradient. We will make this more explicit in the following paragraph relying on results for the weak tangential trace published in [54]. We start off by introducing the weak tangential trace, cf. [54, Def. 4.1]

Definition 5.11 (Weak tangential trace). We say that $\boldsymbol{v} \in W^{1,2}(\Omega)$ possess a weak tangential trace $q$, if

$$
\boldsymbol{q} \in L_{\tau}^{2}(\Gamma):=\left\{\boldsymbol{q} \in L^{2}(\Gamma) \mid \boldsymbol{q} \cdot \boldsymbol{n}=0 \text { a.e. in } \Gamma\right\}
$$

(where the almost everywhere is to be understood with respect to the measure on $\Gamma$ ) and it holds

$$
\begin{equation*}
\int_{\Omega} \boldsymbol{v} \cdot(\nabla \times \Phi)-(\nabla \times \boldsymbol{v}) \cdot \Phi \mathrm{d} \boldsymbol{x}=\int_{\Gamma} \boldsymbol{q} \cdot(\boldsymbol{n} \times \Phi) \mathrm{d} \sigma \tag{79}
\end{equation*}
$$

for all smooth test function $\Phi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ and we write $\pi_{\tau}(\boldsymbol{v})=\boldsymbol{q}$.
Remark 13. The tangential trace operator $\pi_{\tau}$ is a well-defined operator from $W^{1,2}(\Omega)$ to $L^{2}(\Gamma)$. Defining $\boldsymbol{q}=$ $S(\boldsymbol{v})-(S(\boldsymbol{v}) \cdot \boldsymbol{n}) \boldsymbol{n} \in L^{2}(\Gamma)$ since for $\Gamma \in C^{0,1}$ we have $\boldsymbol{n} \in L^{\infty}(\Gamma)$, we obtain the existence of a tangential trace for all $\boldsymbol{v} \in W^{1,2}(\Omega)$ and the uniqueness follows from the following observation. Assuming there are two tangential traces $\boldsymbol{q}$ and $\tilde{\boldsymbol{q}}$ we find

$$
\int_{\Gamma}(\boldsymbol{q}-\tilde{\boldsymbol{q}}) \cdot \tilde{\Phi} \mathrm{d} \sigma=\int_{\Gamma}(\boldsymbol{q}-\tilde{\boldsymbol{q}}) \cdot(\boldsymbol{n} \times(\tilde{\Phi} \times \boldsymbol{n})-(\boldsymbol{n} \cdot \tilde{\Phi}) \boldsymbol{n}) \mathrm{d} \sigma=\int_{\Gamma}(\boldsymbol{q}-\tilde{\boldsymbol{q}}) \cdot(\boldsymbol{n} \times(\tilde{\Phi} \times \boldsymbol{n})) \mathrm{d} \sigma
$$

Since $\boldsymbol{n} \in L^{\infty}(\Gamma)$, we have $(\tilde{\Phi} \times \boldsymbol{n}) \in L^{2}(\Gamma)$ for $\tilde{\Phi} \in L^{2}(\Gamma)$, the right-hand side is zero by the definition of the tangential trace with $\Phi=(\tilde{\Phi} \times \boldsymbol{n})$ using the density of $\left\{\Phi_{\Gamma}\left|\Phi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)\right|\right\}$ in $L^{2}(\Gamma)$, [35, Prop. 2.8].

Via a detour to this weak tangential trace and the density of smooth functions in $W^{1,2}(\Gamma)$ one gets the following result.

Theorem 5.12. Let $f \in W^{2,2}(\Omega)$. Then the surface gradient is just the tangential projection of the bulk gradient, that is

$$
\nabla_{\Gamma} S(f)=S(\nabla f)-(S(\nabla f) \cdot \boldsymbol{n}) \boldsymbol{n}
$$

holds almost everywhere.

Proof. Since we have $f \in W^{2,2}(\Omega)$ the trace $S(\nabla f) \in L^{2}(\Gamma)$ and thus $S(\nabla f)-(S(\nabla f) \cdot \boldsymbol{n}) \boldsymbol{n} \in L_{\tau}^{2}(\Gamma)$. Using a curl-integration by parts rule, which is a simple consequence of Green's Theorem, see [38, Sec. 3.1, Thm. 1.1], and the Lagrange identity for the vector cross product

$$
\begin{equation*}
(a \times b) \cdot(c \times d)=(a \cdot c)(b \cdot d)-(b \cdot c)(a \cdot d) \tag{80}
\end{equation*}
$$

we find

$$
\begin{aligned}
& \int_{\Omega}(\nabla f) \cdot(\nabla \times \Phi)-(\nabla \times(\nabla f)) \cdot \Phi \mathrm{d} \boldsymbol{x} \\
& \underset{\text { curl-I.B.P. }}{=} \int_{\Gamma} \Phi \cdot(S(\nabla f) \times \boldsymbol{n}) \mathrm{d} \sigma=-\int_{\Gamma} \Phi \cdot(\boldsymbol{n} \times S(\nabla f)) \underbrace{(\boldsymbol{n} \cdot \boldsymbol{n})}_{=1} \mathrm{~d} \sigma \\
& =\int_{\Gamma}-\Phi \cdot(\boldsymbol{n} \times S(\nabla f))(\boldsymbol{n} \cdot \boldsymbol{n})+\underbrace{\boldsymbol{n} \cdot(\boldsymbol{n} \times S(\nabla f))}_{=0}(\Phi \cdot \boldsymbol{n}) \mathrm{d} \sigma \\
& \underset{(80)}{=} \int_{\Gamma}(\boldsymbol{n} \times \Phi) \cdot((\boldsymbol{n} \times S(\nabla f)) \times \boldsymbol{n}) \mathrm{d} \sigma=\int_{\Gamma}(\boldsymbol{n} \times \Phi) \cdot(S(\nabla f)-(S(\nabla f) \cdot \boldsymbol{n}) \boldsymbol{n}) \mathrm{d} \sigma \text {. }
\end{aligned}
$$

Thus we have $\pi_{\tau}(\nabla f)=(S(\nabla f)-(S(\nabla f) \cdot \boldsymbol{n}) \boldsymbol{n})$ and using [54, Thm. 4.2] we find

$$
(S(\nabla f)-(S(\nabla f) \cdot \boldsymbol{n}) \boldsymbol{n})=\pi_{\tau}(\nabla f)=\nabla_{\Gamma}(S(f))
$$

which finishes the proof.

Next, we would like a similar result to Theorem 5.12 for vector valued functions. This is basically just using the result for scalar valued functions and writing the vector field in the "right" coordinate system, which unsurprisingly is the euclidean system. Nonetheless, we thought it important to do this short proof here.

Theorem 5.13. Let $\boldsymbol{v} \in W^{2,2}(\Omega)^{d}$. We then have

$$
\nabla_{\Gamma} S(\boldsymbol{v})=S(\nabla \boldsymbol{v})-S(\nabla \boldsymbol{v}) \boldsymbol{n} \otimes \boldsymbol{n}
$$

Proof. Writing $\boldsymbol{v}$ in euclidean coordinates we find $v_{i} \in W^{2,2}(\Omega)$ for $i=1, \ldots, d$, such that $\boldsymbol{v}=\sum_{i=1}^{d} v_{i} \boldsymbol{e}_{i}$, where the $\boldsymbol{e}_{i}$ denote the standard basis vectors. By the linearity of the trace operator $S$ we find $S(\boldsymbol{v})=\sum_{i=1}^{d} S\left(v_{i}\right) \boldsymbol{e}_{i}$. The claim follows by the definition of the surface gradient for vector valued functions, cf. Definition 5.9, and Theorem 5.12.

Additionally, we define the divergence of a vector valued function on the boundary.
Definition 5.14. Let $\boldsymbol{v} \in W^{1, p}(\Gamma)^{d}$ we then define the surface divergence $\nabla_{\Gamma} \cdot \boldsymbol{v}: \Gamma \rightarrow \mathbb{R}$ by

$$
\nabla_{\Gamma} \cdot \boldsymbol{v}=\sum_{i=1}^{d-1} \nabla_{\Gamma} \boldsymbol{v}\left(\tau^{i} \circ \varphi\right) \cdot\left(\tau_{i} \circ \varphi\right)
$$

One can again show that this definition is independent of the chosen chart, which we will refrain from in order to keep things short. We can again relate the surface divergence to the divergence in the bulk.

Theorem 5.15. Let $\boldsymbol{v} \in W^{2,2}(\Omega)^{d}$. We then have

$$
\begin{equation*}
\nabla_{\Gamma} \cdot S(\boldsymbol{v})=S(\nabla \cdot \boldsymbol{v})-S(\nabla \boldsymbol{v}) \boldsymbol{n} \cdot \boldsymbol{n} \tag{81}
\end{equation*}
$$

Proof. We again take the euclidean representation of $\boldsymbol{v}$, that is $v_{i} \in W^{2,2}(\Omega)$ for $i=1, \ldots, d$ such that $\boldsymbol{v}=$ $\sum_{i=1}^{d} v_{i} \boldsymbol{e}_{i}$, where the $\boldsymbol{e}_{i}$ denote the standard basis vectors. Then by the definition of the surface divergence, Theorem 5.13 and the representations,

$$
\begin{equation*}
\boldsymbol{e}_{i}=\left(\boldsymbol{e}_{i} \cdot \boldsymbol{n}\right) \boldsymbol{n}+\sum_{j=1}^{d-1}\left(\boldsymbol{e}_{i} \cdot \tau^{j}\right) \tau^{j}=\left(\boldsymbol{e}_{i} \cdot \boldsymbol{n}\right) \boldsymbol{n}+\sum_{l=1}^{d-1}\left(\boldsymbol{e}_{i} \cdot \tau_{l}\right) \tau_{l} \tag{82}
\end{equation*}
$$

we have

$$
\begin{align*}
S(\nabla \cdot \boldsymbol{v}) & =\sum_{i=1}^{d} S(\nabla \boldsymbol{v}) \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i} \\
& =\left(\sum_{i=1}^{d}(S(\nabla \boldsymbol{v})-S(\nabla \boldsymbol{v})(\boldsymbol{n} \otimes \boldsymbol{n})) \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}\right)+\left(\sum_{i=1}^{d} S(\nabla \boldsymbol{v})(\boldsymbol{n} \otimes \boldsymbol{n}) \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}\right) \tag{83}
\end{align*}
$$

The second term on the right-hand side is already the one we need, since we have

$$
\left(\sum_{i=1}^{d} S(\nabla \boldsymbol{v})(\boldsymbol{n} \otimes \boldsymbol{n}) \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}\right)=\left(\sum_{i=1}^{d}(S(\nabla \boldsymbol{v}) \boldsymbol{n})_{i} \boldsymbol{n}_{i}\right)=(S(\nabla \boldsymbol{v}) \boldsymbol{n}) \cdot \boldsymbol{n}
$$

The first term on the right-hand side of (83) becomes

$$
\sum_{i=1}^{d}(S(\nabla \boldsymbol{v})-S(\nabla \boldsymbol{v})(\boldsymbol{n} \otimes \boldsymbol{n})) \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{i}
$$

$$
\begin{aligned}
& =\sum_{i=1}^{d}(S(\nabla \boldsymbol{v})-S(\nabla \boldsymbol{v})(\boldsymbol{n} \otimes \boldsymbol{n}))\left(\sum_{j=1}^{d-1}\left(\boldsymbol{e}_{i} \cdot\left(\tau^{j} \circ \varphi\right)\right)\left(\tau^{j} \circ \varphi\right)\right) \cdot\left(\sum_{l=1}^{d-1}\left(\boldsymbol{e}_{i} \cdot\left(\tau_{l} \circ \varphi\right)\right)\left(\tau_{l} \circ \varphi\right)\right) \\
& =\sum_{j l=1}^{d-1}(S(\nabla \boldsymbol{v})-S(\nabla \boldsymbol{v})(\boldsymbol{n} \otimes \boldsymbol{n}))\left(\tau^{j} \circ \varphi\right) \cdot\left(\tau_{l} \circ \varphi\right)\left(\sum_{i=1}^{d}\left(\boldsymbol{e}_{i} \cdot\left(\tau^{j} \circ \varphi\right)\right)\left(\boldsymbol{e}_{i} \cdot\left(\tau_{l} \circ \varphi\right)\right)\right) \\
& =\sum_{j l=1}^{d-1}(S(\nabla \boldsymbol{v})-S(\nabla \boldsymbol{v})(\boldsymbol{n} \otimes \boldsymbol{n}))\left(\tau^{j} \circ \varphi\right) \cdot\left(\tau_{l} \circ \varphi\right)\left(\left(\tau^{j} \circ \varphi\right) \cdot\left(\tau_{l} \circ \varphi\right)\right) \\
& =\sum_{j l=1}^{d-1}(S(\nabla \boldsymbol{v})-S(\nabla \boldsymbol{v})(\boldsymbol{n} \otimes \boldsymbol{n}))\left(\tau^{j} \circ \varphi\right) \cdot\left(\tau_{l} \circ \varphi\right) \delta_{l j} \\
& =\sum_{l=1}^{d-1} \nabla_{\Gamma} S(\boldsymbol{v})\left(\tau^{l} \circ \varphi\right) \cdot\left(\tau_{l} \circ \varphi\right)=\nabla_{\Gamma} \cdot S(\boldsymbol{v}),
\end{aligned}
$$

where we used that the normal parts of the basis vectors $e_{i}$ vanish due to the fact that the surface gradient is tangential. Thus we get (81).

Our next goal is to deduce an integration by parts rule on the boundary. To that aim we first prove the following product rule.

Lemma 5.16. For $f \in W^{1,2}(\Gamma)$ and $\boldsymbol{v} \in W^{1,2}(\Gamma)$ it holds

$$
\nabla_{\Gamma}(f \boldsymbol{v})=f \nabla_{\Gamma} \boldsymbol{v}+\boldsymbol{v} \otimes \nabla_{\Gamma} f \text { and } \nabla_{\Gamma} \cdot(f \boldsymbol{v})=f \nabla_{\Gamma} \cdot \boldsymbol{v}+\boldsymbol{v} \cdot \nabla_{\Gamma} f .
$$

Proof. We first calculate the surface gradient of $f \boldsymbol{v}$,

$$
\begin{aligned}
\nabla_{\Gamma}(f \boldsymbol{v}) & =\left(\sum_{i=1}^{d-1} \partial_{i}\left(\left(f \circ \varphi^{-1}\right)\left(\boldsymbol{v} \circ \varphi^{-1}\right)\right) \otimes \tau^{i}\right) \circ \varphi \\
& =\left(\sum_{i=1}^{d-1}\left(\partial_{i}\left(f \circ \varphi^{-1}\right)\left(\boldsymbol{v} \circ \varphi^{-1}\right)+\left(f \circ \varphi^{-1}\right) \partial_{i}\left(\boldsymbol{v} \circ \varphi^{-1}\right)\right) \otimes \tau^{i}\right) \circ \varphi=\boldsymbol{v} \otimes \nabla_{\Gamma} f+f \nabla_{\Gamma} \boldsymbol{v},
\end{aligned}
$$

where we used the product rule for weak derivatives in the bulk. Next, by the definition of the surface divergence, we have

$$
\begin{aligned}
\nabla_{\Gamma} \cdot(f \boldsymbol{v}) & =\sum_{i=1}^{d-1} \nabla_{\Gamma}(f \boldsymbol{v})\left(\tau^{i} \circ \varphi\right) \cdot\left(\tau_{i} \circ \varphi\right)=\sum_{i=1}^{d-1}\left(\boldsymbol{v} \otimes \nabla_{\Gamma} f+f \nabla_{\Gamma} \boldsymbol{v}\right)\left(\tau^{i} \circ \varphi\right) \cdot\left(\tau_{i} \circ \varphi\right) \\
& =\sum_{i=1}^{d-1}\left(\nabla_{\Gamma} f \cdot\left(\tau^{i} \circ \varphi\right)\right)\left(\tau_{i} \circ \varphi\right) \cdot \boldsymbol{v}+f \nabla_{\Gamma} \cdot \boldsymbol{v} \\
& =\sum_{i j=1}^{d-1}\left(\partial_{j}\left(f \circ \varphi^{-1}\right)\left(\tau^{j} \cdot \tau^{i}\right) \tau_{i}\right) \circ \varphi \cdot \boldsymbol{v}+f \nabla_{\Gamma} \cdot \boldsymbol{v} \\
& =\sum_{i j=1}^{d-1}\left(g^{j i} \partial_{j}\left(f \circ \varphi^{-1}\right) \tau_{i}\right) \circ \varphi \cdot \boldsymbol{v}+f \nabla_{\Gamma} \cdot \boldsymbol{v}=\sum_{j=1}^{d-1}\left(\partial_{j}\left(f \circ \varphi^{-1}\right) \tau^{j}\right) \circ \varphi \cdot \boldsymbol{v}+f \nabla_{\Gamma} \cdot \boldsymbol{v} \\
& =\nabla_{\Gamma} f \cdot \boldsymbol{v}+f \nabla_{\Gamma} \cdot \boldsymbol{v} .
\end{aligned}
$$

Next, we turn to the integration by parts rule.

Theorem 5.17. Let $\Gamma \in C^{2,1}$ and $\boldsymbol{v}$ be a tangential vector field in $W^{1, p}(\Gamma)$, that is we can write $\boldsymbol{v}$ as

$$
\boldsymbol{v}=\sum_{i=1}^{d-1} v_{i}\left(\tau_{i} \circ \varphi\right)
$$

with $v_{i} \in W^{1, p}(\Gamma)$. It then holds

$$
\begin{equation*}
\int_{\Gamma} \nabla_{\Gamma} \cdot \boldsymbol{v} \mathrm{d} \sigma=0 \tag{84}
\end{equation*}
$$

Remark 14. In particular the above theorem does not hold for non tangential vector fields, which can be seen by explicitly calculating the left-hand side for the domain $\Omega=B_{1}(0) \subseteq \mathbb{R}^{2}$ and $\boldsymbol{v}=\boldsymbol{n}=(x, y)^{T}$ on $\Gamma$.

Proof. The proof follows [45, Sec. 2.1.6]. We first write the definition of the surface divergence in local coordinates to derive the following formula of the surface divergence in local coordinates,

$$
\nabla_{\Gamma} \cdot \boldsymbol{v}=\left(\frac{1}{\sqrt{\operatorname{det}(g)}} \sum_{i=1}^{d-1} \partial_{i}\left(\sqrt{\operatorname{det}(g)}\left(v_{i} \circ \varphi^{-1}\right)\right)\right) \circ \varphi
$$

Then from the definition of the surface integral, using an atlas for $\Gamma$ and a subordinate partition of unity $\alpha_{r}$ we can use classical integration by parts in the bulk to finish the proof. We start by writing the surface divergence in local coordinates. First of all we notice that

$$
\partial_{i}\left(\boldsymbol{v} \circ \varphi^{-1}\right)=\partial_{i}\left(\sum_{j=1}^{d-1}\left(v_{j} \circ \varphi^{-1}\right) \tau_{j}\right)=\sum_{j=1}^{d-1}\left(\partial_{i}\left(v_{j} \circ \varphi^{-1}\right) \tau_{j}+\left(v_{j} \circ \varphi^{-1}\right) \partial_{i} \tau_{j}\right)
$$

With that, we can write the surface divergence as

$$
\begin{aligned}
\nabla_{\Gamma} \cdot \boldsymbol{v} & =\sum_{m=1}^{d-1} \nabla_{\Gamma} \boldsymbol{v}\left(\tau^{m} \circ \varphi\right) \cdot\left(\tau_{m} \circ \varphi\right)=\sum_{m=1}^{d-1}\left(\left(\sum_{i=1}^{d-1} \partial_{i}\left(\boldsymbol{v} \circ \varphi^{-1}\right) \otimes \tau^{i}\right) \tau^{m} \cdot \tau_{m}\right) \circ \varphi \\
& =\sum_{m, i=1}^{d-1}\left(g^{i m} \partial_{i}\left(\boldsymbol{v} \circ \varphi^{-1}\right) \cdot \tau_{m}\right) \circ \varphi=\sum_{i=1}^{d-1}\left(\partial_{i}\left(\boldsymbol{v} \circ \varphi^{-1}\right) \cdot \tau^{i}\right) \circ \varphi \\
& =\sum_{i j=1}^{d-1}\left(\left(\partial_{i}\left(v_{j} \circ \varphi^{-1}\right) \delta_{i j}+\left(v_{j} \circ \varphi^{-1}\right)\left(\partial_{i} \tau_{j} \cdot \tau^{i}\right)\right)\right) \circ \varphi \\
& =\left(\left(\sum_{i=1}^{d-1} \partial_{i}\left(v_{i} \circ \varphi^{-1}\right)\right)+\left(\sum_{i, j=1}^{d-1}\left(v_{j} \circ \varphi^{-1}\right)\left(\partial_{i} \tau_{j} \cdot \tau^{i}\right)\right)\right) \circ \varphi
\end{aligned}
$$

Using $\partial_{i} \tau_{j}=\partial_{i} \partial_{j} \varphi^{-1}=\partial_{j} \partial_{i} \varphi^{-1}=\partial_{j} \tau_{i}$ which follows from the fact that partial derivatives commute if they are continuous (here we use that $\Gamma \in C^{2,1}$ and thus $\varphi^{-1} \in C^{2,1}$ ), we can further rewrite the second term on the right-hand side as

$$
\begin{aligned}
\left(\sum_{i, j=1}^{d-1}\left(v_{j} \circ \varphi^{-1}\right)\left(\partial_{i} \tau_{j} \cdot \tau^{i}\right)\right) \circ \varphi & =\sum_{j=1}^{d-1}\left(\left(v_{j} \circ \varphi^{-1}\right) \sum_{i=1}^{d-1}\left(\partial_{j} \tau_{i} \cdot \tau^{i}\right)\right) \circ \varphi \\
& =\frac{1}{2}\left(\sum_{j=1}^{d-1}\left(v_{j} \circ \varphi^{-1}\right)\left(\sum_{k=1}^{d-1}\left(\partial_{j} \tau_{k} \cdot \tau^{k}\right)+\sum_{i=1}^{d-1}\left(\partial_{j} \tau_{i} \cdot \tau^{i}\right)\right)\right) \circ \varphi \\
& =\frac{1}{2}\left(\sum_{j=1}^{d-1}\left(v_{j} \circ \varphi^{-1}\right)\left(\sum_{i k=1}^{d-1} g^{k i}\left(\partial_{j} \tau_{k} \cdot \tau_{i}\right)+\sum_{i k=1}^{d-1} g^{i k}\left(\partial_{j} \tau_{i} \cdot \tau_{k}\right)\right)\right) \circ \varphi
\end{aligned}
$$

$$
\begin{aligned}
& \underset{g^{-1} \text { sym. }}{=} \frac{1}{2}\left(\sum_{j=1}^{d-1}\left(\left(v_{j} \circ \varphi^{-1}\right) \sum_{i, k=1}^{d-1}\left(g^{i k}\left(\left(\partial_{j} \tau_{k} \cdot \tau_{i}\right)+\left(\partial_{j} \tau_{i} \cdot \tau_{k}\right)\right)\right)\right) \circ \varphi\right. \\
& \quad=\frac{1}{2}\left(\sum_{j=1}^{d-1}\left(\left(v_{j} \circ \varphi^{-1}\right) \sum_{i, k=1}^{d-1}\left(g^{i k} \partial_{j} g_{k i}\right)\right)\right) \circ \varphi \\
& \quad=\frac{1}{2}\left(\sum_{j=1}^{d-1}\left(v_{j} \circ \varphi^{-1}\right) \operatorname{tr}\left(g^{-1} \partial_{j} g\right)\right) \circ \varphi \\
& \text { Jacobi's form. } \frac{1}{2 \operatorname{det}(g)}\left(\sum_{j=1}^{d-1}\left(v_{j} \circ \varphi^{-1}\right) \partial_{j}(\operatorname{det}(g))\right) \circ \varphi .
\end{aligned}
$$

Putting these two expansions together we obtain

$$
\begin{aligned}
\nabla_{\Gamma} \cdot \boldsymbol{v} & =\left(\frac{1}{\sqrt{\operatorname{det}(g)}} \sum_{i=1}^{d-1}\left(\sqrt{\operatorname{det}(g)} \partial_{i}\left(v_{i} \circ \varphi^{-1}\right)+\frac{1}{2 \sqrt{\operatorname{det}(g)}}\left(v_{i} \circ \varphi^{-1}\right) \partial_{i}(\operatorname{det}(g))\right)\right) \circ \varphi \\
& =\left(\frac{1}{\sqrt{\operatorname{det}(g)}} \sum_{i=1}^{d-1} \partial_{i}\left(\sqrt{\operatorname{det}(g)}\left(v_{i} \circ \varphi^{-1}\right)\right)\right) \circ \varphi
\end{aligned}
$$

This finishes our prove of the surface divergence formula in local coordinates and we now turn to the proof of the integral identity (84). Choosing a partition of unity $\alpha_{r}$ subordinate to our atlas domains. That is we choose $\alpha_{r}$ subordinate to the open cover

$$
\left(T_{r}^{-1}\left(\Delta_{r} \times\left\{\boldsymbol{y}_{r d} \in \mathbb{R}\left|\exists \boldsymbol{y}_{r}^{\prime} \in \Delta_{r}:\left|\boldsymbol{y}_{r d}-a_{r}\left(\boldsymbol{y}_{r}^{\prime}\right)\right|<\beta\right\}\right)\right)_{r=1, \ldots, M}=:\left(T_{r}^{-1}\left(O_{r}\right)\right)_{r=1, \ldots, M}\right.
$$

of $\Gamma$. We then have by definition of the surface integral, cf. (77), recalling that $\operatorname{det}(g)=\operatorname{det}\left(\left(D \varphi^{-1}\right)^{T} D \varphi^{-1}\right)$, cf. Definition 5.7,

$$
\begin{aligned}
\int_{\Gamma} \nabla_{\Gamma} \cdot \boldsymbol{v} \mathrm{d} \sigma & =\sum_{r=1}^{M} \int_{\Gamma} \alpha_{r} \nabla_{\Gamma} \cdot \boldsymbol{v} \mathrm{d} \sigma \\
& =\sum_{r=1}^{M} \int_{\Delta_{r}} \frac{1}{\sqrt{\operatorname{det}(g)}} \sum_{i=1}^{d-1} \partial_{i}\left(\sqrt{\operatorname{det}(g)}\left(v_{i} \circ \varphi^{-1}\right)\right)\left(\alpha_{r} \circ \varphi^{-1}\right) \sqrt{\operatorname{det}(g)} \mathrm{d} \boldsymbol{x}_{r}^{\prime} \\
& =-\sum_{r=1}^{M} \sum_{i=1}^{d-1} \int_{\Delta_{r}} \sqrt{\operatorname{det}(g)}\left(v_{i} \circ \varphi^{-1}\right) \partial_{i}\left(\alpha_{r} \circ \varphi^{-1}\right) \mathrm{d} \boldsymbol{x}_{r}^{\prime} \\
& =-\sum_{i=1}^{d-1} \int_{\Delta_{r}} \sqrt{\operatorname{det}(g)}\left(v_{i} \circ \varphi^{-1}\right) \partial_{i}(1) \mathrm{d} \boldsymbol{x}_{r}^{\prime}=0
\end{aligned}
$$

where we used the standard integration by parts rule and the fact that the partition of unity $\alpha_{r}$ has compact support in $\Delta_{r}$ so that no boundary terms appear and that the $\alpha_{r}$ sum up to 1 . To see that $\alpha_{r} \circ \varphi^{-1}$ is indeed zero on the boundary of $\Delta_{r}$ we use that for a rigid motion $T$ we have $\partial(T(\Omega))=T(\partial \Omega)$ for any set $\Omega \subseteq \mathbb{R}^{n}$. Thus for $\boldsymbol{y}^{\prime} \in \partial \Delta_{r}$ we have $\left(\boldsymbol{y}^{\prime}, a_{r}\left(\boldsymbol{y}^{\prime}\right)\right) \in \partial O_{r}$ and thus $\varphi^{-1}\left(\boldsymbol{y}^{\prime}\right)=T_{r}^{-1}\left(\boldsymbol{y}^{\prime}, a_{r}\left(\boldsymbol{y}^{\prime}\right)\right) \in \partial\left(T_{r}^{-1}\left(O_{r}\right)\right)$.

Corollary 5.18. For $\Gamma \in C^{2,1}$ and a general (not necessarily tangential) vector field $\boldsymbol{v} \in W^{1, p}(\Gamma)$ and $f \in$ $W^{1, p^{\prime}}(\Gamma)$ the following integration by parts holds

$$
\int_{\Gamma} f \nabla_{\Gamma} \cdot \boldsymbol{v}+f(\boldsymbol{v} \cdot \boldsymbol{n}) \kappa_{\Gamma}+\boldsymbol{v} \cdot \nabla_{\Gamma} f \mathrm{~d} \sigma=0
$$

where $\kappa_{\Gamma}=-\nabla_{\Gamma} \cdot \boldsymbol{n}$.

## The proof is taken from [45, Sec. 2.1]

Proof. This is a simple consequence of Theorem 5.17. For a possible non tangential vector field $\boldsymbol{v}$ we can write $\boldsymbol{v}=(\boldsymbol{v}-(\boldsymbol{v} \cdot \boldsymbol{n}) \boldsymbol{n})+(\boldsymbol{v} \cdot \boldsymbol{n}) \boldsymbol{n}=: \boldsymbol{v}_{\tau}+(\boldsymbol{v} \cdot \boldsymbol{n}) \boldsymbol{n}$. The first part is a tangential vector field and thus by Theorem 5.17 and the product rule from Lemma 5.16 we have

$$
\begin{aligned}
& \int_{\Gamma} \nabla_{\Gamma} f \cdot \boldsymbol{v} \mathrm{~d} \sigma=\int_{\Gamma} \nabla_{\Gamma} f \cdot \boldsymbol{v}_{\tau} \mathrm{d} \sigma=-\int_{\Gamma} f \nabla_{\Gamma} \cdot \boldsymbol{v}_{\tau} \mathrm{d} \sigma=-\int_{\Gamma} f \nabla_{\Gamma} \cdot \boldsymbol{v}-f \nabla_{\Gamma} \cdot((\boldsymbol{v} \cdot \boldsymbol{n}) \boldsymbol{n}) \mathrm{d} \sigma \\
& \quad=-\int_{\Gamma} f \nabla_{\Gamma} \cdot \boldsymbol{v}-f \nabla_{\Gamma}(\boldsymbol{v} \cdot \boldsymbol{n}) \cdot \boldsymbol{n}-f(\boldsymbol{v} \cdot \boldsymbol{n}) \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma=-\int_{\Gamma} f \nabla_{\Gamma} \cdot \boldsymbol{v}+f(\boldsymbol{v} \cdot \boldsymbol{n}) \kappa_{\Gamma} \mathrm{d} \sigma
\end{aligned}
$$

where we used that the surface gradient is tangential, such that $\nabla_{\Gamma}(\boldsymbol{v} \cdot \boldsymbol{n}) \cdot \boldsymbol{n}=0$, see [54].

### 5.1.1 Matrix-valued functions on the boundary

All results from the previous section generalize to matrix-valued functions on the boundary. We first define.
Definition 5.19. We say that $A: \Gamma \rightarrow \mathbb{R}^{d \times d}$ defined almost everywhere is in $W^{1, p}(\Gamma)^{d \times d}$ if for an atlas $\left\{\left(\varphi_{r}, V_{r}\right) \mid r=1, \ldots, M\right\}$ of $\Gamma$ we have $A \circ \varphi_{r}^{-1} \in W^{1, p}\left(\Delta_{r}\right)^{d \times d}$ for all $r=1, \ldots, M$.

As above we define the surface gradient.
Definition 5.20. For $A \in W^{1, p}(\Gamma)^{d \times d}$ we define

$$
\nabla_{\Gamma} A=\left(\sum_{i=1}^{d-1} \partial_{i}\left(A \circ \varphi^{-1}\right) \otimes \tau^{i}\right) \circ \varphi \in \mathbb{R}^{d \times d \times d}
$$

Using this definition we also define the surface divergence.
Definition 5.21. For $A \in W^{1, p}(\Gamma)^{d \times d}$ we define

$$
\nabla_{\Gamma} \cdot A=\sum_{m=1}^{d-1}\left(\nabla_{\Gamma} A \cdot\left(\tau^{m} \circ \varphi\right)\right)\left(\tau_{m} \circ \varphi\right) \in \mathbb{R}^{d}
$$

These definitions are all independent of the chosen atlas, which follows as before with the help of a coordinate transformation. Additionally, we get the following product rule.
Lemma 5.22. For $A \in W^{1, p}(\Gamma)^{d \times d}$ and $\boldsymbol{v} \in W^{1, p}(\Gamma)^{d}$ it holds $\nabla_{\Gamma} \cdot(A \boldsymbol{v})=\left(\nabla_{\Gamma} \cdot A^{T}\right) \cdot \boldsymbol{v}+A^{T}: \nabla_{\Gamma} \boldsymbol{v}$.
Proof. Writing $A=\left(a_{i j}\right)_{i j=1}^{d}$ and $\boldsymbol{v}$ in euclidean coordinates, that is $A=\sum_{i j=1}^{d} a_{i j} \boldsymbol{e}_{i} \otimes \boldsymbol{e}_{j}$ and $\boldsymbol{v}=\sum_{i=1}^{d} v_{i} \boldsymbol{e}_{i}$ the identity simply follows from the standard product rule and calculating both side explicitly.

Corollary 5.23. For $\Gamma \in C^{2,1}$ and $A \in W^{1, p}(\Gamma)^{d \times d}$ and $\boldsymbol{v} \in W^{1, p}(\Gamma)^{d}$ it holds

$$
\begin{equation*}
\int_{\Gamma}\left(\nabla_{\Gamma} \cdot\left(A^{T}\right)\right) \cdot \boldsymbol{v}+A^{T}: \nabla_{\Gamma} \boldsymbol{v}-(A \boldsymbol{v} \cdot \boldsymbol{n}) \nabla_{\Gamma} \cdot \boldsymbol{n}=0 \tag{85}
\end{equation*}
$$

Proof. This is a very simple consequence of the product rule from Lemma 5.22 and the integration by parts rule from Corollary 5.18. By Corollary 5.18 we find

$$
\int_{\Gamma} \nabla_{\Gamma} \cdot(A \boldsymbol{v})-(A \boldsymbol{v} \cdot \boldsymbol{n}) \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma=0
$$

and the first term on the left-hand side can be rewritten as $\nabla_{\Gamma}(A \boldsymbol{v})=\left(\nabla_{\Gamma} \cdot A^{T}\right) \cdot \boldsymbol{v}+A^{T}: \nabla_{\Gamma} \boldsymbol{v}$ and we are done.

Now, we still would like to relate the surface divergence of a matrix-valued function on the boundary to the divergence of the bulk divergence.

Corollary 5.24. For $A \in W^{2,2}(\Omega)^{d \times d}$ we have

$$
\nabla_{\Gamma} \cdot S(A)=\nabla \cdot A-(\nabla A \cdot \boldsymbol{n}) \boldsymbol{n}
$$

Proof. This simply follows from writing $A$ in euclidean coordinates and using Theorem 5.15.

### 5.2 Auxiliary results for the flow model

Lemma 5.25. For $\psi \in W^{4,10 / 3}(\Omega), \xi \in W^{3,10 / 3}(\Gamma)$ and $\boldsymbol{d} \in W^{4, \infty}(\Omega)$ fulfilling $\varepsilon(\boldsymbol{d}) \nabla \psi \cdot \boldsymbol{n}+\tau \psi=\xi$ and $\boldsymbol{d} \cdot \boldsymbol{n}=0$ on $\Gamma$, it holds

$$
\begin{align*}
& (\varepsilon+\lambda) \int_{\Omega} \nabla(\Delta \psi) \cdot \varepsilon(\boldsymbol{d}) \nabla(\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})) \mathrm{d} \boldsymbol{x} \\
& \quad=(\varepsilon+\lambda) \int_{\Omega}\left|\nabla^{3} \psi \cdot \boldsymbol{d}\right|^{2}+\varepsilon\left|\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right) \boldsymbol{d}\right|^{2} \mathrm{~d} \boldsymbol{x}+\text { l.o.t } \kappa_{\kappa} \tag{86}
\end{align*}
$$

for

$$
\begin{align*}
& \frac{1}{(\varepsilon+\lambda)} \text { l.o.t }_{\kappa}=\frac{1}{(\varepsilon+\lambda)}\left(\int_{\Omega} \text { l.o.t }_{\Omega \kappa} \mathrm{d} \boldsymbol{x}+\int_{\Gamma} \text { l.o.t }_{\Gamma \kappa} \mathrm{d} \sigma\right) \\
& :=\int_{\Omega} \nabla(\Delta \psi) \cdot \varepsilon(\boldsymbol{d}) \nabla \cdot\left((\boldsymbol{d} \cdot \nabla \psi) \nabla \boldsymbol{d}^{T}+\left(\nabla \boldsymbol{d}^{T} \nabla \psi\right) \otimes \boldsymbol{d}\right) \mathrm{d} \boldsymbol{x} \\
& +\int_{\Omega} \nabla^{3} \psi!\left(\left(\nabla^{2} \psi \nabla \boldsymbol{d}\right) \otimes_{M} \boldsymbol{d}+\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \nabla \boldsymbol{d}\right)^{T} \mathrm{~d} \boldsymbol{x} \\
& -\varepsilon \int_{\Omega} \nabla \cdot\left(\nabla^{2} \psi \boldsymbol{d}\right)\left(\nabla \boldsymbol{d}:\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)\right)+\left(\nabla \boldsymbol{d}: \nabla^{2} \psi\right)\left(\nabla \cdot\left(\left(\boldsymbol{d} \otimes\left(\nabla^{2} \psi \boldsymbol{d}\right)\right) \boldsymbol{d}\right)\right) \mathrm{d} \boldsymbol{x} \\
& +\varepsilon \int_{\Omega}\left(\nabla \boldsymbol{d}: \nabla^{2} \psi\right)\left(\nabla \boldsymbol{d}:\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)\right) \mathrm{d} \boldsymbol{x}+\varepsilon \int_{\Omega} \nabla^{2} \psi \nabla \boldsymbol{d}:\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right) \boldsymbol{d} \otimes \boldsymbol{d} \mathrm{d} \boldsymbol{x} \\
& +\varepsilon \int_{\Omega}\left(\nabla^{3} \psi \cdot \boldsymbol{d}+\nabla^{2} \psi \nabla \boldsymbol{d}\right):\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right)(\nabla \boldsymbol{d})^{T}+\left(\nabla \boldsymbol{d}^{T} \nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}+\left((\nabla \boldsymbol{d})^{T} \nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \mathrm{d} \boldsymbol{x} \\
& -\int_{\Gamma}\left[\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \nabla(\boldsymbol{d} \cdot \boldsymbol{n})-\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \nabla \boldsymbol{n}\right]: \nabla^{2} \psi \mathrm{~d} \sigma \\
& +\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left[\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \nabla(\boldsymbol{d} \cdot \boldsymbol{n})\right) \boldsymbol{n}-\left(\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \nabla \boldsymbol{n}\right) \boldsymbol{n}\right] \mathrm{d} \sigma \\
& -\int_{\Gamma} \nabla_{\Gamma}^{2}(\xi-\tau \psi):\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)+\left(\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)^{T}(\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \boldsymbol{n} \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma \\
& +\int_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n}) \nabla_{\Gamma} \cdot\left(\left(\nabla_{\Gamma}(\xi-\tau \psi) \cdot \boldsymbol{d}\right) \boldsymbol{d}-\left(\nabla \boldsymbol{n}^{T} \nabla \psi \cdot \boldsymbol{d}\right) \boldsymbol{d}\right) \mathrm{d} \sigma \\
& -\int_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right): \nabla_{\Gamma} \boldsymbol{n}+\nabla_{\Gamma}\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right):\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \mathrm{d} \sigma \\
& -\varepsilon \int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \nabla(\boldsymbol{d} \cdot \boldsymbol{n}) \cdot \nabla^{2} \psi \boldsymbol{d}-\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \nabla \boldsymbol{n}^{T} \boldsymbol{d} \cdot \nabla^{2} \psi \boldsymbol{d} \mathrm{~d} \sigma \\
& +\varepsilon \int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{n}\right)\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \nabla(\boldsymbol{d} \cdot \boldsymbol{n}) \cdot \boldsymbol{n}-\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{n}\right)\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \nabla \boldsymbol{n}^{T} \boldsymbol{d} \cdot \boldsymbol{n} \mathrm{~d} \sigma \\
& \left.+\varepsilon \int_{\Gamma} \nabla_{\Gamma}\left(\nabla \boldsymbol{n}^{T} \nabla \psi \cdot \boldsymbol{d}\right) \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)-\nabla_{\Gamma}\left(\nabla_{\Gamma}(\xi-\tau \psi) \cdot \boldsymbol{d}\right) \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)\right) \mathrm{d} \sigma . \tag{87}
\end{align*}
$$

Proof. Using

$$
\nabla(\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d}))=\nabla \cdot(\nabla((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d}))^{T}=\nabla \cdot\left((\boldsymbol{d} \cdot \nabla \psi) \nabla \boldsymbol{d}^{T}+\left(\nabla \boldsymbol{d}^{T} \nabla \psi\right) \otimes \boldsymbol{d}+\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)
$$

and expanding the matrix $\varepsilon(\boldsymbol{d})$ on the left-hand side of (86) we obtain

$$
\begin{align*}
\int_{\Omega} & \nabla(\Delta \psi) \cdot \varepsilon(\boldsymbol{d}) \nabla(\nabla \cdot((\boldsymbol{d} \cdot \nabla \psi) \boldsymbol{d})) \mathrm{d} \boldsymbol{x} \\
& =\int_{\Omega} \nabla(\Delta \psi) \cdot \varepsilon(\boldsymbol{d}) \nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)+\nabla(\Delta \psi) \cdot \varepsilon(\boldsymbol{d}) \nabla \cdot\left((\boldsymbol{d} \cdot \nabla \psi) \nabla \boldsymbol{d}^{T}+\left(\nabla \boldsymbol{d}^{T} \nabla \psi\right) \otimes \boldsymbol{d}\right) \mathrm{d} \boldsymbol{x} \\
= & \int_{\Omega} \nabla(\Delta \psi) \cdot \nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)+\varepsilon(\nabla(\Delta \psi) \cdot \boldsymbol{d})\left(\nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \cdot \boldsymbol{d}\right) \mathrm{d} \boldsymbol{x} \\
& +\int_{\Omega} \nabla(\Delta \psi) \cdot \varepsilon(\boldsymbol{d}) \nabla \cdot\left((\boldsymbol{d} \cdot \nabla \psi) \nabla \boldsymbol{d}^{T}+\left(\nabla \boldsymbol{d}^{T} \nabla \psi\right) \otimes \boldsymbol{d}\right) \mathrm{d} \boldsymbol{x} \tag{88}
\end{align*}
$$

The integral on the last line is no longer quadratic in the third order derivative of $\psi$ and will be collected in l.o.t. $\kappa$. We now turn to the first term on the right-hand side of (88). For the terms quadratic in the third order derivatives of $\psi$ to occur with a good sign we need to integrate by parts two times and handle the occurring boundary terms. Using the integration by parts rule for matrices and tensors, we find

$$
\begin{align*}
\int_{\Omega} \nabla(\Delta \psi) \cdot & \nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \mathrm{d} \boldsymbol{x}=\int_{\Omega} \nabla \cdot\left(\nabla^{2} \psi\right) \cdot \nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \mathrm{d} \boldsymbol{x} \\
= & -\int_{\Omega}\left(\nabla^{2} \psi\right): \nabla \cdot\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)^{T}\right) \mathrm{d} \boldsymbol{x}+\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \mathrm{d} \sigma \\
= & \int_{\Omega}\left(\nabla^{3} \psi\right):\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)^{T}\right) \mathrm{d} \boldsymbol{x}-\int_{\Gamma}\left[\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)^{T}\right) \cdot \boldsymbol{n}\right]: \nabla^{2} \psi \mathrm{~d} \sigma \\
& +\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \mathrm{d} \sigma \tag{89}
\end{align*}
$$

The first term gives a term with a good sign quadratic in the third order derivative of $\psi$ and all other terms can be estimated and are part of l.o.t. ${ }_{\kappa}$. That the first term on the right-hand side gives us terms with a good sign, can be seen by expanding the tensor product and using $\nabla(a \otimes b)=\nabla a \otimes_{M} b+a \otimes \nabla b$ and $\nabla(A b)=(\nabla A)^{T} \cdot b+A \nabla b$, where for a matrix $A \in \mathbb{R}^{d \times d}$ and a vector $b \in \mathbb{R}^{d}$ we have $A \otimes_{M} b:=\left(a_{i k} b_{j}\right)_{i j k}$ and $b \otimes A:=\left(b_{i} a_{j k}\right)_{i j k}$. First we note

$$
\begin{aligned}
\nabla\left(\nabla^{2} \psi \boldsymbol{d} \otimes \boldsymbol{d}\right) & =\nabla\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes_{M} \boldsymbol{d}+\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \nabla \boldsymbol{d} \\
& =\left(\left(\nabla^{3} \psi\right)^{T} \cdot \boldsymbol{d}\right) \otimes_{M} \boldsymbol{d}+\left(\nabla^{2} \psi \nabla \boldsymbol{d}\right) \otimes_{M} \boldsymbol{d}+\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \nabla \boldsymbol{d}
\end{aligned}
$$

and then, using $\left(\nabla^{3} \psi\right)^{T}=\nabla^{3} \psi$, where the transposed of a three dimensional tensor $\mathbb{G}=\left(G_{i j k}\right)_{i j k} \in \mathbb{R}^{3 \times 3 \times 3}$ is defined as $\mathbb{G}^{T}=\left(G_{i k j}\right)_{i j k}$, since we can interchange the order of derivatives, $\left(\psi \in W^{4,10 / 3}(\Omega)\right.$ and thus $\left.\partial_{x_{i}} \partial_{x_{j}} \partial_{x_{k}} \psi \in W^{1,10 / 3}(\Omega) \hookrightarrow C(\bar{\Omega})\right)$ we get, using $\left(A \otimes_{M} b\right)^{T}=A \otimes b$ for $A \in \mathbb{R}^{3 \times 3}$ and $b \in \mathbb{R}^{3}$ and that for two tensors $\mathbb{G}, \mathbb{B} \in \mathbb{R}^{3 \times 3 \times 3}$ it holds $\mathbb{G}^{T}: \mathbb{B}=\mathbb{G}: \mathbb{B}^{T}$,

$$
\begin{aligned}
&\left.\left.\left.\nabla^{3} \psi:\left(\left(\nabla^{3} \psi\right)^{T} \cdot \boldsymbol{d}\right) \otimes_{M} \boldsymbol{d}\right)^{T}=\nabla^{3} \psi^{T}:\left(\left(\nabla^{3} \psi\right)^{T} \cdot \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)=\nabla^{3} \psi:\left(\left(\nabla^{3} \psi\right)^{T} \cdot \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \\
&=\sum_{i j k l=1}^{3}\left(\left(\partial_{x_{k}} \partial_{x_{j}} \partial_{x_{i}} \psi\right)\left(\partial_{x_{l}} \partial_{x_{j}} \partial_{x_{i}} \psi\right) \boldsymbol{d}_{l} \boldsymbol{d}_{k}\right)=\sum_{i j=1}^{3}\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right)_{i j}^{2}=\left|\nabla^{3} \psi \cdot \boldsymbol{d}\right|^{2}
\end{aligned}
$$

Using $\nabla \cdot(A b)=\nabla \cdot\left(A^{T}\right) \cdot b+(\nabla b): A^{T}$ we can rewrite the second term on the right-hand side of (88) as

$$
\begin{aligned}
& \varepsilon \int_{\Omega}(\nabla(\Delta \psi) \cdot \boldsymbol{d})\left(\nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \cdot \boldsymbol{d}\right) \mathrm{d} \boldsymbol{x} \\
& \quad=\varepsilon \int_{\Omega}\left[\nabla \cdot\left(\nabla^{2} \psi \boldsymbol{d}\right)-\nabla \boldsymbol{d}: \nabla^{2} \psi\right]\left[\nabla \cdot\left(\left(\boldsymbol{d} \otimes\left(\nabla^{2} \psi \boldsymbol{d}\right)\right) \boldsymbol{d}\right)-\nabla \boldsymbol{d}:\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)\right] \mathrm{d} \boldsymbol{x} \\
& \quad=\varepsilon \int_{\Omega} \nabla \cdot\left(\nabla^{2} \psi \boldsymbol{d}\right) \nabla \cdot\left(\left(\boldsymbol{d} \otimes\left(\nabla^{2} \psi \boldsymbol{d}\right)\right) \boldsymbol{d}\right)-\nabla \cdot\left(\nabla^{2} \psi \boldsymbol{d}\right)\left(\nabla \boldsymbol{d}:\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)\right) \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

$$
+\varepsilon \int_{\Omega}\left(\nabla \boldsymbol{d}: \nabla^{2} \psi\right)\left(\nabla \boldsymbol{d}:\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)\right)-\left(\nabla \boldsymbol{d}: \nabla^{2} \psi\right)\left(\nabla \cdot\left(\left(\boldsymbol{d} \otimes\left(\nabla^{2} \psi \boldsymbol{d}\right)\right) \boldsymbol{d}\right)\right) \mathrm{d} \boldsymbol{x}
$$

The first term also has to be integrated by parts two times to see that it has a good sign and all other terms are in l.o.t. $\kappa$. Performing the integration by parts we find

$$
\begin{align*}
& \varepsilon \int_{\Omega} \nabla \cdot\left(\nabla^{2} \psi \boldsymbol{d}\right) \nabla \cdot\left(\left(\boldsymbol{d} \otimes\left(\nabla^{2} \psi \boldsymbol{d}\right)\right) \boldsymbol{d}\right) \mathrm{d} \boldsymbol{x}=\varepsilon \int_{\Omega} \nabla \cdot\left(\nabla^{2} \psi \boldsymbol{d}\right) \nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right) \mathrm{d} \boldsymbol{x} \\
&=-\varepsilon \int_{\Omega} \nabla^{2} \psi \boldsymbol{d} \cdot \nabla \cdot\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)^{T}\right) \mathrm{d} \boldsymbol{x}+\varepsilon \int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{n}\right) \nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right) \mathrm{d} \sigma \\
&= \varepsilon \int_{\Omega} \nabla\left(\nabla^{2} \psi \boldsymbol{d}\right):\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)^{T}\right) \mathrm{d} \boldsymbol{x}-\varepsilon \int_{\Gamma}\left(\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)^{T}\right) \boldsymbol{n}\right) \cdot\left(\nabla^{2} \psi \boldsymbol{d}\right) \mathrm{d} \sigma \\
&+\varepsilon \int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{n}\right) \nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right) \mathrm{d} \sigma . \tag{90}
\end{align*}
$$

The boundary integrals are in l.o.t. , which we will see below, and the matrix scalar product gives a term with a good sign and lower order terms. Using

$$
\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)^{T}=\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right)(\nabla \boldsymbol{d})^{T}+\left(\nabla\left(\nabla^{2} \psi \boldsymbol{d}\right)^{T} \boldsymbol{d}\right) \otimes \boldsymbol{d}+\left((\nabla \boldsymbol{d})^{T} \nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right.
$$

and

$$
\nabla\left(\nabla^{2} \psi \boldsymbol{d}\right)^{T}=\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right)^{T}+\left(\nabla^{2} \psi \nabla \boldsymbol{d}\right)^{T}=\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right)+\nabla \boldsymbol{d}^{T} \nabla^{2} \psi
$$

where we again used the fact that we can interchange the order of third order partial derivatives of $\psi$ and thus have $\nabla^{3} \psi \cdot \boldsymbol{d}=\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right)^{T}$, we obtain

$$
\begin{align*}
\nabla\left(\nabla^{2} \psi \boldsymbol{d}\right) & :\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)^{T}\right. \\
= & \left(\nabla^{3} \psi \cdot \boldsymbol{d}+\nabla^{2} \psi \nabla \boldsymbol{d}\right):\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)^{T}=\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right):\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right) \boldsymbol{d} \otimes \boldsymbol{d}\right. \\
& +\left(\nabla^{3} \psi \cdot \boldsymbol{d}+\nabla^{2} \psi \nabla \boldsymbol{d}\right):\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right)(\nabla \boldsymbol{d})^{T}+\left(\nabla \boldsymbol{d}^{T} \nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}+\left((\nabla \boldsymbol{d})^{T} \nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \\
& +\nabla^{2} \psi \nabla \boldsymbol{d}:\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right) \boldsymbol{d} \otimes \boldsymbol{d} \tag{91}
\end{align*}
$$

Using $a \otimes b: A=a \cdot A b$ we find for the first term on the right-hand side

$$
\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right):\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right) \boldsymbol{d} \otimes \boldsymbol{d}=\left|\left(\nabla^{3} \psi \cdot \boldsymbol{d}\right) \boldsymbol{d}\right|^{2}
$$

All other terms in (91) are of lower order, that is not quadratic in the third order derivative of $\psi$. To see that also the boundary terms are of lower order, where we call boundary terms of lower order if there are no third order derivatives of $\psi$, we need some involved integration by parts to be able to plug in the Robin boundary condition for the electric potential $\psi$ and reduce the order of derivatives by one. For the first boundary integral in (89) we find that the third order term in the second term vanishes since $\boldsymbol{d} \cdot \boldsymbol{n}=0$ and for $A \in C^{1}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)$ and $b \in C^{1}\left(\Omega ; \mathbb{R}^{3}\right)$ $\nabla(A b)=(\nabla A)^{T} \cdot b+A \nabla b$,

$$
\begin{align*}
\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)^{T} \cdot \boldsymbol{n} & =\nabla\left(\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \boldsymbol{n}\right)-\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \nabla \boldsymbol{n} \\
& =\nabla\left((\boldsymbol{d} \cdot \boldsymbol{n}) \nabla^{2} \psi \boldsymbol{d}\right)-\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \nabla \boldsymbol{n} \\
& =(\boldsymbol{d} \cdot \boldsymbol{n}) \nabla\left(\nabla^{2} \psi \boldsymbol{d}\right)+\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \nabla(\boldsymbol{d} \cdot \boldsymbol{n})-\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \nabla \boldsymbol{n} \\
& =\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \nabla(\boldsymbol{d} \cdot \boldsymbol{n})-\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \nabla \boldsymbol{n} \tag{92}
\end{align*}
$$

and thus

$$
-\int_{\Gamma}\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)^{T} \cdot \boldsymbol{n}\right): \nabla^{2} \psi \mathrm{~d} \sigma=-\int_{\Gamma}\left[\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \nabla(\boldsymbol{d} \cdot \boldsymbol{n})-\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \nabla \boldsymbol{n}\right]: \nabla^{2} \psi \mathrm{~d} \sigma
$$

Now, we turn to the second boundary integral in (89). Using the characterization of the surface divergence of a matrix from Corollary 5.24 we find

$$
\begin{align*}
& \int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot \nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \mathrm{d} \sigma \\
&=\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot \nabla_{\Gamma} \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)+\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left(\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \cdot \boldsymbol{n}\right) \boldsymbol{n}\right) \mathrm{d} \sigma \tag{93}
\end{align*}
$$

The higher order term in the second term again vanishes, which can be seen by using $(\mathbb{G} \cdot a) b=\left(\mathbb{G}^{T} \cdot b\right) a$, for $\mathbb{G} \in \mathbb{R}^{3 \times 3 \times 3}$ and $a, b \in \mathbb{R}^{3}$

$$
\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \cdot \boldsymbol{n}\right) \boldsymbol{n}=\left(\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)^{T} \cdot \boldsymbol{n}\right) \boldsymbol{n}
$$

and then proceeding as above in (92). We now turn to the first term in (93). To see that we can reduce the order of derivatives by one so that no terms with third order derivatives appear on the boundary we use the differential operators on the boundary cf. Theorem 5.12 and integration by parts on the boundary, cf. Corollary 5.18. We first note that for any test function $\boldsymbol{v} \in L^{2}(\Gamma)$ we have

$$
\begin{align*}
\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot \boldsymbol{v} \mathrm{d} \sigma & =\int_{\Gamma} \nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{v}-\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \boldsymbol{v} \mathrm{d} \sigma \\
& =\int_{\Gamma} \nabla_{\Gamma}(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{v}+(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})(\boldsymbol{v} \cdot \boldsymbol{n})-\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \boldsymbol{v} \mathrm{d} \sigma \\
& =\int_{\Gamma} \nabla_{\Gamma}(\xi-\tau \psi) \cdot \boldsymbol{v}+(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})(\boldsymbol{v} \cdot \boldsymbol{n})-\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \boldsymbol{v} \mathrm{d} \sigma \tag{94}
\end{align*}
$$

Plugging this back into the first term of (93) and using $\nabla_{\Gamma} \cdot\left(A^{T} b\right)=\left(\nabla_{\Gamma} \cdot A\right) \cdot b+A: \nabla_{\Gamma} b$, cf. Lemma 5.22, and the integration by parts formular (85), we obtain,

$$
\begin{align*}
\int_{\Gamma} & \left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot \nabla_{\Gamma} \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \mathrm{d} \sigma \\
= & \int_{\Gamma} \nabla_{\Gamma}(\xi-\tau \psi) \cdot \nabla_{\Gamma} \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)+(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n}) \nabla_{\Gamma} \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \cdot \boldsymbol{n} \mathrm{d} \sigma \\
& -\int_{\Gamma}\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \nabla_{\Gamma} \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \mathrm{d} \sigma \\
= & \int_{\Gamma}-\nabla_{\Gamma}^{2}(\xi-\tau \psi):\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)+\left(\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)^{T} \nabla_{\Gamma}(\xi-\tau \psi)\right) \cdot \boldsymbol{n} \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma \\
& +\int_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n}) \nabla_{\Gamma} \cdot\left(\left(\boldsymbol{d} \otimes\left(\nabla^{2} \psi \boldsymbol{d}\right)\right) \boldsymbol{n}\right)-(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right): \nabla_{\Gamma} \boldsymbol{n} \mathrm{d} \sigma \\
& +\int_{\Gamma} \nabla_{\Gamma}\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right):\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)-\left(\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)^{T}(\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \boldsymbol{n} \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma \tag{95}
\end{align*}
$$

where the second term on the right-hand side vanishes due to $\boldsymbol{n} \cdot \boldsymbol{d}=0$ on $\Gamma$. Using

$$
\begin{aligned}
\left(\boldsymbol{d} \otimes\left(\nabla^{2} \psi \boldsymbol{d}\right)\right) \boldsymbol{n} & =\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \cdot \boldsymbol{n}\right) \boldsymbol{d}=\left(\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot \boldsymbol{d}\right) \boldsymbol{d}=(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{d}) \boldsymbol{d}-\left(\left(\nabla \boldsymbol{n}^{T} \nabla \psi\right) \cdot \boldsymbol{d}\right) \boldsymbol{d} \\
& =\left(\nabla_{\Gamma}(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{d}\right) \boldsymbol{d}+(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})(\boldsymbol{n} \cdot \boldsymbol{d}) \boldsymbol{d}-\left(\left(\nabla \boldsymbol{n}^{T} \nabla \psi\right) \cdot \boldsymbol{d}\right) \boldsymbol{d} \\
& =\left(\nabla_{\Gamma}(\xi-\tau \psi) \cdot \boldsymbol{d}\right) \boldsymbol{d}-\left(\left(\nabla \boldsymbol{n}^{T} \nabla \psi\right) \cdot \boldsymbol{d}\right) \boldsymbol{d}
\end{aligned}
$$

we can reduce the last term in (95) including third order derivatives of $\psi$ and all is well and we find

$$
\begin{aligned}
\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) & \cdot \nabla_{\Gamma} \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \mathrm{d} \sigma=-\int_{\Gamma} \nabla_{\Gamma}^{2}(\xi-\tau \psi):\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \mathrm{d} \sigma \\
& +\int_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n}) \nabla_{\Gamma} \cdot\left(\left(\nabla_{\Gamma}(\xi-\tau \psi) \cdot \boldsymbol{d}\right) \boldsymbol{d}-\left(\nabla \boldsymbol{n}^{T} \nabla \psi \cdot \boldsymbol{d}\right) \boldsymbol{d}\right) \mathrm{d} \sigma
\end{aligned}
$$

$$
\begin{aligned}
& -\int_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right): \nabla_{\Gamma} \boldsymbol{n}+\nabla_{\Gamma}\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right):\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \mathrm{d} \sigma \\
& -\int_{\Gamma}\left(\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right)^{T}(\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \boldsymbol{n} \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma
\end{aligned}
$$

Next, we turn to the boundary integrals in (90) and proceed as above. For the first boundary integral on the righthand side of (90) we find as above that the third order term vanishes

$$
\begin{aligned}
\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)^{T} \boldsymbol{n} & =\nabla\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right)(\boldsymbol{d} \cdot \boldsymbol{n})\right)-\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \nabla \boldsymbol{n}^{T} \boldsymbol{d} \\
& =(\boldsymbol{d} \cdot \boldsymbol{n}) \nabla\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right)+\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \nabla(\boldsymbol{d} \cdot \boldsymbol{n})-\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \nabla \boldsymbol{n}^{T} \boldsymbol{d} \\
& =\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \nabla(\boldsymbol{d} \cdot \boldsymbol{n})-\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \nabla \boldsymbol{n}^{T} \boldsymbol{d}
\end{aligned}
$$

Next, we turn to the second boundary integral on the right-hand side of (90). Using the characterization of the surface divergence, cf. Theorem 5.15 we find

$$
\begin{aligned}
& \varepsilon \int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{n}\right) \nabla \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right) \mathrm{d} \sigma \\
&=\varepsilon \int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{n}\right) \nabla_{\Gamma} \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)+\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{n}\right) \nabla\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right) \boldsymbol{n} \cdot \boldsymbol{n} \mathrm{d} \sigma
\end{aligned}
$$

The third order term in the second term on the right again vanishes as above. For the first term we use (94) and integrate by parts

$$
\begin{aligned}
& \varepsilon \int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{n}\right) \nabla_{\Gamma} \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right) \mathrm{d} \sigma \\
& \quad=\varepsilon \int_{\Gamma} \nabla_{\Gamma}(\xi-\tau \psi) \cdot \boldsymbol{d}\left(\nabla_{\Gamma} \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)\right)-\nabla \boldsymbol{n}^{T} \nabla \psi \cdot \boldsymbol{d} \nabla_{\Gamma} \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right) \mathrm{d} \sigma \\
& \left.\quad=\varepsilon \int_{\Gamma} \nabla_{\Gamma}\left(\nabla \boldsymbol{n}^{T} \nabla \psi \cdot \boldsymbol{d}\right) \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)-\nabla_{\Gamma}\left(\nabla_{\Gamma}(\xi-\tau \psi) \cdot \boldsymbol{d}\right) \cdot\left(\left(\nabla^{2} \psi \boldsymbol{d} \cdot \boldsymbol{d}\right) \boldsymbol{d}\right)\right) \mathrm{d} \sigma
\end{aligned}
$$

Putting everything together we obtain (86).
Lemma 5.26. For l.o.t. ${ }_{\kappa}$ from Lemma 5.25 we have

$$
\kappa \text { l.o.t. } \kappa \leq C+\frac{\kappa}{2}\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}+\frac{1}{4}\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2}
$$

for $C \kappa\left(1+\|\boldsymbol{d}\|_{W^{2, \infty}(\Omega)}^{2}\right) \leq 1 / 32$ for some constant dependent on $\|\psi\|_{L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)}$ and $\|\boldsymbol{d}\|_{W^{1, \infty}(\Omega)}$ and the outer normal field $\boldsymbol{n}$.

Proof. We first turn to the volume terms of l.o.t. $\kappa_{\kappa}$. Using that $\|\psi\|_{L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)}$ and $\|\boldsymbol{d}\|_{W^{1, \infty}(\Omega)}$ are bounded by a constant and applying Hölder's and Young's inequality we find

$$
\begin{aligned}
& \kappa \mid \int_{\Omega} \text { l.o.t. } \Omega \kappa \\
& \quad \mathrm{d} \boldsymbol{x} \mid \leq \kappa C\left\|\nabla^{3} \psi\right\|_{L^{2}(\Omega)}\left(1+\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}+\|\boldsymbol{d}\|_{W^{2, \infty}(\Omega)}\right)+\kappa C\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2} \\
& \quad \leq C\left(\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}+\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}+1\right)\left(1+\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}+\|\boldsymbol{d}\|_{W^{2, \infty}(\Omega)}\right)+\kappa C\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2} \\
& \quad \leq \frac{\kappa}{4}\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}+\kappa C\left(1+\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2}+\|\boldsymbol{d}\|_{W^{2, \infty}(\Omega)}^{2}\right) \\
& \quad \leq \frac{\kappa}{4}\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}+\frac{1}{8}\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2}+C
\end{aligned}
$$

where we used the smallness assumption on $\kappa$ for the last inequality. Now, we turn to the boundary integrals in l.o.t.к, cf. (87). For that we use that we can estimate the surface differential operators with the bulk one, cf. Lemma 5.29 below, to obtain

$$
\kappa(\varepsilon+\lambda)\left|-\int_{\Gamma}\left[\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \nabla(\boldsymbol{d} \cdot \boldsymbol{n})-\left(\left(\nabla^{2} \psi \boldsymbol{d}\right) \otimes \boldsymbol{d}\right) \nabla \boldsymbol{n}\right]: \nabla^{2} \psi \mathrm{~d} \sigma\right|
$$

$$
\begin{aligned}
& \leq \kappa C\left(1+\|\boldsymbol{d}\|_{W^{2, \infty}(\Omega)}\right)\left\|\nabla^{2} \psi\right\|_{L^{2}(\Gamma)}^{2} \leq \kappa C\left(1+\|\boldsymbol{d}\|_{W^{2, \infty}(\Omega)}^{2}\right)\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2}+\frac{\kappa}{32}\left\|\nabla^{3} \psi\right\|_{L^{2}(\Omega)}^{2} \\
& \leq \kappa C\left(1+\|\boldsymbol{d}\|_{W^{2, \infty}(\Omega)}^{2}\right)\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2}+\frac{\kappa}{16}\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}+C \\
& \leq C+\frac{1}{32}\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2}+\frac{\kappa}{16}\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}
\end{aligned}
$$

where we used the trace estimate [14, Prop. 8.2] to find

$$
\left\|\nabla^{2} \psi\right\|_{L^{2}(\Gamma)}^{2} \leq \delta\left\|\nabla^{3} \psi\right\|_{L^{2}(\Omega)}^{2}+\left(1+\delta^{-1}\right)\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2}
$$

with $\delta=\frac{1}{32}\left(1+\|\boldsymbol{d}\|_{W^{2, \infty}(\Omega)}\right)^{-1}$, Lemma 5.28 to estimate

$$
\left\|\nabla^{3} \psi\right\|_{L^{2}(\Omega)}^{2} \leq 2\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}+C\left(\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2}+1\right)
$$

and the smallness assumption for $\kappa$. All other boundary terms in l.o.t. ${ }_{\kappa}$ can be estimated analogously and we obtain

$$
\kappa \mid \int_{\Gamma} \text { l.o.t }_{\Gamma \kappa} \mathrm{d} \sigma \left\lvert\, \leq \frac{1}{8}\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2}+\frac{\kappa}{4}\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}+C .\right.
$$

Lemma 5.27. For l.o.t. from Lemma 5.25, l.o.t. $\Omega$ given in (48) and l.o.t. $\Gamma$ given in (51) we find

$$
\begin{align*}
& \mid 2 \int_{0}^{T_{\max }}\left(\int_{\Omega} \text { l.o.t. } \Omega \mathrm{d} \boldsymbol{x}+\int_{\Gamma} \text { l.o.t. } \Gamma \mathrm{d} \sigma+\kappa \text { l.o.t. } \kappa\right) \mathrm{d} t \left\lvert\, \leq C+\frac{\tau}{2}\left\|\nabla_{\Gamma} \psi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}\right. \\
& \quad+\tau \frac{\varepsilon+\lambda}{2}\left\|\nabla_{\Gamma} \psi \cdot \boldsymbol{d}\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}+\frac{7}{8}\left\|\nabla^{2} \psi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2}+\frac{\kappa}{2}\|\nabla(\Delta \psi)\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2} \tag{96}
\end{align*}
$$

Proof. We recall

$$
\text { l.o.t. } \Omega=(\varepsilon+\lambda) \nabla^{2} \psi:\left((\boldsymbol{d} \cdot \nabla \psi) \nabla \boldsymbol{d}+\boldsymbol{d} \otimes\left(\nabla \boldsymbol{d}^{T} \nabla \psi\right)\right)
$$

from (48) and find

$$
\begin{aligned}
& \mid 2 \int_{0}^{T_{\max }} \int_{\Omega} \text { l.o.t. } \Omega \mathrm{d} \boldsymbol{x} \mathrm{~d} t\left|\leq 2(\varepsilon+\lambda) \int_{0}^{T_{\max }} \int_{\Omega}\right| \nabla^{2} \psi:\left((\boldsymbol{d} \cdot \nabla \psi) \nabla \boldsymbol{d}+\boldsymbol{d} \otimes\left(\nabla \boldsymbol{d}^{T} \nabla \psi\right)\right) \mid \mathrm{d} \boldsymbol{x} \mathrm{~d} t \\
& \quad \leq \frac{1}{8}\left\|\nabla^{2} \psi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right.}^{2}+C\|\boldsymbol{d}\|_{W^{1, \infty}(\Omega)}^{4}\|\nabla \psi\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2} \leq \frac{1}{8}\left\|\nabla^{2} \psi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2}+C .
\end{aligned}
$$

Next, we recall the definition of l.o.t. $\Gamma$, cf. (51),

$$
\begin{align*}
& \text { l.o.t. } \Gamma=-2 \nabla_{\Gamma} \xi \cdot \nabla_{\Gamma} \psi+(\nabla \boldsymbol{n})^{T} \nabla \psi \cdot \nabla \psi+(\xi-\tau \psi)^{2} \nabla_{\Gamma} \cdot \boldsymbol{n}-(\nabla \boldsymbol{n})^{T} \nabla \psi \cdot \boldsymbol{n}(\xi-\tau \psi) \\
& \quad+(\varepsilon+\lambda)\left((\boldsymbol{d} \cdot \nabla \psi)(\nabla \boldsymbol{n})^{T} \boldsymbol{d} \cdot \nabla \psi-\left(\nabla_{\Gamma} \xi \cdot \boldsymbol{d}\right)\left(\nabla_{\Gamma} \psi \cdot \boldsymbol{d}\right)-(\xi-\tau \psi)(\boldsymbol{d} \cdot \nabla \psi)(\nabla \boldsymbol{n})^{T} \boldsymbol{d} \cdot \boldsymbol{n}\right) \text {. } \tag{97}
\end{align*}
$$

We estimate each term individually. First, using Hölder's inequality, we find

$$
\left|2 \int_{0}^{T_{\max }} \int_{\Gamma}\left(-2 \nabla_{\Gamma} \xi \cdot \nabla_{\Gamma} \psi\right) \mathrm{d} \sigma \mathrm{~d} t\right| \leq C\left\|\nabla_{\Gamma} \xi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}+\frac{\tau}{2}\left\|\nabla_{\Gamma} \psi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}
$$

For the second term we use a trace estimate and a Sobolev-Slobodecki interpolation [41, Thm. II.3-3], to estimate the gradient of $\psi$ on the boundary by

$$
\|\nabla \psi\|_{L^{2}(\Gamma)}^{2} \leq\|\nabla \psi\|_{W^{1 / 4,2}(\Gamma)}^{2} \leq C\|\nabla \psi\|_{W^{3 / 4,2}(\Omega)}^{2} \leq C\|\psi\|_{W^{7 / 4,2}(\Omega)}^{2} \leq C\|\psi\|_{W^{1,2}(\Omega)}^{1 / 2}\|\psi\|_{W^{2,2}(\Omega)}^{3 / 2}
$$

With this estimate the second term in (97) can be estimated as follows,

$$
\begin{align*}
& \mid 2 \int_{0}^{T_{\max }} \int_{\Gamma}(\nabla \boldsymbol{n})^{T} \nabla \psi \cdot \nabla \psi \mathrm{~d} \sigma \mathrm{~d} t \mid \leq\|S(\nabla \boldsymbol{n})\|_{L^{\infty}(\Gamma)}\|\nabla \psi\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2} \\
& \leq C\|\nabla \boldsymbol{n}\|_{W^{1,4}(\Omega)} \int_{0}^{T_{\max }}\|\psi\|_{W^{1,2}(\Omega)}^{1 / 2}\|\psi\|_{W^{2,2}(\Omega)}^{3 / 2} \mathrm{~d} t \\
& \leq \boldsymbol{\leq}\|\boldsymbol{n}\|_{W^{3,4}(\Gamma)}^{4}\|\psi\|_{L^{2}\left(0, T_{\max } ; W^{1,2}(\Omega)\right)}^{2}+\frac{1}{8}\left\|\nabla^{2} \psi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2} \tag{98}
\end{align*}
$$

The last term on the right-hand side can be absorbed into the $\left|\nabla^{2} \psi\right|^{2}$ term of (54) with good sign and the first term is bounded by the first energy inequality. For the third term in (97) we find

$$
\begin{aligned}
\left|2 \int_{0}^{T_{\max }} \int_{\Gamma}(\xi-\tau \psi)^{2} \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma \mathrm{~d} t\right| & \leq C\left\|\nabla_{\Gamma} \cdot \boldsymbol{n}\right\|_{L^{\infty}(\Gamma)}\|\xi-\tau \psi\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2} \\
& \leq C\|\boldsymbol{n}\|_{W^{1, \infty}(\Gamma)}\left(\|\xi\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}+C\|\psi\|_{L^{2}\left(0, T_{\max } ; W^{1,2}(\Omega)\right)}\right) \leq C .
\end{aligned}
$$

The fourth term in (97) can be handled, using the trace estimate [14, Prop. 8.2], which gives us that for all $p \in[1, d)$ there exists $C>0$ such that for all $\delta>0$ and all $u \in W^{1, p}(\Omega)$

$$
\begin{equation*}
\|u\|_{L^{q}(\Gamma)} \leq \delta\|\nabla u\|_{L^{p}(\Omega)}+C\left(1+\frac{1}{\delta}\right)\|u\|_{L^{p}(\Omega)} \tag{99}
\end{equation*}
$$

holds, for $q \in\left[1, \frac{(d-1) p}{(d-p)}\right]$. With $q=2=p$, which is a valid choice for $d=3$, we find

$$
\begin{aligned}
& \left|2 \int_{0}^{T_{\max }} \quad \int_{\Gamma}\left(-(\nabla \boldsymbol{n})^{T} \nabla \psi \cdot \boldsymbol{n}(\xi-\tau \psi)\right) \mathrm{d} \sigma \mathrm{~d} t\right| \\
& \quad \leq 2\|\nabla \boldsymbol{n}\|_{L^{\infty}(\Gamma)}\|\boldsymbol{n}\|_{L^{\infty}(\Gamma)} \int_{0}^{T_{\max }}\|\nabla \psi\|_{L^{2}(\Gamma)}\|\xi\|_{L^{2}(\Gamma)}+\tau\|\nabla \psi\|_{L^{2}(\Gamma)}\|\psi\|_{L^{2}(\Gamma)} \mathrm{d} t \\
& \quad \leq \int_{0}^{T_{\max }} \frac{1}{8}\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2}+C\left(\|\nabla \psi\|_{W^{1,2}(\Omega)}^{2}+\|\xi\|_{L^{2}(\Gamma)}^{2}\right) \mathrm{d} t \leq C+\frac{1}{8}\left\|\nabla^{2} \psi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2} .
\end{aligned}
$$

For the fifth term in (97), which is the first on the second line, we proceed analogously to (98) and find

$$
\begin{aligned}
\mid 2(\varepsilon+\lambda) \int_{0}^{T_{\max }} \int_{\Gamma}(\boldsymbol{d} \cdot & \nabla \psi)(\nabla \boldsymbol{n})^{T} \boldsymbol{d} \cdot \nabla \psi \mathrm{~d} \sigma \mathrm{~d} t \mid \\
\leq & C\|\nabla \boldsymbol{n}\|_{L^{\infty}(\Gamma)}\|\boldsymbol{d}\|_{W^{1, \infty}(\Omega)}^{2}\|\nabla \psi\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2} \\
\leq & C\|\boldsymbol{n}\|_{W^{3,4}(\Gamma)}^{4}\|\boldsymbol{d}\|_{W^{1, \infty}(\Omega)}^{8}\|\psi\|_{L^{2}\left(0, T_{\max } ; W^{1,2}(\Omega)\right)}^{2}+\frac{1}{8}\left\|\nabla^{2} \psi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2}
\end{aligned}
$$

Next we turn to the second term on the second line of (97) and find

$$
\begin{aligned}
& \left|2(\varepsilon+\lambda) \int_{0}^{T_{\max }} \int_{\Gamma}\left(-\left(\nabla_{\Gamma} \xi \cdot \boldsymbol{d}\right)\left(\nabla_{\Gamma} \psi \cdot \boldsymbol{d}\right)\right) \mathrm{d} \sigma \mathrm{~d} t\right| \\
& \leq C\|\xi\|_{L^{2}\left(0, T_{\max } ; W^{1,2}(\Gamma)\right)}^{2}\|\boldsymbol{d}\|_{W^{1, \infty}(\Omega)}^{2}+\tau \frac{\varepsilon+\lambda}{2}\left\|\nabla_{\Gamma} \psi \cdot \boldsymbol{d}\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}
\end{aligned}
$$

Finally, we turn to the last term on the second line of (97) and find

$$
\left.\left.\begin{array}{l}
\mid 2(\varepsilon+\lambda)
\end{array} \int_{0}^{T_{\max }} \int_{\Gamma}\left(-(\xi-\tau \psi)(\boldsymbol{d} \cdot \nabla \psi)(\nabla \boldsymbol{n})^{T} \boldsymbol{d} \cdot \boldsymbol{n}\right) \mathrm{d} \sigma \mathrm{~d} t \right\rvert\,\right] 口 \begin{aligned}
& \quad \leq C\|S(\nabla \boldsymbol{n})\|_{L^{\infty}(\Gamma)}\|\boldsymbol{d}\|_{W^{1, \infty}(\Omega)}^{2} \int_{0}^{T_{\max }}\|\nabla \psi\|_{L^{2}(\Gamma)}\left(\|\xi\|_{L^{2}(\Gamma)}+\tau\|\psi\|_{L^{2}(\Gamma)}\right) \mathrm{d} t
\end{aligned}
$$

$$
\begin{aligned}
\leq & C \| \nabla \boldsymbol{n})\left\|_{W^{1,4}(\Gamma)}\right\| \boldsymbol{d}\left\|_{W^{1, \infty}(\Omega)}^{2} \int_{0}^{T_{\max }}\right\| \psi \|_{W^{2,2}(\Omega)}\left(\|\xi\|_{L^{2}(\Gamma)}+\tau\|\psi\|_{W^{1,2}(\Omega)}\right) \mathrm{d} t \\
\leq & C\left(\|\boldsymbol{n}\|_{W^{3,4}(\Gamma)}^{2}\|\boldsymbol{d}\|_{W^{1, \infty}(\Omega)}^{4}+1\right)\left(\|\xi\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Gamma)\right)}^{2}+\|\psi\|_{L^{2}\left(0, T_{\max } ; W^{1,2}(\Omega)\right)}^{2}\right) \\
& +\frac{1}{8}\left\|\nabla^{2} \psi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2}
\end{aligned}
$$

By Lemma 5.26 we have

$$
\kappa \text { l.o.t. } \kappa \leq C+\frac{\kappa}{2}\|\nabla(\Delta \psi)\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2}+\frac{1}{4}\left\|\nabla^{2} \psi\right\|_{L^{2}\left(0, T_{\max } ; L^{2}(\Omega)\right)}^{2}
$$

Putting this inequality and the estimates for l.o.t. $\Omega$ and l.o.t. $\Gamma$ together we obtain (96).
Lemma 5.28. For $\psi \in W^{4,10 / 3}(\Omega), \xi \in W^{3,10 / 3}(\Gamma)$ and $\boldsymbol{d} \in W^{4, \infty}(\Omega)$ fulfilling $\varepsilon(\boldsymbol{d}) \nabla \psi \cdot \boldsymbol{n}+\tau \psi=\xi$ and $\boldsymbol{d} \cdot \boldsymbol{n}=0$ on $\Gamma$, it holds

$$
\left\|\nabla^{3} \psi\right\|_{L^{2}(\Omega)} \leq 2\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}+C\left(\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}+1\right)
$$

for some constant dependent on $\|\psi\|_{L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)}$.

Proof. Assuming that $\psi \in W^{5,10 / 3}(\Omega)$ the fourth order derivatives are continuous and we can interchange them to obtain $\nabla \cdot\left(\nabla^{3} \psi\right)=\nabla\left(\nabla \cdot \nabla^{2} \psi\right)$. Using integration by parts two times, we find

$$
\begin{align*}
& \left\|\nabla^{3} \psi\right\|_{L^{2}(\Omega)}^{2}=\int_{\Omega} \nabla^{3} \psi: \nabla^{3} \psi \mathrm{~d} \boldsymbol{x}=-\int_{\Omega} \nabla^{2} \psi: \nabla \cdot \nabla^{3} \psi \mathrm{~d} \boldsymbol{x}+\int_{\Gamma}\left(\nabla^{3} \psi \cdot \boldsymbol{n}\right): \nabla^{2} \psi \mathrm{~d} \sigma \\
& \quad=\int_{\Omega}\left(\nabla \cdot \nabla^{2} \psi\right) \cdot\left(\nabla \cdot \nabla^{2} \psi\right) \mathrm{d} \boldsymbol{x}-\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left(\nabla \cdot \nabla^{2} \psi\right) \mathrm{d} \sigma+\int_{\Gamma}\left(\nabla^{3} \psi \cdot \boldsymbol{n}\right): \nabla^{2} \psi \mathrm{~d} \sigma \tag{100}
\end{align*}
$$

By the density of smooth functions in $W^{4,10 / 30}(\Omega)$ this also holds for $\psi \in W^{4,10 / 30}(\Omega)$. The volume term is already the one we want, since

$$
\nabla \cdot \nabla^{2} \psi=\nabla \cdot(\nabla(\nabla \psi))^{T}=\nabla(\nabla \cdot \nabla \psi)=\nabla(\Delta \psi)
$$

and we turn to the boundary integrals. The first boundary term on the right-hand side can be rewritten using the surface divergence of a matrix, cf. Definition 5.21 and Corollary 5.24

$$
\begin{align*}
& -\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left(\nabla \cdot \nabla^{2} \psi\right) \mathrm{d} \sigma=-\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left(\nabla_{\Gamma} \cdot \nabla^{2} \psi\right)+\left(\nabla^{2} \psi \boldsymbol{n}\right)\left(\nabla^{3} \psi \cdot \boldsymbol{n}\right) \boldsymbol{n} \mathrm{d} \sigma \\
& \quad=-\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left(\nabla_{\Gamma} \cdot \nabla^{2} \psi\right)+\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left(\nabla\left(\nabla^{2} \psi \boldsymbol{n}\right) \boldsymbol{n}\right)-\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left(\nabla^{2} \psi \nabla \boldsymbol{n} \boldsymbol{n}\right) \mathrm{d} \sigma \tag{101}
\end{align*}
$$

The last term is already of lower order, the second term will cancel with part of the other boundary term in (100) and the first one has to be estimated. For that we first note that for any test function $\boldsymbol{v} \in L^{2}(\Gamma)$ we have

$$
\begin{aligned}
\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot \boldsymbol{v} \mathrm{d} \sigma & =\int_{\Gamma} \nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{v}-\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \boldsymbol{v} \mathrm{d} \sigma \\
& =\int_{\Gamma} \nabla_{\Gamma}(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{v}+(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})(\boldsymbol{v} \cdot \boldsymbol{n})-\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \boldsymbol{v} \mathrm{d} \sigma \\
& =\int_{\Gamma} \nabla_{\Gamma}(\xi-\tau \psi) \cdot \boldsymbol{v}+(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})(\boldsymbol{v} \cdot \boldsymbol{n})-\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \boldsymbol{v} \mathrm{d} \sigma
\end{aligned}
$$

Plugging this back in and using $\nabla_{\Gamma} \cdot\left(A^{T} b\right)=\left(\nabla_{\Gamma} \cdot A\right) \cdot b+A: \nabla_{\Gamma} b$, cf. Lemma 5.22, we obtain,

$$
\begin{align*}
& -\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left(\nabla_{\Gamma} \cdot \nabla^{2} \psi\right) \mathrm{d} \sigma \\
= & \int_{\Gamma} \nabla_{\Gamma}(\xi-\tau \psi) \cdot\left(\nabla_{\Gamma} \cdot \nabla^{2} \psi\right)+(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\left(\nabla_{\Gamma} \cdot \nabla^{2} \psi\right) \cdot \boldsymbol{n}\right)-\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot\left(\nabla_{\Gamma} \cdot \nabla^{2} \psi\right) \mathrm{d} \sigma \\
= & \int_{\Gamma}-\nabla_{\Gamma}^{2}(\xi-\tau \psi): \nabla^{2} \psi+\nabla_{\Gamma}(\xi-\tau \psi) \cdot\left(\nabla^{2} \psi \boldsymbol{n}\right) \nabla_{\Gamma} \cdot \boldsymbol{n}+(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\left(\nabla_{\Gamma} \cdot\left(\nabla^{2} \psi \boldsymbol{n}\right)\right) \mathrm{d} \sigma\right. \\
& +\int_{\Gamma} \nabla_{\Gamma}\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right): \nabla^{2} \psi-(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\nabla^{2} \psi: \nabla_{\Gamma} \boldsymbol{n}\right) \mathrm{d} \sigma \\
& -\int_{\Gamma}\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot\left(\nabla^{2} \psi \boldsymbol{n}\right) \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma \tag{102}
\end{align*}
$$

where we used the integration by parts rule (85). All terms except the third on the right-hand side are already of lower order and for this term we note

$$
\begin{align*}
\int_{\Gamma} & (\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\left(\nabla_{\Gamma} \cdot\left(\nabla^{2} \psi \boldsymbol{n}\right)\right) \mathrm{d} \sigma\right. \\
= & -\int_{\Gamma} \nabla_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n}) \cdot\left(\nabla^{2} \psi \boldsymbol{n}\right)-(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot \boldsymbol{n}\right) \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma \\
= & -\int_{\Gamma} \nabla_{\Gamma}(\xi-\tau \psi) \cdot \nabla_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})+(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\nabla_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n}) \cdot \boldsymbol{n}\right) \mathrm{d} \sigma \\
& +\int_{\Gamma}\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \nabla_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})+(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot \boldsymbol{n}\right) \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} S \\
= & \int_{\Gamma} \Delta_{\Gamma}(\xi-\tau \psi)(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})-\nabla_{\Gamma} \cdot\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right)(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n}) \mathrm{d} \sigma \\
& +\int_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \boldsymbol{n} \nabla_{\Gamma} \cdot \boldsymbol{n}+(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot \boldsymbol{n}\right) \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma \tag{103}
\end{align*}
$$

where the second term after the second equality sign vanishes, since the surface gradient is tangential and thus $\nabla_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n}) \cdot \boldsymbol{n}=0$ on $\Gamma$. Now we turn to the second boundary integral in (100),

$$
\begin{align*}
\int_{\Gamma}\left(\nabla^{3} \psi \cdot \boldsymbol{n}\right): \nabla^{2} \psi \mathrm{~d} \sigma= & \int_{\Gamma} \nabla\left(\nabla^{2} \psi \boldsymbol{n}\right): \nabla^{2} \psi-\left(\nabla^{2} \psi \nabla \boldsymbol{n}\right): \nabla^{2} \psi \mathrm{~d} \sigma \\
= & \int_{\Gamma} \nabla_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right): \nabla^{2} \psi+\left(\nabla\left(\nabla^{2} \psi \boldsymbol{n}\right) \boldsymbol{n} \otimes \boldsymbol{n}: \nabla^{2} \psi\right)-\left(\nabla^{2} \psi \nabla \boldsymbol{n}\right): \nabla^{2} \psi \mathrm{~d} \sigma \\
= & -\int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot \nabla_{\Gamma} \cdot\left(\nabla^{2} \psi\right)-\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left(\nabla^{2} \psi \boldsymbol{n}\right) \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma \\
& +\int_{\Gamma}\left(\nabla\left(\nabla^{2} \psi \boldsymbol{n}\right) \boldsymbol{n}\right) \cdot\left(\nabla^{2} \psi \boldsymbol{n}\right)-\left(\nabla^{2} \psi \nabla \boldsymbol{n}\right): \nabla^{2} \psi \mathrm{~d} \sigma \tag{104}
\end{align*}
$$

The first term on the last line indeed cancels with the second term in (101) and the first term on the first line is identical to the first term on the right-hand side (101) and thus can be handled identical. Putting (102), (103) and (104) back into (101), where the terms from (102) and (103) now appear twice due to the term from (104), we can rewrite (100) as

$$
\begin{aligned}
& \left\|\nabla^{3} \psi\right\|_{L^{2}(\Omega)}^{2}=\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}-2 \int_{\Gamma}\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left(\nabla_{\Gamma} \cdot \nabla^{2} \psi\right) \mathrm{d} \sigma \\
& \quad+\int_{\Gamma}\left|\nabla^{2} \psi \boldsymbol{n}\right|^{2} \nabla_{\Gamma} \cdot \boldsymbol{n}-\left(\nabla^{2} \psi \nabla \boldsymbol{n}\right): \nabla^{2} \psi+\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left(\nabla^{2} \psi \nabla \boldsymbol{n} \boldsymbol{n}\right) \mathrm{d} \sigma \\
& =\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}-2 \int_{\Gamma} \nabla_{\Gamma}^{2}(\xi-\tau \psi): \nabla^{2} \psi-\nabla_{\Gamma}(\xi-\tau \psi) \cdot\left(\nabla^{2} \psi \boldsymbol{n}\right) \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma
\end{aligned}
$$

$$
\begin{aligned}
& -2 \int_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\nabla^{2} \psi: \nabla_{\Gamma} \boldsymbol{n}\right)-\nabla_{\Gamma}\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right): \nabla^{2} \psi+\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot\left(\nabla^{2} \psi \boldsymbol{n}\right) \nabla_{\Gamma} \boldsymbol{n} \mathrm{d} \sigma \\
& +2 \int_{\Gamma} \Delta_{\Gamma}(\xi-\tau \psi)(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})-\nabla_{\Gamma} \cdot\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right)(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n}) \mathrm{d} \sigma \\
& +\int_{\Gamma}(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left((\nabla \boldsymbol{n})^{T} \nabla \psi\right) \cdot \boldsymbol{n} \nabla_{\Gamma} \cdot \boldsymbol{n}+(\nabla(\nabla \psi \cdot \boldsymbol{n}) \cdot \boldsymbol{n})\left(\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot \boldsymbol{n}\right) \nabla_{\Gamma} \cdot \boldsymbol{n} \mathrm{d} \sigma \\
& +\int_{\Gamma}\left|\nabla^{2} \psi \boldsymbol{n}\right|^{2} \nabla_{\Gamma} \cdot \boldsymbol{n}-\left(\nabla^{2} \psi \nabla \boldsymbol{n}\right): \nabla^{2} \psi+\left(\nabla^{2} \psi \boldsymbol{n}\right) \cdot\left(\nabla^{2} \psi \nabla \boldsymbol{n} \boldsymbol{n}\right) \mathrm{d} \mathrm{~d} \sigma \\
& \leq\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}+C\left\|\nabla^{2} \psi\right\|_{L^{2}(\Gamma)}^{2}+C\|\nabla \psi\|_{L^{2}(\Gamma)}^{2}+C \\
& \leq\|\nabla(\Delta \psi)\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|\nabla^{3} \psi\right\|_{L^{2}(\Omega)}^{2}+C\left\|\nabla^{2} \psi\right\|_{L^{2}(\Omega)}^{2}+C
\end{aligned}
$$

where we used the estimates from Lemma 5.29 and the trace embedding [14, Prop. 8.2]. The term with the third order derivative can be absorbed into the left-hand side of (100) and thus our proof is complete.

Lemma 5.29. For $f \in W^{2,2}(\Omega), \boldsymbol{v} \in W^{2,2}(\Omega)^{3}$ and $g \in W^{3,2}(\Omega)$ it holds

$$
\begin{aligned}
& \left\|\nabla_{\Gamma} S(f)\right\|_{L^{2}(\Gamma)} \leq\|S(\nabla f)\|_{L^{2}(\Gamma)}, \quad\left\|\nabla_{\Gamma} S(\boldsymbol{v})\right\|_{L^{2}(\Gamma)} \leq\|S(\nabla \boldsymbol{v})\|_{L^{2}(\Gamma)} \\
& \left\|\nabla_{\Gamma} \cdot S(\boldsymbol{v})\right\|_{L^{2}(\Gamma)} \leq\|S(\nabla \boldsymbol{v})\|_{L^{2}(\Gamma)} \\
& \left\|\nabla_{\Gamma}^{2} S(g)\right\|_{L^{2}(\Gamma)} \leq\left\|S\left(\nabla^{2} g\right)\right\|_{L^{2}(\Gamma)}+C\|S(\nabla g)\|_{L^{2}(\Gamma)} \text { and } \\
& \left\|\Delta_{\Gamma} S(g)\right\|_{L^{2}(\Gamma)} \leq\left\|S\left(\nabla^{2} g\right)\right\|_{L^{2}(\Gamma)}+C\|S(\nabla g)\|_{L^{2}(\Gamma)}
\end{aligned}
$$

where the constant $C>0$ depends on $\|\nabla \boldsymbol{n}\|_{L^{\infty}(\Gamma)}$.
Proof. Using the characterization of the surface derivatives by the projection of the bulk derivatives, cf. Theorem 5.12, Theorem 5.13 and Theorem 5.15 this follows from straight forward calculations.

### 5.3 Some additional proofs for the interested reader

Proof (of Lemma 3.1). By Hille-Yosida's generation theorem we know that $(0, \infty)$ is in the Resolvent set $\rho(A)$ of $A$, see for example [19, Thm. 3.5], and the Resolvent $R(\lambda, A):=(\lambda-A)^{-1}: X \rightarrow D(A) \subseteq X$ is well-defined for all $\lambda \in \rho(A)$ and in $\mathcal{L}(X)$. Thus the well-definedness of $R_{\kappa}$ follows from

$$
R_{\kappa}=(I-\kappa A)^{-1}=\left(\kappa\left(\frac{1}{\kappa}-A\right)\right)^{-1}=\frac{1}{\kappa} R(1 / \kappa, A)
$$

We now prove the continuity from item 1. For that we use [42, Lem. 3.2], by which we have $\lim _{\lambda \rightarrow \infty} \lambda R(\lambda, A) x=$ $x$ for all $x \in X$ and the uniform bound $\|R(\lambda, A)\|_{\mathcal{L}(X)} \leq M / \lambda$ for some $M>0$, which also comes from the Hille-Yosida generation theorem. With these tools, we can estimate

$$
\begin{aligned}
\left\|R_{\kappa}\left(x_{\kappa}\right)-x\right\|_{X} \leq & \left\|R_{\kappa}\left(x_{\kappa}-x\right)\right\|_{X}+\left\|R_{\kappa}(x)-x\right\|_{X} \\
& \leq \frac{1}{\kappa}\|R(1 / \kappa, A)\|_{\mathcal{L}(X)}\left\|x_{\kappa}-x\right\|_{X}
\end{aligned}+\left\|\frac{1}{\kappa} R(1 / \kappa, A)(x)-x\right\|_{X} .
$$

by the above mentioned bound on the operator norm of the Resolvent. The right-hand side goes to zero, by the strong convergence of $\left\{x_{\kappa}\right\}$ and the continuity result from [42, Lem. 3.2] mentioned above. We next prove item 2. For arbitrary $\varphi \in X^{*}$ we have

$$
\left\langle\varphi, R_{\kappa}\left(x_{\kappa}\right)-x\right\rangle=\left\langle\varphi, R_{\kappa}\left(x_{\kappa}\right)-x_{\kappa}\right\rangle+\left\langle\varphi, x_{\kappa}-x\right\rangle
$$

The second term on the right-hand side goes to zero for $\kappa \rightarrow 0$ by the definition of weak convergence and for the first term we observe

$$
\begin{aligned}
& \left|\left\langle\varphi, R_{\kappa}\left(x_{\kappa}\right)-x_{\kappa}\right\rangle\right|=\left|\left\langle\varphi,\left(\frac{1}{\kappa} R(1 / \kappa, A)-I\right) x_{\kappa}\right\rangle\right| \\
& \leq\|\varphi\|_{X^{*}}\left\|x_{\kappa}\right\|_{X}\left\|\frac{1}{\kappa} R(1 / \kappa, A)-I\right\|_{\mathcal{L}(X)} \leq C\|\varphi\|_{X^{*}}\left\|\frac{1}{\kappa} R(1 / \kappa, A)-\left(\frac{1}{\kappa}-A\right) R(1 / \kappa, A)\right\|_{\mathcal{L}(X)} \\
& \quad \leq C\|\varphi\|_{X^{*}}\left\|\frac{1}{\kappa}-\left(\frac{1}{\kappa}-A\right)\right\|_{\mathcal{L}(D(A), X)}\|R(1 / \kappa, A)\|_{\mathcal{L}(X)} \leq C\|\varphi\|_{X^{*}}\|A\|_{\mathcal{L}(D(A), X)} \kappa,
\end{aligned}
$$

where we used that weakly convergent sequences are bounded and the uniform bound on the operator norm of the Resolvent given by Hille-Yosida's theorem. The right-hand side goes to zero for $\kappa \searrow 0$ and the weak convergence of $\left(R_{\kappa}\left(x_{\kappa}\right)\right)$ to $x$ follows. Item 3 is again a simple consequence of this uniform bound. Item 4 can be deduce by a simple estimation using $A R(\lambda, A)=\lambda R(\lambda, A)-I$, see for example [19, Sec. 1, Chap. IV]. For all $x \in X$ we have,

$$
\begin{array}{r}
\left\|R_{\kappa}(x)\right\|_{Y} \leq C\left\|R_{\kappa}(x)\right\|_{D(A)}=C\left(\left\|R_{\kappa}(x)\right\|_{X}+\left\|A\left(R_{\kappa}(x)\right)\right\|_{X}\right) \\
=C\left(\left\|R_{\kappa}(x)\right\|_{X}+\frac{1}{\kappa}\|A(R(1 / \kappa, A)(x))\|_{X}\right) \leq C\left(\|x\|_{X}+\frac{1}{\kappa}\left\|\frac{1}{\kappa} R(1 / \kappa, A)(x)\right\|_{X}+\frac{1}{\kappa}\|x\|_{X}\right) \\
\leq C\left(1+\frac{1}{\kappa}\right)\|x\|_{X}+C \frac{1}{\kappa}\left\|R_{\kappa}(x)\right\|_{X} \leq C(1+1 / \kappa)\|x\|_{X}
\end{array}
$$

for $C>$ independent of $\kappa$, where we used the estimate from item 3 for the first and the last inequality.
Proof (of Lemma 4.3). By the non-negativity of $c^{ \pm}$and mass conservation we obtain $\left\|c^{ \pm}\right\|_{L^{\infty}\left(0, T ; L^{1}(\Omega)\right)}=\left\|c_{0}^{ \pm}\right\|_{L^{1}(\Omega)}$ and thus by Corollary 3.7 and the Sobolev embedding $W^{1,6 / 5}(\Omega) \hookrightarrow L^{2}(\Omega)$ we obtain

$$
\begin{equation*}
\|\varphi\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leq C\|\varphi\|_{L^{\infty}\left(0, T ; W^{1,6 / 5}(\Omega)\right)} \leq C \frac{\left\|c_{0}^{ \pm}\right\|_{L^{1}(\Omega)}}{\kappa} \tag{105}
\end{equation*}
$$

Testing (10b) with $\psi$ we obtain

$$
\int_{\Omega}|\nabla \psi|_{\varepsilon(\boldsymbol{d})}^{2} \mathrm{~d} \boldsymbol{x}+\tau \int_{\Gamma}|\psi|^{2} \mathrm{~d} \sigma=\int_{\Omega} \varphi \psi \mathrm{d} \boldsymbol{x}+\int_{\Gamma} \psi \xi \mathrm{d} \sigma
$$

applying Young's inequality we can estimate

$$
\|\psi\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)} \leq C\left(\|\varphi\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\|\xi\|_{L^{\infty}\left(0, T ; L^{2}(\Gamma)\right)}\right)
$$

Combining this estimate with Agmon-Douglis-Nirenberg elliptic estimates, see [36, Thm. 3.1.1], we obtain

$$
\begin{align*}
& \|\psi\|_{L^{\infty}\left(0, T ; W^{2,2}(\Omega)\right)} \leq C\left(\|\psi\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\|\varphi\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\|E(\xi)\|_{L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)}\right) \\
& \quad \leq C\left(\|\varphi\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\|\xi\|_{L^{\infty}\left(0, T ; W^{1,2}(\Gamma)\right)}\right) \leq C \frac{\left\|c_{0}^{ \pm}\right\|_{L^{1}(\Omega)}}{\kappa}+C\|\xi\|_{L^{\infty}\left(0, T ; W^{1,2}(\Gamma)\right)} \tag{106}
\end{align*}
$$

where $E$ denotes the trace extension operator. Next, we test (10a) with $c^{ \pm}$. By integration by parts, see [17, Cor. 8.1.10], we obtain

$$
\begin{array}{rl}
\frac{\mathrm{d}}{\mathrm{~d} t} \frac{1}{2}\left\|c^{ \pm}(t)\right\|_{L^{2}(\Omega)}^{2}+\int_{\Omega}\left|\nabla c^{ \pm}(t)\right|_{\lambda(\boldsymbol{d})}^{2} & \mathrm{~d} \boldsymbol{x}=-\int_{\Omega} c^{ \pm}(t) \lambda(\boldsymbol{d}) \nabla \psi(t) \cdot \nabla c^{ \pm}(t) \mathrm{d} \boldsymbol{x} \\
\leq & \left\|c^{ \pm}(t)\right\|_{L^{3}(\Omega)}\|\lambda(\boldsymbol{d})\|_{L^{\infty}(\Omega)}\|\nabla \psi(t)\|_{L^{6}(\Omega)}\left\|\nabla c^{ \pm}(t)\right\|_{L^{2}(\Omega)} \tag{107}
\end{array}
$$

for almost all $t \in(0, T)$, where we used that $\boldsymbol{v}$ is divergence free and Hölder's inequality. Using GagliardoNirenberg's inequality and a classical Gronwall argument we obtain the bound of $c^{ \pm}$in

$$
L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \hookrightarrow L^{\infty}\left(0, T ; L^{2}(\Omega)\right) \cap L^{2}\left(0, T ; L^{6}(\Omega)\right) \hookrightarrow L^{3}\left(0, T ; L^{3}(\Omega)\right)
$$

and thus the boundedness of the first two terms in (12) follows. For the third term in (12) we note that by elliptic regularity [36, Thm. 3.1.1], we have

$$
\|\varphi\|_{L^{\infty}\left(0, T ; W^{2,2}(\Omega)\right)} \leq C\left(\frac{1}{\kappa}\left\|c^{ \pm}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\left(\frac{1}{\kappa}+1\right)\|\varphi\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}\right) \leq C(\kappa)
$$

and thus by higher order elliptic estimates, [28, Rem. 2.5.1.2], and (106) we obtain

$$
\|\psi\|_{L^{\infty}\left(0, T ; W^{4,2}(\Omega)\right)} \leq C\left(\|\varphi+\psi\|_{L^{\infty}\left(0, T ; W^{2,2}(\Omega)\right)}+\|\xi\|_{L^{\infty}\left(0, T ; W^{3,2}(\Gamma)\right)}\right) \leq C(\kappa)
$$

which finishes the proof of Lemma 4.3.

