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Optimal control of conveyor-mode spin-qubit shuttling in a
Si/SiGe quantum bus in the presence of charged defects

Lasse Ermoneit, Burkhard Schmidt, Thomas Koprucki, Jürgen Fuhrmann, Tobias Breiten, Arnau Sala,
Nils Ciroth, Ran Xue, Lars R. Schreiber, Markus Kantner

Abstract

Spin-qubit shuttles are novel functional elements in modular architectures of semiconductor
quantum processors, that have the capability of solving the scalability problem. Such coherent
quantum links serve to interconnect different processor units and enable the transfer of quantum
information over longer distances across the chip by physical transport of electrons. The shuttling
fidelity is limited by hardly avoidable material defects and fabrication imperfections, which can
cause spin dephasing. In this paper, we present a numerical simulation framework for conveyor-
mode spin-qubit shuttling in Si/SiGe and investigate the impact of charged defects in the channel
on the orbital state dynamics of the transported electron. Quantum optimal control theory is
employed to engineer control pulses that enable nearly deterministic passage of the electron
through the channel by minimizing the accumulated energy uncertainty. The resulting control
pulses facilitate quasi-adiabatic driving of the electron by circumventing critical regions in the
channel without reducing the shuttling speed. Moreover, we demonstrate that trailing electrons
subject to the same control pulse at a defect-free segment of the channel are not disturbed by
the control. The theoretical results serve as a guideline for fine-tuning the controls in spin-qubit
shuttling experiments.

1 Introduction

Spin-qubits in electrostatically defined semiconductor quantum dots (QDs) in Si/SiGe heterostructures
are one of the major candidates for the realization of scalable universal quantum computers [1–4]. By
using isotopically purified nuclear spin-free 28Si in the quantum well (QW), the coherence time can be
extended up to the millisecond range by suppressing the hyperfine interaction with the background
nuclear spins [5–7]. In recent years, one- and two-qubit gates have been demonstrated with high fidelity
sufficient for fault-tolerant quantum computing [8–13]. Due to its compatibility with industrial fabrication
processes and the tiny footprint of semiconductor QDs, the technology has excellent prospects for
scalability to very large qubit registers [3, 14]. As a landmark step on this route, Intel unveiled its first
12-qubit silicon quantum processor Tunnel Falls in June 2023, which was manufactured using an only
slightly modified CMOS processing line [15].

A major challenge in the realization of large qubit arrays is the wiring of a large number of lithographically
defined QDs in a small space. Each individual QD requires several leads for confinement, signaling and
readout, which potentially have to be stacked in multiple layers [14, 16]. Next to geometric limitations,
also heating effects and unintended crosstalk between qubits can become a significant problem. A
potential remedy to this issue is a modular architecture in which small and medium-sized qubit arrays
are interlinked by a quantum bus for coherent transmission of quantum information [14, 17]. In such a
quantum bus, an electron is shuttled adiabatically through a channel in order to transfer the quantum
information encoded in the spin between different functional units of the processor. In addition to solving
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the aforementioned fanout problem (i.e., the wiring bottleneck), this concept also provides sufficient
space for on-chip integration of classical control electronics [14].

Two different modes of electron shuttling have been investigated so far: In the bucket-brigade mode
[18–23], the electron is transported through an array of tunnel-coupled QDs via a sequence of adiabatic
Landau–Zener transitions. In this process, the tunnel barriers between the QDs are sequentially
controlled by voltage pulses so that the electron wave packet is propagated adiabatically along the
array. The alternative to this is conveyor-mode shuttling [21, 24–26], in which a moving QD potential is
generated that conveys the electron adiabatically along the channel. In realistic devices with potential
disorder and material defects, the bucket brigade mode requires extensive tuning of the individual
voltage pulses, which severely limits the scalability of the approach. Conveyor-mode shuttling, on the
other hand, is more robust to fabrication imperfections and permits the implementation of scalable
concepts in which the shuttling distance can be made independent of the number of control signals
[21]. Such qubit shuttles can, on the one hand, interlink different functional modules such as memory or
processor units [27], but on the other hand also allow for execution of quantum gate operations directly
in the shuttle [28]. Recent concepts for small-scale quantum processors therefore envisage networks of
qubit shuttles, which comprise dedicated manipulation zones for the implementation of quantum gate
operations [28, 29].

For the realization of such scalable solid-state architectures, the impact and mitigation of unavoidable
material imperfections has to be considered [30]. In the Si/SiGe platform these are typically charge
noise and disorder due to charged defects [8, 31, 32], alloy disorder of the SiGe barrier and interface
segregation [33], unintentional strain [34] and line-edge roughness of electrostatic gates [35]. Concern-
ing the Si-QuBus, the effect of electrostatic disorder from remote charge defects at the interface of
the silicon and the amorphous dielectric [21, 25] and strain induced by metallic gates [36] have been
explored.

In the present work, we theoretically investigate the effects of highly dilute charge defects within the
epitaxially grown Si/SiGe heterostructure as they occur in real devices and analyze the feasibility of
control pulse engineering to circumvent critical areas. Specifically, we consider one negatively charged
impurity very close to the active region of the Si-QuBus shuttling device [21]. We will briefly outline
the device concept in Sec. 2. In Sec. 3, we present the theoretical model for numerical simulation of
electron shuttling. The primary focus in our simulations is on orbital excitations caused by interaction of
the electron with charged impurities. The major contribution of this work is the application of quantum
optimal control theory to engineer optimized control pulses for bypassing a charged defect, see
Sec. 4. The objective is to steer the electron around the defect on a deterministic trajectory, which is
characterized by a minimum accumulated energy uncertainty. Our approach self-consistently considers
the control-induced change of the potential landscape and the corresponding evolution of the electron’s
energy uncertainty and deduces an optimal control pulse following a variational principle. The results
are discussed in Sec. 5.

2 Device Concept

We consider the spin-qubit shuttling device Si-QuBus, which is depicted in Fig. 1, that was described
in detail by Langrock et al. [21]. The device contains an undoped SiGe/Si/SiGe QW in which a two-
dimensional electron gas can be accumulated by the top-gates. On the top surface, the Si-QuBus
features a periodic pattern of so-called clavier gates, see Fig. 1, where every fourth clavier gate is
electrically connected to all the others in the chain. By applying phase-shifted sinusoidal voltages at
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Fig. 1. (a) Schematic illustration of the Si-QuBus device. The clavier gate electrodes on the top surface generate a moving
array of QD potentials that allow to transport the electron spin-qubit in a conveyor-mode along the channel. (b) Top view
on the Si-QuBus with the four different clavier gate sets highlighted in color. Conveyor-mode shuttling requires only four
different control pulses, independent of the channel length, which is an important factor for the scalability of the approach.
The two screening gates on the left and the right hand side of the channel are employed to bypass a charged defect in the
channel by optimally engineered voltage pulses in Sec. 4. The pictures are adapted from [21, Fig. 2 and 5] used under
CC-BY.

the clavier gates, a linear array of QD potentials is formed in the QW, where the step-like epitaxial
QW confinement potential (in the z-direction) is superimposed with the potential generated by the
gate electrodes on the top surface of the structure. By continuously driving the phase of the clavier
gate voltages, the QDs can be propagated along the channel. As the device requires only four voltage
signals to drive the whole set of clavier gates—regardless of the length of the channel—this conveyor-
mode technique for electron shuttling can be scaled up to large architectures [21]. Underneath the
clavier gates, the device contains two long screening gates, the gap between which defines the one-
dimensional channel for the shuttling of the electron. The voltage applied to the two screening gates
serve for tuning of the lateral confinement. In addition, the trajectory of the lateral coordinate of the
shuttled electron can be controlled by proper pulsing of the screening gates. In Sec. 4, we investigate
the implementation of dynamical displacement of the electron using the screening gates in order to
achieve quasi-adiabatic passage of a charged defect in the channel.

3 Simulation of Electron Shuttling

In this section, we describe the mathematical model and the numerical simulation framework to simulate
coherent single-electron shuttling in the Si-QuBus. We focus on the dynamics of orbital excitations
triggered by Landau–Zener transitions [37] at charged impurities and investigate optimal control
strategies to achieve quasi-adiabatic driving in the presence of charged defects. Spin and valley states
as well as the respective interactions are neglected in this work. Moreover, the current model is limited
to the coherent wave packet evolution and disregards the effects of noise and dissipation.
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Fig. 2. Coarse grained Delaunay mesh of the device with seven unit cells. The refined computational mesh for the solution
of Poisson’s problem (1) includes about 20 million nodes and was generated using TetGen [38].

3.1 Electric Potential

The gate electrodes form an electric potential landscape that generates an array of QDs in the QW.
Suitable pulsing allows to propagate the QDs along the channel and thus enables conveyor-mode
shuttling. As the device is operated at deep cryogenic temperature (50 mK), there exist no thermally
activated electrons in the conduction band and space charge regions can be safely neglected. In this
case, the electric potential Φ (r, t) obeys the homogeneous Poisson equation

−∇ · (ε (r)∇Φ (r, t)) = 0, (1a)

where ε (r) = ε0εr (r) is the static dielectric permittivity of the semiconductor or insulator, respectively.
The boundary conditions

Φ (r, t) |Γk
= U tot

k (t) ,

n · ∇Φ (r, t) |ΓN
= 0, (1b)

Φ (r, t) |Γperiod = Φ(r+ exLx, t)

describe the time-dependent applied voltages U tot
k (t) at the electrode interfaces Γk (k = 1 . . . 6)

(Dirichlet boundary conditions) and artificial boundary conditions on the remaining surface ΓN (ho-
mogeneous Neumann conditions), see Fig. 2. The device contains numerous periodically repeated
unit cells with four clavier gates each. In the following, we consider a single unit cell of length Lx and
assume periodic boundary conditions on the front and rear (y, z)-plane. The applied voltage

U tot
k (t) = Uk (t) + uk (t) k = 1, . . . , 6 (2)

is decomposed into a nominal pulse sequence Uk (t) and a correction pulse uk (t). The correction
pulse uk (t) will be adjusted such that charged defects can be adiabatically circumvented and will be
computed in Sec. 4. The nominal pulse sequence at the clavier gates reads

Uk=1,...,4 (t) = UDC
k + UAC

k sin

(
kπ

2
+ 2πfst+ φ0

)
. (3)

Neighboring electrodes therefore have a phase difference of π/2, so that a QD potential can be formed
[21]. The confinement depth of the QDs is governed by the amplitudes UAC

k and the static offset UDC
k .
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voltage description weak
confinement

strong
confinement

UDC
k=1,3 lower clavier gates DC voltage 0.55 V 0.55 V

UDC
k=2,4 upper clavier gates DC voltage 0.70 V 0.70 V

UAC
k=1...4 clavier gate amplitude 0.10 V 0.25 V
UDC
k=5,6 screening gates voltage 0 V 0 V

Tab. 1. Parameters of the nominal voltage sequence (3) for the two different confinement modes.

The shuttling phase

φ (t) = 2πfst (4)

is a linear function of time, where fs is the shuttling frequency. The shuttling frequency in turn is
related to the shuttling velocity vs = Lxfs, which should be chosen around vs = 10m/s, see [21]
for a discussion. The phase can be shifted by an arbitrary offset, which is chosen as φ0 = 0.75π
throughout. The screening gates are nominally operated with a constant voltage: Uk=5,6 (t) = UDC

k .
In the following, we will consider a weak confinement mode and a strong confinement mode, which
differ in the clavier gate amplitude. The respective voltage parameters are listed in Tab. 1.

The decomposition of the applied voltages (2) corresponds to a decomposition of the total electric
potential

Φ (r, t) = Φ0 (r, t) + Φctrl (r, t) (5)

into a nominal part Φ0 (r, t) and a control part Φctrl (r, t). Due to the linearity of Poisson’s problem (1),
both parts can be further decomposed into the contributions from separate electrodes

Φ0 (r, t) =
6∑

k=1

Uk (t)ϕk (r) , (6a)

Φctrl (r, t) =
6∑

k=1

uk (t)ϕk (r) . (6b)

Here, the ϕk (r) are non-dimensionalized shape functions of the electrodes that obey the stationary
Poisson problem

−∇ · (ε (r)∇ϕk (r)) = 0,

ϕk (r) |Γl
= δk,l,

n · ∇ϕk (r) |ΓN
= 0,

ϕk (r) |Γperiod = ϕk (r+ exLx) ,

(7)

where δk,l is the Kronecker symbol. The numerically computed shape functions are shown in Fig. 3.

For the numerical simulation it is sufficient to solve the stationary Poisson problem (7) once for each of
the six electrodes for a given geometry. We employ a finite volume method implemented in the Julia
package VoronoiFVM.jl [39] to discretize Eq. (7) and solve the resulting system of linear equations via
conjugate gradient iteration. A complete list of material parameters employed in the simulation is given
in Tab. 3.
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Fig. 3. Normalized gate electrode shape functions ϕk (r) solving the stationary Poisson problem (7). (a)–(d) clavier gates
and (e)–(f) screening gates.

3.2 Time-Dependent Schrödinger Equation

Propagation of the electron wave packet Ψ(r, t) is described by the time-dependent Schrödinger
equation (TDSE)

iℏ
∂

∂t
Ψ(r, t) = H (r, t)Ψ (r, t) . (8)

The Hamiltonian is explicitly time-dependent as it includes the time-dependent electric potential Φ (r, t).
Following the decomposition (5) of the electric potential into a nominal and a control-related part, also
the Hamiltonian is separated into two parts:

H (r, t) = H0 (r, t) +Hctrl (r, t) . (9)

The reference Hamiltonian reads

H0 (r, t) = −ℏ2

2
∇ ·
(

1

m∗
e (r)

∇
)
− e0Φ0 (r, t)

+ VQW (r) + Vdefect (r) ,

(10)

where the first term describes the kinetic energy of a Si conduction band electron in a single-band,
effective mass approximation, wherem∗

e (r) the effective mass. The second term is the potential energy
due to the nominal electric potential Φ0 (r, t) determined by the voltage sequence (3), where e0 is the
elementary charge. Furthermore, the reference Hamiltonian includes the step-like QW confinement
potential VQW (r) and the potential landscape of charged defects Vdefect (r). Throughout this work,
we consider a negatively charged point defect near the center of the QW as a guiding example, see
Appendix B. The material parameters are listed in Tab. 3. The control Hamiltonian describes an additive
correction to the gate electrode potential in the reference Hamiltonian

Hctrl (r, t) = −e0Φctrl (r, t) = −e0
6∑

k=1

uk (t)ϕk (r) , (11)
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which will be addressed in more detail in Sec. 4. Throughout this work, the electronic wave packet is
always initialized in the adiabatic ground state Ψ(r, ti) = Ψinit (r) at initial time ti.

In the following, we will frequently use Dirac’s notation, which is briefly introduced here for clarity. The
corresponding formulation of the TDSE (8)

iℏ|Ψ̇ (t)⟩ = Ĥ (t) |Ψ(t)⟩, (12)

coincides with Eq. (8) after projection on the position basis ⟨r|Ψ(t)⟩ = Ψ(r, t). The Hamilto-
nian takes the form Ĥ (t) = Ĥ0 (t) + Ĥctrl (t), where the control-related part reads Ĥctrl (t) =
−e0

∑6
k=1 uk (t) V̂k, cf. Eq. (11). Here, V̂k is a non-dimensionalized control operator, that describes

the effect of the k-th gate electrode on the evolution of the electron’s wave packet.

3.3 Adiabatic Frame Expansion

In the context of spin-qubit shuttling, a direct solution of the TDSE (8) using split-step methods [40] is
only of limited use, as it is challenging to assess whether the evolution is sufficiently adiabatic. Instead,
an expansion of the wave packet in instantaneous eigenfunctions of the reference Hamiltonian (i.e.,
without the control-related part) yields a system for the corresponding complex-valued amplitudes that is
directly interpretable. Moreover, this adiabatic frame expansion typically enables an enormous reduction
of the system size, since often only a few eigenfunctions are already sufficient. The disadvantage of this
approach, however, is that a large number of eigenvalue problems must be solved in a pre-processing
step.

The ansatz for the adiabatic frame expansion reads [41]

Ψ(r, t) =
∑
n

cn (t)ψn (r, t) , (13)

where cn (t) ∈ C is a complex-valued amplitude and ψn (r, t) is an instantaneous eigenfunction of
the reference Hamiltonian. The corresponding instantaneous eigenvalue problem

H0 (r, t)ψn (r, t) = En (t)ψn (r, t) (14)

depends only parametrically on time t. Substitution of Eq. (13) into the TDSE (8) and subsequent
projection on an instantaneous eigenstate yields an evolution equation for the amplitudes

iċn (t) =
1

ℏ
En (t) cn (t)− i

∑
m

⟨ψn (t) |ψ̇m (t)⟩ cm (t)

+
1

ℏ
∑
m

⟨ψn (t) |Ĥctrl (t) |ψm (t)⟩ cm (t) .

The sum in the second term is decomposed into the diagonal (m = n) and the off-diagonal part, where
the latter follows from Eq. (14) via the Hellmann–Feynman theorem [41, 42] as

⟨ψn (t) |ψ̇m (t)⟩ = −⟨ψn (t) | ˙̂H0 (t) |ψm (t)⟩
En (t)− Em (t)

(m ̸= n) . (15)

By introducing the dynamical phase θn (t) and the geometric phase γn (t)

θn (t) = −1

ℏ

∫ t

ti

dt′En (t
′) , (16)

γn (t) = i

∫ t

ti

dt′ ⟨ψn (t
′) |ψ̇n (t

′)⟩, (17)
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Fig. 4. Energy eigenvalue diagrams of the moving QD as a function of the shuttling phase φ = 2πfst. The plot shows the
21 lowest instantaneous energy eigenvalues for different scenarios: (a) weak confinement (no charged defect), (b) strong
confinement (no charged defect), (c) weak confinement with charged defect in the QW and (d) strong confinement with
charged defect in the QW. The negatively charged defect is located near the center of the QW at r0 = (140 nm, 1 nm, 0 nm),
see Appendix B, which corresponds to φ = π. Interaction with the electron is maximal near φ ≈ 0.95π in the case of
weak confinement and close to φ ≈ π in the strongly confined case. The orbital splitting ∆E2,1 = E2 − E1 between the
ground state and the first excited state is shown for the case of (e) weak and (f) strong confinement separately. On average,
the orbital splitting is about 1meV smaller in the weakly confined case.

we arrive at

iċn (t) = −
(
γ̇n (t) + θ̇n (t)

)
cn (t)

+ i
∑
m̸=n

⟨ψn (t) | ˙̂H0 (t) |ψm (t)⟩
En (t)− Em (t)

cm (t) (18)

− e0
ℏ

6∑
k=1

uk (t)
∑
m

⟨ψn (t) |V̂k|ψm (t)⟩ cm (t) .

The first term describes the free evolution according to the energy of the n-th state, the second term
describes non-adiabatic transitions between instantaneous eigenstates and the last term represents the
effect of the applied control driven by the uk (t). The effect of the defect potential is entirely contained
in the energies and wave functions, which can be significantly modified with respect to the defect-free
configuration, see Figs. 4 and 5.
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The system (18) can be written compactly in matrix-vector notation

iċ (t) =

(
D (t) + S (t) +

6∑
k=1

uk (t)W
k (t)

)
c (t) (19)

with Hermitian matrices D, S and W k. The matrix elements are given as

Dm,n (t) = −θ̇n (t) δm,n =
1

ℏ
En (t) δm,n, (20)

W k
m,n (t) = −e0

ℏ
⟨ψm (t) |V̂k|ψn (t)⟩ (21)

= −e0
ℏ

∫
d3r ψ∗

m (r, t)ϕk (r)ψn (r, t) ,

Sn,n (t) = −γ̇n (t) (22)

= −i
∫

d3r ψ∗
n (r, t)

∂ψn (r, t)

∂t
,

Sm,n ̸=m (t) = i
⟨ψm (t) | ˙̂H0 (t) |ψn (t)⟩

Em (t)− En (t)
(23)

= iℏ
∑

k U̇k (t)W
k
m,n (t)

Em (t)− En (t)
.

Evaluation of the matrix element (22) always yields zero.

In order to eliminate the rapid phase oscillations from the amplitude dynamics, the system (19) is
transformed into a co-rotating frame by means of the rotation matrix

R (t) = exp

(
−i
∫ t

ti

dt′D (t′)

)
. (24)

The transformed state vector in the co-rotating frame C (t) = R† (t) c (t) obeys the equation of motion

iĊ (t) =

(
S̃ (t) +

6∑
k=1

uk (t) W̃
k (t)

)
C (t) , (25)

where the fast oscillations have been transferred to the system matrices S̃ (t) = R† (t)S (t)R (t)
and W̃ k (t) = R† (t)W k (t)R (t).

3.4 Implementation and Numerical Methods

Prior to the numerical propagation of the amplitude equations (25), the instantaneous eigenvalue
problem (14) must be solved with sufficient resolution in the relevant parameter range (i.e., shuttling
phase range). In principle, the eigenvalue problem could also be computed on-the-fly during forward
propagation, but in view of the numerous forward and backward sweeps that have to be carried out
in Sec. 4 for control pulse optimization, it is advantageous to perform this task in a pre-processing
step, as it only has to be solved once. Furthermore, this procedure allows to adaptively refine the grid
points at which the eigenvalue problem is solved. Details on the employed refinement strategy can be
found in Appendix C. The numerically computed eigenvalue curves for different voltage sequences
with different QD depths (weak and strong confinement) are shown in Fig. 4 for the situation with and
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Fig. 5. Isosurface plots of the lowest six orbital eigenfunctions in the weak confinement case, cf. Fig. 4 (c). (a) Far away from
the defect, at φ = 0.35π, the wave functions resemble those of an anisotropic 2D harmonic oscillator (left panel). (b) Near
the defect, at φ = 0.95π, the wave functions are heavily modified (right panel). The wave functions are real-valued and the
sign is color-coded (blue positive, red negative).
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Fig. 6. (a) Ground state occupation probability at the final time after shuttling over one unit cell (four clavier gates) as a
function of the shuttling velocity in the case of weak and strong confinement. The device contains a defect in the center
of the QW. At sufficiently low shuttling velocity, the electron can bypass the defect without notable population transfer to
excited orbital states. At increased velocity, population transfer due to (a sequence of) Landau–Zener transitions leads to a
reduction of the ground state population. Using the strong confinement potential, the orbital splitting is increased, such that
the Landau–Zener transitions set in only at higher velocities. (b) Population dynamics in the case of weak confinement at
v = 10m/s (solid, thick) and v = 100m/s (dashed, thin).

without a charged defect in the channel. The parametric family of eigenvalue problems is solved using
a matrix-free Lanczos method [43] and a spectral discretization [44] of the stationary Schrödinger
operator on a 32× 64× 16 grid.

After having resolved all features of the eigenvalue curves (in particular all avoided crossings) with
sufficient accuracy, the operators at the corresponding basic grid points are evaluated according to
Eqs. (20)–(23). For the dynamical simulation of (25), the matrices are interpolated from these basic
grid points onto a temporal grid with a very high resolution. Throughout this work, the time step size is
∆t = 50 fs, which according to ∆E∆t = ℏ/2 allows for the resolution of the dynamics in an energy
bandwidth of about ∆E ≈ 6meV, cf. Fig. (4). For a target shuttling velocity of around vs = 10m/s
the envelope moves through a unit cell (four clavier gates) of the shuttling device on a time scale of a
few 10 ns, such that 105 − 106 time steps are required for a full sweep over one unit cell. This reflects
the time-scale separation in the current problem, where the time-dependence of the Hamiltonian is
much slower than the internal dynamics. At this point, the enormous reduction in system size achieved
by the adiabatic frame expansion (in which only the lowest few instantaneous eigenstates are taken
into account) pays off, despite the need for the costly pre-processing step. The numerical time stepping
scheme is given in Appendix D.

Finally, it is worth noting that the shuttling velocity only enters into the matrix elements (23) in the last
step (when interpolating to the fine grid for transient simulation) via the time derivative of the applied
voltage. Because of the linear relationship (4) between shuttling phase and frequency, the simulation
can be quickly repeated for different shuttling velocities by simple scaling of the system operators (23)
without having to solve the series of eigenvalue problems again, see Fig. 6 (a).

3.5 Simulation Results

The dynamics is governed by the eigenvalue curves, see Fig. 4 (a)–(d). For sufficiently slow shuttling
speed, the evolution of the electron’s wave packet follows the ground state nearly adiabatically if the
orbital splitting between the ground state and the first excited state is sufficiently large, cf. Fig. 4 (e)–(f).
In the absence of charged impurities in the channel, adiabatic driving is easily achieved for both the weak
and the strong confinement mode. The presence of a charged defect, however, results in substantial
modifications of the energy diagrams, see Fig. 4. In the case of the negative point charge studied
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in this paper, the defect can effectively split the QD into a double QD, in which the ground state and
the first excited state can become very close in energy. This manifests itself in an avoided eigenvalue
crossing, see Fig. 4, where the energy gap (i.e., the orbital splitting) becomes very small for a short time.
Subsequently, this triggers a Landau–Zener transition in which the electron transitions into an excited
state with a high probability after passing over the defect. The probability of the Landau–Zener transition
scales exponentially with the shuttling speed [37, 45]. As there is a large number of avoided eigenvalue
crossings in the vicinity of the defect, this can easily initiate a sequence of Landau–Zener transitions
to even higher excited states. This behavior is reflected in the simulation results depicted in Fig. 6 (a),
where the probability of ground state occupation after passing through the defect is shown as a function
of the shuttling velocity. While the ground state occupation in the weak confinement mode is already
clearly reduced at around vs = 10m/s, the deeper QDs in the strong confinement mode can still pass
the same defect without disturbance at a 10 times higher speed. The population dynamics is shown
in Fig. 6 (b) for the case of the weak confinement potential at two different shuttling velocities. In the
case of the high shuttling velocity (vs = 100m/s), cascades of Landau–Zener transitions occur, which
would be detrimental for quantum information transfer. After the Landau–Zener transition, the electron
is in a coherent superposition of several eigenstates, which potentially offer numerous stochastic decay
channels. As an indicator of this, we will monitor the energy uncertainty of the transported electron in
the following, which is significantly increased after passing over the defect.

4 Quantum Optimal Control

Charged defects can trigger population transfer to excited orbital states in a sequence of Landau–Zener
transitions. As a consequence, the electron’s effective g-factor is then modified with respect to the
ground state due to the different spatial extension of the orbital wave function [46, 47]. This results in a
modification of the spin-precession in the external magnetic field such that the spin accumulates an
additional phase. Electron-phonon interaction finally drives the relaxation of the electron back to the
ground state [21, 48, 49]. As the relaxation process is stochastic in nature, this leads to a randomization
of the accumulated phase and thus to spin-dephasing. Although this process can be mitigated either by
adaptive regulation of the shuttling speed or by increasing the QD confinement depth, these approaches
have disadvantages either with regard to the synchronization of the qubit shuttle with other functional
units on the chip or can promote heating due to the increased electrical power. As an alternative, we
investigate how the screening gates can be employed to optimally circumvent such defect centers in
order to achieve a high transfer fidelity without reducing the shuttling speed.

In the following, we seek to optimize control voltage pulses uk (t) that allow for a quasi-adiabatic
passage of the electron through the channel in the presence of a charged defect. The problem is
related to scenarios where counterdiabatic driving [50] can be employed, it is however complicated
because the control itself decisively changes the potential landscape and thus modifies the electronic
state space.

4.1 Cost Functional

The computation of optimal control pulses uk (t) is based on the minimization of a cost functional that
captures the objective of the optimization. The choice of a suitable cost function is therefore crucial and
must be considered carefully.

In the present scenario, we seek to steer the electron around a charged defect in a quasi-adiabatic

DOI 10.20347/WIAS.PREPRINT.3082 Berlin 2023



Optimal control of spin-qubit shuttling in a SiGe quantum bus 13

fashion. We thus strive for a control signal that is effective only for a short period of time and fades out
again after passing by the defect. Accordingly, the electron should travel adiabatically in the ground
state of the uncontrolled Hamiltonian Ĥ0 (t) before and after the passage of the critical region. A first
candidate for the cost functional could thus target the maximization of the ground state occupation at
the end of the considered time interval. Since this objective, however, can also be reached after passing
through a sequence of Landau–Zener transitions by a specific operation only at the end of the time
window, it becomes clear that a running cost functional that quantifies the properties of the electron
during shuttling should be employed instead. Naively, this suggests to minimize the accumulated energy
expectation value of the electron with respect to the uncontrolled Hamiltonian over the considered time
interval, in order to enforce adiabatic following of the ground state energy branch. This ansatz, however,
disregards the additional control term (9) in the full Hamiltonian, which describes the change of the
potential landscape in which the electron is conveyed. The next conceivable idea would therefore be
to minimize the energy with respect to the full Hamiltonian including the applied control. This ansatz
for the cost functional, however, also proves to be unsuitable without further restrictions on the control
amplitudes, as this objective could be reached by arbitrarily strong deepening of the QD potentials.

Instead, minimization of the energy uncertainty with respect to the full Hamiltonian Ĥ (t) ≡ Ĥ (t,u (t))
turns out to be a suitable cost functional, since it precisely captures the primary goal of achieving a
maximally deterministic passage of the electron through the channel. The cost functional

J (Ψ,u) =
1

ℏEref

∫ tf

ti

dt VarΨ(t)

(
Ĥ (t,u (t))

)
(26)

accumulates the variance of the electron’s energy with respect to the full Hamiltonian

VarΨ(t)

(
Ĥ (t,u (t))

)
= ⟨Ψ(t) |Ĥ2 (t,u (t)) |Ψ(t)⟩

− ⟨Ψ(t) |Ĥ (t,u (t)) |Ψ(t)⟩2
(27)

in the considered time interval [ti, tf ]. As a dynamical constraint, the state vector |Ψ(t)⟩ must obey
the TDSE (12) at any time, which depends on the control pulses u (t) via the Hamiltonian Ĥ (t) ≡
Ĥ (t,u (t)). The theoretical minimum J = 0 corresponds to an electron that is conveyed in the ground
state of the controlled Hamiltonian (since eigenstates have a sharply defined energy). Minimization of
Eq. (26) thus allows to determine the control pulses uk (t), the trajectory of the wave packet and the
corresponding Hamiltonian as generator of the evolution in a self-consistent way. For a finite control
pulse width, the aforementioned objectives (entering and leaving the critical region in the ground state
of the uncontrolled Hamiltonian) are automatically met. Note that the cost functional does not include
any further restrictions on the control pulse amplitudes. The cost functional (26) is non-dimensionalized
by scaling with the reference energy Eref = 2πℏfs.

4.2 Pontryagin’s Maximum Principle

The cost functional (26) is to be minimized while taking the TDSE (12) as a dynamic side constraint into
account. Using the Lagrange multiplier method, this constrained optimization problem is turned into an
unconstrained optimization problem, which targets the minimization of the augmented cost functional
[51, 52]

J̃ (Ψ,u, χ) = J (Ψ,u) (28)

+
2

ℏ
Im

∫ tf

ti

dt ⟨χ (t) |
(
Ĥ (t,u (t)) |Ψ(t)⟩ − iℏ|Ψ̇ (t)⟩

)
.
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Here, the bra-state ⟨χ (t) | is a time-dependent Lagrange multiplier, which enforces the dynamical side
constraint. The key purpose of the Lagrange multipliers is to facilitate the evaluation of the gradient
of the cost functional with respect to the controls uk (t). The gradient is required for the minimization
procedure described below.

Following Pontryagin’s maximum principle [52], we consider the variation of Eq. (28) with respect to all
variables in order to obtain a set of necessary conditions characterizing a local minimum. Evaluation of
the Gâteaux derivative

δJ̃ (Ψ,u, χ) = lim
ϵ→0

J̃ (Ψ + ϵ δΨ,u+ ϵ δu, χ+ ϵ δχ)− J̃ (Ψ,u, χ)

ϵ

yields

δJ̃ (Ψ,u, χ) = δJ (Ψ,u)

+
2

ℏ
Im

∫ tf

ti

dt ⟨δχ (t) |
(
Ĥ (t,u (t)) |Ψ(t)⟩ − iℏ|Ψ̇ (t)⟩

)
− 2

ℏ
Im

∫ tf

ti

dt ⟨δΨ(t) |
(
Ĥ (t,u (t)) |χ (t)⟩ − iℏ|χ̇ (t)⟩

)
− 2Re (⟨δΨ(tf ) |χ (tf )⟩) + 2Re (⟨δΨ(ti) |χ (ti)⟩)

+
6∑

k=1

∫ tf

ti

dt
2

ℏ
Im
(
⟨χ (t) |V̂k (t) |Ψ(t)⟩

)
δuk (t) .

This step includes the functional derivative of the cost functional (26), which is obtained as

δJ (Ψ,u) =
2

ℏ
Im

∫ tf

ti

dt ⟨δΨ(t) |iℏD⟨Ψ(t)|J (Ψ,u)

+
6∑

k=1

∫ tf

ti

dtDuk(t)J (Ψ,u) δuk (t)

with

D⟨Ψ(t)|J (Ψ,u) =
1

ℏEref

(
Ĥ2 (t,u (t)) |Ψ(t)⟩ (29a)

− 2⟨Ψ(t) |Ĥ (t,u (t)) |Ψ(t)⟩ Ĥ (t,u (t)) |Ψ(t)⟩
)
,

Duk(t)J (Ψ,u) =
2

ℏEref

Re
(
⟨Ψ(t) |Ĥ (t,u (t)) V̂k|Ψ(t)⟩ (29b)

− ⟨Ψ(t) |Ĥ (t,u (t)) |Ψ(t)⟩ ⟨Ψ(t) |V̂k|Ψ(t)⟩
)
.

The wave packet is always initialized in the instantaneous ground state, such that |δΨ(ti)⟩ = 0. With
this, a local minimum, for which δJ̃ (Ψ,u, χ) = 0, is characterized by:

1 The initial value problem for the state evolution

iℏ|Ψ̇ (t)⟩ = Ĥ (t,u (t)) |Ψ(t)⟩, (30a)

|Ψ(ti)⟩ = |Ψinit⟩ (30b)

to be solved forward in time. The evolution of the state vector |Ψ(t)⟩ is uniquely prescribed for
given controls u (t) and initial data |Ψinit⟩.
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2 The final value problem for the co-state evolution (inhomogeneous TDSE)

iℏ|χ̇ (t)⟩ = Ĥ (t,u (t)) |χ (t)⟩ − iℏD⟨Ψ(t)|J (Ψ,u) (31a)

|χ (tf )⟩ =
∂J (Ψ,u)

∂⟨Ψ(tf ) |
= 0 (31b)

to be solved backward in time. Since the cost functional (26) is a fourth-order polynomial in the
free variables Ψ and u, the resulting driving term (29a) in the inhomogeneous TDSE is of third or-
der. Note that this inhomogeneous term involves single and twofold application of the Hamiltonian
on the state vector as well as the running energy expectation value ⟨Ψ(t) |Ĥ (t,u (t)) |Ψ(t)⟩.
The co-state value at final time is zero |χ (tf )⟩ = 0, because the cost functional does not
explicitly depend on the final state |Ψ(tf )⟩.

3 The optimality conditions

Duk
J̃ (Ψ,u, χ) =

2

ℏ
Im
(
⟨χ (t) |V̂k (t) |Ψ(t)⟩

)
+Duk

J (Ψ,u) = 0, (32)

which characterize a (locally) optimal control by vanishing gradients.

The gradients Duk
J̃ (Ψ,u, χ) give a descent direction that is used in gradient-based minimization

methods. The simplest approach is the gradient descent method, in which, after solving the forward and
backward equations (30)–(31) for a given control u(j) (t) in the j-th step of the iteration, an improved
control u(j+1) (t) is found via

u
(j+1)
k (t) = u

(j)
k (t)− α(j)Duk

J̃
(
Ψ(j) (t) ,u(j) (t) , χ(j) (t)

)
. (33)

Here, α(j) > 0 is a step size that has to be determined via a line search method [53] such that the cost
functional is decreased sufficiently: J

(
Ψ(j+1),u(j+1)

)
< J

(
Ψ(j),u(j)

)
. The simple gradient descent

method [54], however, does not contain any information on the curvature of the cost functional and
thus convergence stagnates when approaching the minimum. Therefore, a quasi-Newton method with
superlinear convergence is employed in this work. Specifically, we employ the L-BFGS method [53],
where the above update rule (33) is modified by an approximate inverse Hessian, that is recursively
computed from the gradients and step sizes of previous iterations. This approach has been previously
employed in quantum optimal control [55] and is indispensable for handling the typically rapidly
oscillating updates provided by the gradient in the current problem. Next to L-BFGS, we have also
tested the Barzilai–Borwein method [56], which is easily implemented and does not require any line
search. We likewise achieved useful results with this method, but retained L-BFGS due to the faster
convergence.

4.3 Control Pulse Optimization

Direct optimization of the control pulses u (t) as a free-shape function of time is challenging as the
gradient (32) typically yields rapidly oscillating updates which impedes convergence to a pulse-like
control signal. Although we managed to achieve pulse-like controls in some cases by carefully selecting
suitable initial pulses and adding further constraints on the amplitude and spectrum of the control [57],
the signals obtained in this way appeared to be impractical for experimental realization.

Consequently, we restrict the functional form of the control signals in the following to Lorentzian-shaped
pulses

uk (t) = Ak
T 2
k

(t− t0,k)
2 + T 2

k

, k = 1 . . . 6, (34)
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Fig. 7. Results of the multi-parameter optimization routine. (a) Optimized Lorentzian-shaped screening gate pulses. The
pulse is centered at t∗0 = 13.26 ns and the pulse width is T ∗ = 78.8 ps. The amplitudes are A∗

5 ≈ −28.2mV and
A6 ≈ +36.8mV. (b) Amplitude dynamics of the wave packet under optimal control. The wave function is expanded in
eigenstates of the (uncontrolled) reference Hamiltonian (10) to approximate the instantaneous ground state of the controlled
problem. Near the avoided crossing, significant contributions from excited orbital eigenstates are employed to build up
the wave packet. With the optimal control in place, the wave packet enters and leaves the critical region in the ground
state of the uncontrolled problem with probability practically equal to one. (c) Expectation value and standard deviation of
electron’s energy with (red) and without (blue) screening gate control. The electron is initialized in the ground state and
shuttles with v = 10m/s toward the defect. Without control, the electron is in a superposition state after passing over the
defect and therefore has a significant energy uncertainty of about ∆E ≈ 1meV (light blue shade). The control pulse is
optimized to minimize the running energy uncertainty and takes a route below the ground state energy branch in the critical
region in the energy diagram. This corresponds to a precisely tuned lateral shift of the electron via the screening gates, that
suppresses the Landau–Zener transition and keeps the electron in the ground state of the controlled Hamiltonian. (d) The
energy uncertainty is reduced to about ∆E ≈ 1 µeV with a short peak of about ∆E ≈ 13 µeV in the vicinity of the defect.
The energy uncertainty is invisibly small in panel (c).

and limit ourselves to the optimization of the pulse parameters (amplitude Ak, pulse width Tk and
peak time t0,k). Next to Lorentzian-shaped pulses we have also tested different envelope functions
(Gaussian, sech, triangle) and obtained comparable results. The choice of the pulse envelope shape
therefore does not seem to be too restrictive.

The optimization problem formulated in Sec. 4.2 must be adapted by substituting uk (t) → uk (t,p),
where the vector p contains all free parameters of the pulse (34). The gradient of the augmented cost
functional with respect to the parameters p then follows via the chain rule as

∇pJ̃ (Ψ,u, χ) =
6∑

k=1

∫ tf

ti

dtDuk
J̃ (Ψ (t) ,u (t,p) , χ (t))∇puk (t,p) , (35)

which is used as a descent direction in the quasi-Newton method.

In the following, we optimize the parameters of the control pulses u5,6 (t) applied at the screening
gates (i.e., no correction pulses are applied to the clavier gates). We keep the pulse width and the peak
time identical for both pulses, but allow for unequal amplitudes. A quasi-Newton method is employed to
optimize the parameter set p = (t0, T, A5, A6). The method converges superlinearly and minimizes
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Fig. 8. (a) Expectation value and standard deviation of the lateral coordinate ⟨y (t)⟩ = ⟨Ψ(t) |ŷ|Ψ(t)⟩ as a function
of time. Optimal control conveys the wave packet back to the central shuttling line after bypassing the defect (red line).
Without control, the wave packet’s lateral position oscillates rapidly within the QD after interaction with the defect (blue line).
(b)–(d) Snapshots of the electron’s orbital wave function before, during and after passage of the defect.

the accumulated energy uncertainty (i.e., the cost functional) for t∗0 ≈ 13.26 ns, T ∗ = 78.8 ps,
A∗

5 = −36.8meV and A∗
6 ≈ +28.2meV. The corresponding pulses are shown in Fig. 7 (a). As

above, the electronic wave function is still expanded in the instantaneous eigenbasis of the uncontrolled
Hamiltonian Ĥ0 (t). The evolution of the absolute values of the amplitudes is shown in Fig. 7 (b). Indeed,
one observes the desired behavior: Before and after passage of the critical region, the electron occupies
exclusively the ground state of the uncontrolled Hamiltonian. In order to circumvent the defect, however,
excited states are temporarily occupied in order to approximate the instantaneous ground state of
the controlled Hamiltonian. The corresponding wave function is laterally shifted along the y-direction
as we will see below. The figure shows that already about 15 eigenfunctions of (10) are sufficient to
approximate the orbital ground state of the controlled system. The computation was repeated with
a larger number of states, but the results remain almost unchanged. The evolution of the energy
expectation value and the energy uncertainty (standard deviation) of the electron during shuttling are
shown in Fig. 7 (c). Without control, the electron is swept through a Landau–Zener transition at the
defect and subsequently has an average energy expectation value well above the instantaneous ground
state. The energy uncertainty is increased to about ∆E ≈ 1meV after passing over the defect. By
switching on the optimized control pulses at the screening gates, the energy expectation value closely
follows the instantaneous ground state before and after the passing through the critical region. In the
vicinity of the defect, the energy expectation value is decreased below the ground state energy of the
uncontrolled Hamiltonian. Here, the unequal amplitudes A5 and A6 do not only lead to a lateral shift of
the QD, but also temporarily modify the QD confinement, which corresponds to the short-term decrease
of the energy expectation value. The evolution of the corresponding energy uncertainty is shown in
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Fig. 7 (d): In the vicinity of the defect, the energy uncertainty shortly peaks at about ∆E ≈ 13 µeV,
but before and after this point the value is very small, ∆E ≈ 1 µeV. The electron-wave packet hence
quasi-adiabatically follows the ground state of the controlled Hamiltonian.

Finally, Fig. 8 shows the trajectory of the y-component of the geometric barycenter ⟨y (t)⟩ =
⟨Ψ(t) |ŷ|Ψ(t)⟩ of the wave packet. Without the optimized control pulses, the wave packet flick-
ers erratically from side to side within the QD after passing through the defect. This behavior is to
be expected, as the electron here is essentially in a superposition of an s-type and a p-type orbital,
cf. Fig. 5 and Fig. 6 (b), and the associated complex amplitudes exhibit rapid oscillation (outside the
co-rotating frame). Under the action of the optimized control, the electron is guided past the charged
defect at a safe distance and is then smoothly conveyed back to the central shuttling line, see Fig. 8 (a).
The width of the wave packet remains practically invariant during this process.

In summary, the results indicate that a quasi-adiabatic evolution of the electron wave packet can already
be achieved with a very simple pulse shape (34) and that the Si-QuBus is capable of compensating
for the effect of charged defects by properly calibrated screening gate pulse sequences. On the one
hand, the defect under consideration is nearly a worst-case scenario due to its central location near
the center of the QW. On the other hand, the situation can be considered generic and we assume that
equivalent results can be achieved for other defect types and locations.

4.4 Impact of the Control Pulse in a Defect-Free Segment of the Channel

It is intended to shuttle multiple electrons simultaneously in different QDs of the Si-QuBus. Note that
loading and shuttling of patterns with up to 34 electrons has already been demonstrated in Ref. [25].
Since the use of only six individually controllable gate electrode sets (four clavier gates, two screening
gates, see Fig. 1) is crucial for the scalability of the device, the control pulse described above might
also affect electrons located in other segments of the channel. It is clear that these electrons should not
experience orbital excitations in response to the control pulse.

We investigate the impact of the optimized control pulse on an electron shuttling through a defect-
free segment of the channel (shifted by a multiple of Lx in propagation direction), see Fig. 4 (a) for
the corresponding energy diagram. Everything else (in particular, the weak confinement voltages) is
kept unchanged. The results are illustrated in Fig. 9. The control pulse temporarily shifts the lateral
coordinate of the electron by a few nm and reduces the confinement energy in comparison to the
uncontrolled case. The electron, however, returns to the central shuttling line and the nominal ground
state energy without notable signatures of the control. The energy uncertainty accumulated in this
process is negligible. Finally, we note that in the special case of only a single relevant charged defect
in a shuttle segment, i.e., a lane confined by one long screening gate segment, the defect might be
avoided by simply adjusting the DC voltages applied to the screening gates. Hence, no voltage pulse
would be required in this case.

The concept of tailoring correcting pulses to minimize the impact of (charged) defects in the device
is thus compatible with the scalability requirements of the Si-QuBus. In the simulations, this was
demonstrated for the weak confinement mode, where the orbital splitting is about 1.5− 3.0meV across
the channel. For enlarged orbital splitting (e.g., in the strong confinement mode considered above), the
effect should be even smaller.

DOI 10.20347/WIAS.PREPRINT.3082 Berlin 2023



Optimal control of spin-qubit shuttling in a SiGe quantum bus 19

control o�
control on

����������
����������

�� �� �� ��
��������


�

���

���

��


��	

���

��
��

��
���

�

�����

������

������

������

������

������

������

���

�� �� �� ��
��������


�� �� �� ��
��������


��

�


�	

��

��

��

����
��
��

���
��




���

��

�

�

��

��
��
��
���
��

��
��
��
��
��
��
�



���

��

���

�� �� �� ��
��������


���

���

�

�

�

�

��
��
��

��
��

��
��
��
��
��µ

��



�����

�����

�����

�����

�����

��
��

�����

��	��

�	

�

�

Fig. 9. Impact of the control pulse on an electron in a defect-free segment of the channel. (a) Dynamics of the y-coordinate
without (blue line) and with (red line) the optimized control pulse. The control induces a short-term lateral shift of the
electron’s position, but conveys it back smoothly to the central shuttling line. (b) Evolution of expansion coefficients of the
wave function under control. The electron is returned to the adiabatic ground state after exposure to the control pulse.
(c) The energy expectation value is temporarily reduced with respect to the adiabatic ground state during the pulse, but
returns back to the ground state afterwards, cf. Fig. 7 (c). The corresponding energy uncertainty shown in (d) is very small
throughout the considered time interval.

5 Summary and Discussion

The simulation-based analysis of the controllability of the Si-QuBus shows that it is possible to bypass
charged impurities in the channel via precisely tuned control pulses. Already very simple pulse shapes
allow to realize a quasi-adiabatic evolution of the wave packet, which is characterized by a very small
energy uncertainty during shuttling. While the control is expected to cause local modifications of the
effective g-factor of the electron due to a change of its trajectory, it is important to point out that
these modifications can be made practically deterministic. Therefore, also the accumulated spin-phase
should be deterministic, which can be taken into account in further qubit-processing. Moreover, as the
control steers the electron in the ground state of the dynamically adapted potential landscape, no new
dissipation channels should arise. In order to mitigate unintentional heating effects, we have optimized
for the pulse with the smallest admissible amplitudes.

The key problem for applying the optimal control strategy presented above in real experiments is that
the employed open loop control theory requires complete knowledge of the defect landscape in the
shuttling channel. While shuttling tomography experiments allow to draw certain conclusions about the
location of defects in the channel [25], exact mapping is a difficult inverse problem and will be hard to
achieve. On the other hand, we have demonstrated that already simple control pulse shapes with a
few parameters can yield good results. The theoretical investigation presented here could therefore
be used as a guideline to implement the respective controls in experiments with the help of a suitable
feedback loop.

For electron spin-qubits in Si considered in this work, we note that the orbital excitation considered
here is not the main limitation. Excited orbital states exhibit a tiny deviation from the orbital ground state
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and orbital relaxation is fast [21]. Typically, the shuttling velocity is limited by inter-valley transitions
triggered by atomic-scale alloy fluctuations at the Si/SiGe QW interface. Meanwhile, several strategies
have been developed that might lead to a deterministic enhancement of the valley splitting [33, 58–60].
Consequently, orbital excitations triggered by charged defects, whose effects can be mitigated by
suitable control pulses as described above, could become the relevant bottleneck at increased shuttling
velocities.

Similarly, our results might be highly relevant for hole qubits, e.g., in Ge/SiGe, for which the issue of the
valley degeneracy is absent. For holes, the spin-orbital interaction is dominant [61]. As a consequence,
stochastic orbital excitations and relaxations induce qubit dephasing due to the large variations of
hole g-tensor across orbitals. The spin-orbit relaxation rate is enhanced opening up a dangerous
spin-relaxation channel triggered by orbital excitations. Especially at a high shuttling velocity, abrupt
changes in the electrostatic potential as considered here and thus orbital excitations are a major
bottleneck for hole spin-qubits.

In summary, we have presented a comprehensive modeling approach for the simulation of single-
electron shuttling in the Si-QuBus using a multi-dimensional device model with realistic gate electrode
potentials. We investigated the orbital excitation dynamics of an electron that is captured in a moving
QD and swept across a single negatively charged defect for different choices of the QD confinement
parameters and the shuttling velocity. The main contribution of this work is the study of an engineered
control voltage pulse that is tailored to circumvent a charged defect in a deterministic manner in order
to maintain adiabaticity during shuttling. Quantum optimal control theory was employed to optimize
the control pulse parameters via minimization of the accumulated energy uncertainty during shuttling.
Our results indicate that already simple pulse shapes characterized by a few parameters enable a
practically deterministic passage of charged defects within the channel. The control pulse should thus
prevent the spin-qubit from dephasing. Finally, we demonstrated the compatibility of the control strategy
with the scalability requirements of the Si-QuBus.

A Geometry and Parameters

The geometry of a unit cell of the Si-QuBus is shown in Fig. 10, where the geometry parameters
are indicated. The corresponding parameter values are listed in Tab. 2. A complete list of material
parameter entering the Poisson problem and the Schrödinger equation is given in Tab. 3.

B Charged Defect Potential

We consider a negatively charged point defect located at r0 = (x, y, z) = (140 nm, 1 nm, 0 nm)
which disturbs the evolution of the shuttled electron. The corresponding electrostatic energy in the
Hamiltonian (10) is Vdefect (r) = −e0Φdefect (r), where Φdefect (r) solves the Poisson problem

−∇ · (ε (r)∇Φdefect (r)) = −e0δ (r− r0)

Φdefect (r) |Γk=1...6
= 0,

n · ∇Φdefect (r) |ΓN
= 0,

Φdefect (r) |Γperiod = Φdefect (r+ exLx) .

(36)

The defect potential landscape thus takes the effects of the layered heterostructure and the gate
electrodes into account. The potential therefore differs from a simple 1/r potential.
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Fig. 10. Schematic illustration of the device geometry

symbol description value

hc height of clavier gate 34 nm
hox height of oxide layer 5 nm
hs height of screening gate 10 nm
hcap thickness of Si cap layer 1.5 nm
hSiGe,1 thickness of SiGe barrier above QW 30 nm
hQW quantum well layer thickness 7 nm
hSiGe,2 thickness of SiGe substrate 1000 nm
lc clavier gate length 65 nm
lox thickness of insulator 5 nm
lg gate pitch lg = lc + loc 70 nm
Lx length of a unit cell Lx = 4lg 280 nm
wc,1 width of clavier gate segment 100 nm
wc,2 width of central clavier gate segment 180 nm
wc,3 width of clavier gate segment 20 nm
ws width of screening gate 100 nm

wchannel channel width wchannel = wc,2 + 4lox 200 nm

Tab. 2. Geometry parameters.

C Recursive Refinement of Eigenvalue Sweep Resolution and
Wave Function Alignment

The instantaneous eigenvalue problem (14) is solved in a pre-processing step over a predefined range
of the shuttling phase φ ∈ [φi, φf ]. In Fig. 4, the eigenvalue curves were computed over one unit cell
φ ∈ [0, 2π].
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symbol description value

εr (Si) dielectric permittivity of Si 12
εr (SiGe) dielectric permittivity of Si0.7Ge0.3 13.2
εr (insulator) dielectric permittivity of the insulator 6

m∗
e effective electron mass [62], same for Si and Si0.7Ge0.3 0.19m0

∆Ec QW conduction band offset [62] 124 meV

Tab. 3. Material parameters.

As the eigenvalue problem (14) is invariant under transformations of the phase of the eigenfunctions,
the latter are not uniquely determined from the numerical solution. Instead, the eigenfunctions must
be aligned such that they change smoothly along the eigenvalue branches under continuous change
of the parameter φ (or time). As the Hamiltonian is real-valued throughout, the wave functions can
be chosen real as well. Thus, the phase-invariance reduces to a free sign ψn (r, t) ↔ −ψn (r, t). In
order to align the signs of the eigenfunctions, we consider the overlap of successive eigenfunctions on
the same eigenvalue branch

⟨ψn (tj) |ψn (tj+1)⟩ > 0, (37a)

which is required to be positive. If the condition (37a) is violated, the sign of the latest wave function
is swapped ψn (r, tj+1) → −ψn (r, tj+1). Far away from avoided crossings, where eigenfunctions
preserve their character along the branch, the modulus of the overlap is usually close to unity for
reasonable step sizes, such that the decision for sign swaps is easily made. In the vicinity of avoided
crossings, however, the overlap between successive eigenfunctions on the same branch can become
very small as the eigenfunctions quickly change their character. Therefore, a second criterion on the
magnitude of the overlap integral is introduced

|⟨ψn (tj) |ψn (tj+1)⟩| < 1− ε, (37b)

where 0 < ε≪ 1 is a small parameter. Condition (37b) is required to be valid for all adjacent points
along all branches. If the criterion (37b) is violated, the sign swap decision is regarded as too uncertain
and a new point t∗ = (tj + tj+1) /2 is introduced for improved tracking of the eigenvalue branches.
The procedure is repeated until it stops after a finite number of iterations. For ε = 10−2 the approach
results in very well resolved sequences of eigenvalues and eigenfunctions that precisely track all
features along the eigenvalue branches, in particular all avoided crossings. The basic grid obtained this
way is further refined by interpolation for the dynamical simulations as described above in Sec. 3.4.

D Numerical Propagation Scheme

In this section, we describe the numerical propagation schemes to solve the TDSE (30) and the
inhomogeneous TDSE (31) arising in the optimal control problem. The numerical schemes will be
stated for the evolution in the co-rotating frame.

D.1 Forward Problem

The TDSE (30) is an initial value problem that must be propagated forward in time. For fixed control and
initial conditions the solution is unique. In Sec. 3.3, the TDSE has been recast as a system of ODEs for
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complex-valued amplitudes (25), which we state here as

iĊ (t) = K (t)C (t) . (38)

Here we have introduced the generator of the evolution as K (t) = S̃ (t) +
∑6

k=1 uk (t) W̃
k (t) in

the co-rotating frame. The system operators and the control signals uk (t) are available at a discrete
set of points in time. On the step from C (t) to C (t+∆t), we compute the matrix exponential

C (t+∆t) ≈ e−iK∆t C (t) , (39)

where K = (K (t) +K (t+∆t)) /2 is the arithmetic mean of the K-operators on the limits
of the considered time interval. As K is Hermitian, the scheme (39) preserves the norm exactly:
∥C (t+∆t)∥2 = ∥C (t)∥2.

In order to avoid expensive computation of matrix exponentials, one can use the decomposition
K∆t = QΣQ†, where Σ is a diagonal matrix that contains the eigenvalues and Q† = Q−1 is unitary.
The propagation step then reads

C (t+∆t) = Q e−iΣQ†C (t) , (40)

which is computationally cheaper. The scheme (40) was used throughout this work. For large systems
(i.e., more eigenstates) it is useful to employ a Padé approximation of the matrix exponential. The
lowest order Padé approximation yields the Crank–Nicolson scheme

C (t+∆t) =

(
I +

i

2
K∆t

)−1(
I − i

2
K∆t

)
C (t)

+O
(
∆t3
)
, (41)

which still preserves the norm exactly and is second-order correct in ∆t.

D.2 Backward Problem

The co-state equation (31a) is an inhomogeneous TDSE that is propagated backwards in time. Following
the steps described in Sec. 13, the problem can be written as

iΛ̇ (t) = K (t)Λ (t) (42)

− i
[
M (t)− 2

(
C† (t)M (t)C (t)

)]
M (t)C (t) .

Here, the expansion ansatz (13) was employed again for the co-state wave function

χ (r, t) = ⟨r|χ (t)⟩ =
∑
n

λn (t)ψn (r, t) .

The amplitudes were subsequently transformed into the co-rotating frame via Λ (t) = R† (t)λ (t)
using the rotation matrix (24). The inhomogeneous term in Eq. (42) involves the matrix

M (t) =

√
ℏ
Eref

(
D (t) +

6∑
k=1

uk (t) W̃
k (t)

)
,

that corresponds to the full Hamiltonian in the co-rotating frame. As before, we will consider the
arithmetic mean M = (M (t) +M (t+∆t)) /2 on the step from t + ∆t → t in the numerical
scheme for Eq. (42).
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The homogeneous part of the problem is eliminated by the transformation X (s) = eiK(s−t)Λ (s),
which leads to

Ẋ (s) = −eiK(s−t)
(
M − 2

(
C† (s)MC (s)

))
MC (s)

and X (t) = Λ (t). Direct integration yields

X (t+∆t)−X (t) = −
∫ t+∆t

t

ds eiK(s−t)
(
M − 2

(
C† (s)MC (s)

))
MC (s)

Using the scheme for the state-variable (39), we arrive at

X (t+∆t) = X (t)−
∫ ∆t

0

dτ Y2 (τ)C (t)

+ 2

∫ ∆t

0

dτ
(
C† (t)Y1 (τ)C (t)

)
Y1 (τ)C (t)

where Yn (τ) = eiKτM
n
e−iKτ . In order to derive a scheme for (42) that is second-order in ∆t, we

expand Yn (τ) to first order as Yn (τ) =M
n
+ i
[
K,M

n]
τ+O (τ 2). Evaluation of the corresponding

integrals and transformation back to Λ (t) yields the time-stepping scheme

Λ (t) = e+iK∆tΛ (t+∆t) (43)

+∆t
(
M − 2

〈
M
〉
C(t)

)
MC (t)

+ i
∆t2

2

([
K,M

2
]
− 2

〈
M
〉
C(t)

[
K,M

]
− 2

〈[
K,M

]〉
C(t)

M

)
C (t)

+O
(
∆t3
)

where
〈
M
〉
C(t)

= C† (t)MC (t).

In the absence of the inhomogeneous term, the scheme 43 reduces to a norm-preserving (unitary)
integrator for the corresponding homogeneous TDSE.
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