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Approximating Langevin Monte Carlo with ResNet-like neural network architectures
Martin Eigel, Charles Miranda, Janina Enrica Schütte, David Sommer

Abstract
We sample from a given target distribution by constructing a neural network which maps samples from a simple reference, e.g. the standard normal distribution, to samples from the target. To that end, we propose using a neural network architecture inspired by the Langevin Monte Carlo (LMC) algorithm. Based on LMC perturbation results, we show approximation rates of the proposed architecture for smooth, log-concave target distributions measured in the Wasserstein-2 distance. The analysis heavily relies on the notion of sub-Gaussianity of the intermediate measures of the perturbed LMC process. In particular, we derive bounds on the growth of the intermediate variance proxies under different assumptions on the perturbations. Moreover, we propose an architecture similar to deep residual neural networks and derive expressivity results for approximating the sample to target distribution map.

1 Introduction and main result
In this work we consider the task of measure transport in terms of a stochastic dynamical system described by a Langevin SDE. The main novelty is a complete analysis of the convergence and complexity when discretized as an Euler-Maruyama scheme in an appropriate deep neural network architecture. Several research areas are related to our approach for which we give an overview in the following.

Deep Neural Networks Sampling from probability densities is a common problem in fields such as Bayesian inference [61, 34] and generative modelling (GM) [60]. In GM in particular, the training of deep neural networks (DNNs) to sample from the target distribution has become widespread [56, 6]. Popular approaches in deep generative modelling (DGM) include normalizing flows, variational autoencoders [36, 37, 50], and generative adversarial networks (GANs) [28]. Beyond DGM, there is also growing interest in GM via score-based diffusion models [62, 60], where DNNs are trained to approximate the score function, i.e. the gradient log-density of the forward diffusion process. While most research has been focused on image, video and text generation, generative models can also be used in the context of differential equations related to engineering and the natural sciences [18].

From a mathematical perspective, there has been a lot of work on the expressivity analysis of fully connected neural networks (FCNNs), providing qualitative results regarding the complexity of representations. For this, classical and new approximation classes and function spaces are considered such as in [31]. Important approximation results include [2, 3, 4, 5, 23, 46, 47, 63, 64, 65]. An analysis for the FCNN approximation of (parametric) PDEs was for instance presented in [43, 38, 8, 39]. In a recent work [33], FCNNs have been shown to beat the curse of dimensionality in approximation of Kolmogorov backward equations (KBE) provided that the drift term can be approximated without curse of dimensionality. The central idea is the use of the Feynman-Kac formula, linking the KBE solution
to the expectation of an observable subject to an underlying Itô diffusion process. Under suitable assumptions on the observable (which coincides with the initial condition of the KBE) and the drift term, this diffusion process can be approximated by adding and composing FCNN layers in an imitation of the Euler-Maruyama discretization.

While standard feed-forward FCNNs offer conceptual simplicity, there are architectures arguably better suited to the approximation of differential equations. One such architecture is given by deep residual networks, also called ResNets, [32], which instead of the full mapping from input to output learn a residual component (respective to the layer input) in each layer. Due to this residual structure, ResNets have interesting theoretical connections to time discretizations of differential equations. In particular, the forward propagation of the inputs through the residual layers can be interpreted as time-discretization of an underlying (stochastic) differential equation. The continuous-time equivalent of a ResNet is called a neural ODE [10, 57].

Sampling and Langevin Monte Carlo There exists a vast literature on sampling strategies from unknown probability measures including Markov Chain Monte Carlo (MCMC) [52, 51, 7], Sequential Monte Carlo (SMC) [19] and Langevin dynamics [53, 54]. The Langevin method has strong historical connections to statistical physics [55] and can be seen as a stochastic analogue to gradient descent. Extensions of these methods have been proposed as Metropolis adjusted Langevin and Hamiltonian Monte Carlo (HMC) sampling methods defined on Riemannian manifolds [26] and also to ensemble methods [24, 25] ensuring affine invariance [29]. Under smoothness and growth conditions on the log-density, one can define a simple first order overdamped Langevin process, which admits the target density as invariant measure and which contracts exponentially (in relative entropy) to that invariant measure [44]. Methods obtained by discretization of this process are called Langevin Monte Carlo (LMC) methods. Errors bounds of LMC in case of an \( M \)-Lipschitz, \( m \)-strongly convex potential have been extensively studied in Wasserstein-2 distance, relative entropy and total variation distance, cf. [15, 16, 20, 17, 11, 21, 22]. There are also works aiming to extend the convergence analysis beyond the restricted log-concave setting [41, 12, 42, 49, 9, 67]. A good overview of the different approaches can be found in [66]. Another interesting work is [1], where a bound for the variance proxy of the sub-Gaussian invariant distribution of LMC is derived.

Goal and methodology of this work This work is concerned with sampling from measures of the form \( d\mu_\infty(x) = Z^{-1} e^{-V(x)} dx \), where \( V \) is smooth and log-concave as per Assumption 1.1 and \( Z \) is an (unknown) normalization constant.

Assumption 1.1. We make the following assumption on the potential \( V \) of \( \mu_\infty \):

- \( V \) has a \( M \)-Lipschitz gradient: \( \forall x, y \in \mathbb{R}^d, \| \nabla V(x) - \nabla V(y) \|_2 \leq M \| x - y \|_2 \).
- \( V \) is strongly convex with parameter \( m \): \( \forall x, y \in \mathbb{R}^d, V(x) - V(y) - \langle \nabla V(y), x - y \rangle \geq \frac{m}{2} \| x - y \|_2^2 \).

The goal is to derive complexity bounds for a neural network architecture, which takes inputs \( Y_0 \sim \mu_0 \) distributed according to a sub-Gaussian reference distribution \( \mu_0 \) and outputs samples from \( \mu_\infty \) up to an epsilon error in the Wasserstein-2 distance. To achieve this, a ResNet-like architecture inspired by the LMC algorithm is proposed. A sketch of the architecture is pictured in Figure 1.1. The introduced network has two important properties. By imitating the Langevin algorithm, the number of parameters in the expressivity results mainly depends on how well the drift can be approximated as well as on the
number of realized time discretization steps. Furthermore, the architecture allows to train small parts of the network separately. The analysis combines known results for Wasserstein-2 convergence of LMC with perturbation arguments for the FCNN-approximated drift terms. Results are derived under the assumption of the availability of an FCNN able to approximate the drift on a ball as in Assumption 1.2 (ii).

Results are derived for two different assumptions on the availability of FCNN approximations, which are listed in Assumption 1.2.

**Assumption 1.2.** We assume the following on the availability of FCNN approximations of the drift.

(i) For any $\varepsilon > 0$ there exists an FCNN $\phi_\varepsilon$ with realization $R\phi_\varepsilon$ and $N(d, \varepsilon, m, M)$ parameters such that

$$\| - \nabla V(x) - R\phi_\varepsilon(x) \|_{\ell^2} \leq \varepsilon (1 + \|x\|_{\ell^2})$$

for all $x \in \mathbb{R}^d$.

(ii) For any $\varepsilon > 0$ and $r > 0$ there exists an FCNN $\phi_{\varepsilon,r}$ with realization $R\phi_{\varepsilon,r}$, number of parameters $N(d, r, \varepsilon, m, M)$ and depth $L(d, r, \varepsilon, m, M)$ such that

$$\| - \nabla V - R\phi_{\varepsilon,r} \|_{L^\infty(B_r(0) ; \mathbb{R}^d)} \leq \varepsilon / \sqrt{2},$$

where $B_r(0)$ is the closed $\ell^2$-ball with radius $r$ and center in $0$ in $\mathbb{R}^d$.

In the analysis a perturbed LMC process is considered, where $-\nabla V$ is replaced by neural network approximations. It is then shown that under either of the assumptions in Assumption 1.2 the global $L^2$-error of the approximation can be bounded with respect to the current measure at any time in the process. The analysis differs depending on which item of Assumption 1.2 is assumed. In Assumption 1.2 (ii), only approximation on a ball of arbitrary radius is presupposed. In particular, it is not assumed that $-\nabla V$ can be globally approximated. In this case, concentration inequalities are used to bound the error outside of balls of suitable radius. The measures appearing in the concentration inequalities are ensured to be sub-Gaussian by a cutoff of the FCNNs via two additional ReLU layers. Assumption 1.2 (i), on the other hand, presupposes global approximation, with the error growing at most linearly and with sufficiently small slope $G$. While this is a strong assumption, note that the set of functions satisfying it is non-empty, since it includes quadratic potentials $V$. Why is the linear growth bound on the error desirable? The linear growth allows us to uniformly bound the variance proxies of the sub-Gaussian distributions induced by the approximate LMC process (where the drift $-\nabla V$ is replaced by FCNN approximations) by the sum of the variance proxies of the starting and target distributions. As we will show later, this greatly simplifies the analysis. Somewhat mitigating the strong assumptin of linear error growth, we show that Assumption 1.2 (ii) plus a constraint on the Lipschitz constant $M$ of the potential gradient implies a similar uniform bound on the variance proxies.
Results This work gives complexity bounds for a ResNet-like neural network architecture approximating the Langevin Monte Carlo process. In doing so, we are able to show an interesting property of the underlying LMC process, which is that the variance proxies of the sub-Gaussian intermediate measures are uniformly bounded (Proposition 5.1). To the best of our knowledge, this result is not yet known to the community, with bounds on the variance proxy of the invariant measure having been shown as recent as [1]. The following is an informal version of the three main complexity results of this work, namely Theorem 5.4, Theorem 6.2 and Theorem 7.3.

Theorem 1.3 (Main result). Assume that \( V : \mathbb{R}^d \to \mathbb{R} \) is an \( M \)-Lipschitz, \( m \)-strongly convex potential as in Assumption 1.1. Let \( \mu_0 \) be sub-Gaussian with variance proxy \( \sigma_0^2 > 0 \) and \( Y_0 \sim \mu_0 \). Then, for any \( \varepsilon > 0 \), any \( h \in (0, \frac{2}{m+M}) \) and any \( K \in \mathbb{N} \) there exists a ResNet-like network \( \Psi \) such the measure \( \mu^\Psi \) of \( \Psi(Y_0) \) satisfies

\[
\mathcal{W}_2(\mu_\infty, \mu^\Psi) \leq (1 - mh)^K \mathcal{W}_2(\mu_\infty, \mu_0) + \frac{7\sqrt{2} M}{6m} \sqrt{hd} + \frac{1 - (1 - mh)^K}{m} \varepsilon. \tag{1.2}
\]

Furthermore, the complexity of \( \Psi \) can be bounded as follows.

(i) Under Assumption 1.2 (i), there exists a constant \( c(d) \in O(d^{-1}) \) and a ResNet-like network \( \Psi \) satisfying (1.2) with number of parameters bounded by \( KN(d, c(d)\varepsilon, m, M) \).

(ii) Under Assumption 1.2 (ii) and the additional assumption that \( M < \sqrt{2}m \), there exists a ResNet-like network \( \Psi \) satisfying (1.2) with number of parameters in

\[
K \cdot O \left( d \log(2d \max\{1, \sqrt{M^2 - m^2}\})/\varepsilon \right) +
N(d, r, \sqrt{2\varepsilon}/\sqrt{d}, m, M) + dL(d, r, \sqrt{2\varepsilon}/\sqrt{d}, m, M) + 2d^2,
\]

where \( r \in O(d(1 + \ln(d^2\varepsilon^{-4})^{1/2})) \).

(iii) Under Assumption 1.2 (iii), there exists a ResNet-like network \( \Psi \) satisfying (1.2) with number of parameters bounded by \( K(N(d, \varepsilon/\sqrt{d}, m, M) + 2d^2 + 2) \) where \( r \in O \left( d^{7/4} \varepsilon^{-1} (d^{1/4} \varepsilon^{-1})^{3(1.5K-1)} \right) \).

We provide some remarks and intuition on this result. Consider first the perturbation in Wasserstein distance, (1.2). The first two terms result from the LMC process, which the ResNet-like network \( \Psi \) imitates. This process has step-size \( h \) and total number of steps \( K \). The first term, \( (1 - mh)^K \mathcal{W}_2(\mu_\infty, \mu_0) \), results from the contraction property of the continuous Langevin dynamics. Note in particular that it decreases when increasing either the step-size or the number of steps, both of which correspond to letting the Langevin process run for a longer period \( K h \). If we fix a terminal time \( T \) such that \( h = T/K \) and consider the continuous limit \( K \to \infty \), this term recovers the exponential convergence of the continuous system, since \( (1 - mT/K)^K \to \exp(-mT) \). It can be clearly seen that the strong convexity constant \( m \) defines the speed of the contraction in the continuous (and low step-size) setting. The second term \( \frac{7\sqrt{2} M}{6m} \sqrt{hd} \) is a discretization error of the LMC algorithm, decreasing with the step size \( h \). The third term results from a neural network approximation of the drift in every step. This error is bounded by \( \varepsilon/m \) and it inherits the contraction property of the LMC process: for \( h = T/K \) and in the continuous limit \( K \to \infty \), the term becomes \( (1 - \exp(-mT))\varepsilon/m \), which goes to 0 for \( T \to 0 \) with speed of contraction given by the strong convexity parameter \( m \). Of course, the limit \( K \to \infty \) alone implies an infinitely deep neural network, however this limit serves as a consistency check to ensure that the network does not introduce any additional bias.

We receive different upper bounds for the complexity of the network, depending on the assumption. In Theorem 1.3, the results are listed from strong to weak assumptions. Theorem 1.3 (i) presupposes
global approximation with linear error growth. Here, the network $\Psi$ is constructed by “compositioning” $K$ times the network $\phi_{\epsilon(d)}$ from Assumption 1.2 (i), i.e. $\psi_1 = \psi_2 = \ldots = \psi_K = h\phi_{\epsilon(d)}$ in the sense of Figure 1.1. In this case, the variance proxies of the intermediate measures (of the random variables $Y_k$ in Figure 1.1) can be uniformly bounded and the error incurred by the network in every step can be bounded by upper bounds on second moments derived from the variance proxies. The resulting complexity is simply $K$ times the complexity of the drift approximation $\phi_{\epsilon(d)}$. The analysis for this case is done in Section 5. Theorem 1.3 (ii) and Theorem 1.3 (iii) presuppose only local approximations of the gradient potential. Assuming no additional structure of the potential, we cannot derive uniform bounds on the intermediate variance proxies and hence the result in Theorem 1.3 (iii) yields a complexity growing exponentially in the number of steps $K$. The analysis involves a “worst case” upper bound on the variance proxies, using globally bounded neural networks, with the upper bound growing from step to step. This is the subject of Section 6. In Theorem 1.3 (ii), we require additional structure in order to receive a uniform bound on the variance proxies. Namely, $V$ must not be “too far away” from a quadratic function, which is encoded in the additional condition that $M < \sqrt{2m}$. An alternative way to view this condition is that $\nabla V$ can be approximated globally with a linear function, incurring “small enough” error. Under this additional assumption, we can again show the existence of a network $\phi$, such that ResNet-like network $\Psi$ given by blocks $\psi_1 = \psi_2 = \ldots = \psi_K = h\phi$ (in the sense of Figure 1.1) satisfies (1.2). The construction of the network $\phi$ is quite technical, involving cut-offs and multiplication with approximate indicator functions of the networks provided by Assumption 1.2 (ii). Hence, the complexity is higher in this case than under the assumption of global linear error growth. Note however that the complexity again only grows linearly in the number of steps $K$. This analysis is performed in Section 7.

Structure of the paper We begin with the definition of the Langevin process, Wasserstein spaces and feed-forward neural networks and introduce our notation in Section 2. We continue by introducing the ResNet-like architecture in Section 3. A convergence result for the perturbed Langevin process with approximate drifts in every step is derived in Section 4. Our main results on the expressivity of the ResNet-like architecture to sample from the given distribution can be found in Section 5, Section 6 and Section 7. Herein, Section 5 is based on Assumption 1.2 (i), Section 6 and Section 7 are based on Assumption 1.2 (ii). The proofs of all results can be found in the appendix. In Section 8, numerical experiments for Gaussian and Gaussian mixture posterior distributions can be found. We summarize and discuss our results in Section 9.

2 Definitions and notation

We briefly recall some definitions and results that are used throughout the paper. An analysis of the Langevin Monte Carlo approximation is carried out involving the notion of Wasserstein spaces. Moreover, the multi-dimensional sub-Gaussian random vector is defined and a notion of Lyapunov functions is introduced as well as a formal notation for neural networks.

2.1 Langevin Monte Carlo and Wasserstein space

Throughout this manuscript, let $d \in \mathbb{N}$ be the dimension of the space, on which the target distribution lives. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and $W : [0, \infty) \times \Omega \to \mathbb{R}^d$ be standard Brownian motion. Let $V \in C^1(\mathbb{R}^d, \mathbb{R})$ satisfy Assumption 1.1 with Lipschitz constant $M \in (0, \infty)$ and convexity.
constant $m \in (0, \infty)$. Let $h \in (0, \infty)$. Let $\chi_h : [0, \infty) \to [0, \infty)$, $\chi_h(s) = \max\{kh : k \in \mathbb{N}, kh \leq s\}$ and $\xi_k = \sqrt{2}(W_{kh} - W_{(k-1)h}) \sim \mathcal{N}_d(0, 2hI_d)$ for $k \in \mathbb{N}$. Let $\mu_0$ be a distribution on $\mathbb{R}^d$ with finite moments $\mathbb{E}_{x \sim \mu_0}[|x|^p]^{1/p} < \infty$ for all $p \in \mathbb{N}$ and $X_0, \tilde{X}_0 : \Omega \to \mathbb{R}^d$ be random variables independent of the Brownian motion $W$ such that $X_0, \tilde{X}_0 \sim \mu_0$. Let $X, \tilde{X} : [0, \infty) \times \Omega \to \mathbb{R}^d$ be stochastic processes satisfying

$$X_t = X_0 - \int_0^t \nabla V(X_s)ds + \sqrt{2}W_t,$$  

(2.1a)

$$\tilde{X}_t = \tilde{X}_0 - \int_0^t \nabla V(\tilde{X}_{\chi(s)})ds + \sqrt{2}W_t,$$  

(2.1b)

for all $t \in [0, \infty)$ and denote the distributions of $X_t$ and $\tilde{X}_t$ by $\mu_t^X$, and $\mu_t^\tilde{X}$, respectively. We call $\tilde{X}$ the Langvin-Monte-Carlo process (LMC). Let $\mu_{\infty}$ be the probability distribution on $\mathbb{R}^d$ defined by $d\mu_{\infty}(x) = \frac{1}{Z}e^{-V(x)}dx$, where $Z \in (0, \infty)$ is a normalization constant such that $\int_{\mathbb{R}^d} d\mu_{\infty}(x) = 1$. Since they will be used frequently, we review the standard definition of $L^p$ and $\ell^p$ spaces.

**Definition 2.1 (L^p and \ell^p spaces).** Let $(\Omega, \mathcal{F}, \mu)$ be a probability space. For $p \in [1, \infty]$, we define the functional space

$$L^p(\Omega, \mathcal{F}, \mu) := \{ f : \Omega \to \mathbb{R} \text{ measurable} \mid \| f \|_{L^p(\Omega)} < \infty \},$$

where for all measurable functions $f$

$$\| f \|_{L^p(\Omega)} := \begin{cases} \left( \int_{\Omega} |f|^p d\mu \right)^{1/p} & 1 \leq p < \infty \\ \inf \{ C \geq 0 : |f| \leq C, \mu \text{-a.s.} \} & p = \infty \end{cases}.$$

We also define the quotient space $L^p(\Omega, \mathcal{F}, \mu) := L^p(\Omega, \mathcal{F}, \mu) \sim$ with the compact form $L^p_{\mu}(\Omega) := L^p(\Omega, \mathcal{F}, \mu)$, where $\sim$ denotes the usual equivalence of $\mu$-a.s. equal functions. In this space, $\| \cdot \|_{L^p_{\mu}(\Omega)}$ is a norm.

For $x \in \mathbb{R}^d$ we define $\| x \|_p := (\sum_{i=1}^d x_i^p)^{1/p}$ for $p \in (0, \infty)$ and $\| x \|_\infty = \max_{i=1,...,d} |x_i|$. In case of a real-vector-valued function $f : \Omega \to \mathbb{R}^d$ define the Bochner space $L^p(\Omega, \mathcal{F}, \mu; \mathbb{R}^d) = L^p_{\mu}(\Omega; \mathbb{R}^d)$ as the space of all measurable functions such that $\| f \|_p \in L^p(\Omega, \mathcal{F}, \mu)$. The norm of this space is defined via

$$\| f \|_{L^p_{\mu}(\Omega; \mathbb{R}^d)} := \| \| f \|_p \|_{L^p_{\mu}(\Omega)}.$$

Furthermore, the notion of balls and spheres will be needed.

**Definition 2.2 (Balls and spheres).** Let $(U, \| \cdot \|_U)$ be some normed space. We define the following:

- **Closed ball:** the closed ball of radius $r > 0$ centered at a point $x \in U$ is defined by

  $$B_r(x) := \{ y \in U : \| x - y \|_U \leq r \}.$$

- **Sphere:** the sphere of radius $r > 0$ centered at a point $x \in U$ is defined by

  $$S_r(x) := \{ y \in U : \| x - y \|_U = r \}.$$
We henceforth use $U = \mathbb{R}^d$ and $\| \cdot \|_U = \| \cdot \|_{\ell^p}$. In this case, we will write $B_p^x(x)$ and $S_p^x(x)$ to denote the norm dependence. In the special case of $p = 2$ we will often simply write $B_2^x(x) = B_r(x)$ and $S_2^x(x) = S_r(x)$.

We henceforth use the Kantorovich–Rubinstein metric (or Wasserstein-$p$ distance) of measures for $p = 2$.

**Definition 2.3** (Wasserstein space). For $p \geq 1$, denote by $\mathcal{D}_p(\mathbb{R}^d)$ the set of probability measures on $\mathbb{R}^d$ endowed with the Wasserstein-$p$ distance

$$
\mathcal{W}_p(\mu, \nu)^p := \min_{\gamma \in \Pi(\mu, \nu)} \int_{\mathbb{R}^d} \| x - y \|_p^p d\gamma(x, y),
$$

where $\Pi(\mu, \nu) := \{ \gamma \in \mathcal{P}(\mathbb{R}^d \times \mathbb{R}^d): (\pi_0)_\sharp \gamma = \mu, (\pi_1)_\sharp \gamma = \nu \}$ is the set of transport plans with marginals $\mu$ and $\nu$.

The next theorem recalls Wasserstein-2 convergence results for the LMC scheme defined by Equation (2.1b).

**Theorem 2.4** (Guarantees for the constant-step LMC [17, Theorem 1]). Assume that $h \in (0, \frac{2}{M^2})$ and that $V$ satisfies Assumption 1.1. For any $K \in \mathbb{N}_0$, the following claims hold:

- If $h \leq \frac{2}{m + M}$ then $\mathcal{W}_2(\mu_\infty, \mu_{K,h}^\chi) \leq (1 - mh)^K \mathcal{W}_2(\mu_\infty, \mu_0) + \frac{7\sqrt{2} M}{6} \sqrt{hd}$.
- If $h \geq \frac{2}{m + M}$ then $\mathcal{W}_2(\mu_\infty, \mu_{K,h}^\chi) \leq (Mh - 1)^K \mathcal{W}_2(\mu_\infty, \mu_0) + \frac{7\sqrt{2} Mh}{6} \sqrt{hd}$.

### 2.2 Sub-Gaussianity

In the later analysis, we make use of sub-Gaussian random variables the distributions of which exhibit a strong tail decay dominated by the tails of a Gaussian.

**Definition 2.5** (Sub-Gaussian random variable). Let $Z$ be a random variable on $\mathbb{R}$. $Z$ is said to be sub-Gaussian with variance proxy $\sigma^2 > 0$ if it satisfies one of these equivalent conditions:

(i) For any $s \in \mathbb{R}$, $\mathbb{E}[\exp(sZ)] \leq \exp \left( \frac{s^2 \sigma^2}{2} \right)$.

(ii) For any $r > 0$, $\mathbb{P}(Z \geq r) \leq \exp \left( -\frac{r^2}{2\sigma^2} \right)$ and $\mathbb{P}(Z \leq -r) \leq \exp \left( -\frac{r^2}{2\sigma^2} \right)$.

(iii) For any $q \in \mathbb{N}$, $\mathbb{E}[|Z|^q] \leq (\sqrt{2}\sigma)^q \Gamma(q/2)$.

We then write $Z \sim \text{subG}(\sigma^2)$.

**Definition 2.6** (Sub-Gaussian random vector). A random vector $Z \in \mathbb{R}^d$ is said to be sub-Gaussian with variance proxy $\sigma^2 > 0$ if for any $u \in S_1(0)$ the real random variable $(u, Z)$ is sub-Gaussian with variance proxy $\sigma^2$. We then write $Z \sim \text{subG}(\sigma^2)$.

**Proposition 2.7** ($\ell^p$-norm of a sub-Gaussian random vector is sub-Gaussian). Let $Z \in \mathbb{R}^d$ be a sub-Gaussian random vector with variance proxy $\sigma^2 > 0$. Then, $\|Z\|_{\ell^p}$ is a sub-Gaussian random variable for any $p \geq 1$ with variance proxy bounded by $d^2 \sigma^2$. 
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2.3 Lyapunov functions

There is an interesting connection between sub-Gaussianity and Lyapunov functions, which we exploit in our analysis. This connection presented in Lemma 2.9 was for instance used in [1] to bound the variance proxy of the invariant measure of the LMC algorithm in the smooth log-concave setting.

Definition 2.8 (Lyapunov function [1, Definition 3.1]). For any weight \( \lambda > 0 \) the Lyapunov function \( L_\lambda : \mathbb{R}^d \to \mathbb{R} \) is defined by

\[
L_\lambda(x) = \mathbb{E}_{v \sim \mathcal{S}_1(0)} \left[ e^{\lambda \langle v, x \rangle} \right],
\]

where \( v \sim \mathcal{S}_1(0) \) denotes uniform sampling from the \( \ell^2 \)-unit sphere in \( \mathbb{R}^d \). Furthermore, let \( \ell : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) be defined by

\[
\ell(z) = \mathbb{E}_{v \sim \mathcal{S}_1(0)} \left[ e^{z \langle v, e_1 \rangle} \right]
\]

such that it holds \( L_\lambda(x) = \ell(\lambda \|x\|) \) due to the rotational invariance of the Lyapunov function.

The following lemma establishes the fact that sub-Gaussianity of a random variable is equivalent to an appropriate exponential upper bound on the expectation of the Lyapunov function.

Lemma 2.9 (Connection between sub-Gaussianity and Lyapunov functions). \( X \) is a sub-Gaussian random vector with variance proxy \( \sigma^2 \) if and only if it holds for all \( \lambda > 0 \) that

\[
\mathbb{E}_X L_\lambda(X) \leq e^{\frac{\sigma^2}{2}}.
\]

2.4 Neural networks

We recall the formal mathematical notation of neural networks as introduced in [48]. The neural network is defined as a set of weights and biases and the corresponding function is defined as the realization.

Definition 2.10 (Neural network architectures). Let

\[
\mathcal{N} = \bigcup_{L=2}^{\infty} \bigcup_{(W_0, W_1, \ldots, W_{L+1}) \in \mathbb{N}^{L+1}} \left( \times_{\ell=0}^{L} \left( \mathbb{R}^{W_{\ell+1} \times W_\ell} \times \mathbb{R}^{W_{\ell+1}} \right) \right)
\]

be the set of all fully connected neural networks (FCNNs). We call \( \sigma \in C(\mathbb{R}, \mathbb{R}) \) the activation function and for every \( n \in \mathbb{N} \) let \( \sigma_n \in C(\mathbb{R}^n, \mathbb{R}^n) \) be the function satisfying \( \sigma_n(x) = (\sigma(x_1), \ldots, \sigma(x_n))^T \) for every \( x \in \mathbb{R}^n \). Let \( \mathcal{P} : \mathcal{N} \to \mathbb{N}, L : \mathcal{N} \to \mathbb{N}, \mathcal{R} : \mathcal{N} \to C(\mathbb{R}^{W_0}, \mathbb{R}^{W_{L+1}}) \) be the number of nonzero parameters, number of layers and the realization, respectively, which satisfy for all \( L, W_0, \ldots, W_{L+1} \in \mathbb{N}, \phi = ((A_0, b_0), \ldots, (A_L, b_L)) \in \times_{\ell=0}^{L} (\mathbb{R}^{W_{\ell+1} \times W_\ell} \times \mathbb{R}^{W_{\ell+1}}) \) and for all \( x \in \mathbb{R}^{W_0} \)

\[
\begin{align*}
    x_0 &= x, \\
    x_{\ell+1} &= \sigma_{W_{\ell+1}}(A_\ell x_\ell + b_\ell), \quad \ell = 0, \ldots, L - 1, \\
    \mathcal{R}\phi(x) &= A_L x_L + b_L.
\end{align*}
\]

If not specified otherwise, we let \( \sigma : \mathbb{R} \to \mathbb{R}, x \mapsto \max\{0, x\} \) be the ReLU activation function.

For a simpler notation, we also make use of the set of FCNNs of a fixed number of layers and fixed maximal numbers of parameters per layer.
Definition 2.11 (Fully connected networks with fixed width and depth). Let \( n_0, n_1, W, L \in \mathbb{N} \) and
\[
\mathcal{N}_{n_0, n_1}(W, L) := \left\{ ((A_0, b_0), \ldots, (A_L, b_L)) \in \prod_{\ell=0}^L (\mathbb{R}^{W_{\ell+1} \times W_{\ell}} \times \mathbb{R}^{W_{\ell+1}}) : W_0 = n_0, W_{L+1} = n_1, W_\ell \leq W \; \forall \ell \in \{1, \ldots, L\} \right\}
\]
be the set of fully connected neural networks with fixed width and depth with \( n_0 \) inputs, \( n_1 \) outputs, and a maximum of \( W \) neurons in each layer \( \ell \in \{1, \ldots, L\} \).

3 ResNet-like architectures

We define neural network realizations that resembles residual neural networks as introduced in [32] including multiple skip connections from the input to intermediate results, see Figure 1.1 for an illustration. This architecture allows to efficiently approximate LMC and performs well in our numerical experiments.

Definition 3.1 (ResNet-like realization). Let \( K, n \in \mathbb{N} \) and let \( \Phi := \{\phi_i\}_{i=1}^K \subset \mathcal{N} \) with \( W_0 = W_{L+1} = n \) fixed for every network. A ResNet-like realization \( \tilde{R}\Phi \in C(\mathbb{R}^n \times \prod_{i=1}^N \mathbb{R}^n, \mathbb{R}^n) \) is defined for \( x \in \mathbb{R}^n \) and \( y = (y_1, \ldots, y_K) \in \prod_{i=1}^K \mathbb{R}^n \) by
\[
\begin{align*}
x_0 &:= x, \\
x_i &:= x_{i-1} + \mathcal{R}\phi_i(x_{i-1}) + y_i \quad \text{for } i = 1, \ldots, K, \\
\tilde{R}\Phi(x, y) &:= x_K.
\end{align*}
\]
The ResNet-like architecture is defined in a way such that it emulates a perturbed version of a Langevin Monte Carlo process, where the drift in the \( k \)-th step is replaced by the realization of a FCNN \( \tilde{R}\phi_k \). The following definition makes this perturbed process concrete.

Definition 3.2 (Stochastic process driven by \( \Phi \)). Let \( K \in \mathbb{N}, \phi_1, \ldots, \phi_K : \mathbb{R}^d \to \mathbb{R}^d \) be Lipschitz-continuous and \( \Phi = \{\phi_i\}_{i=1}^K \). Let \( Y^\Phi : [0, Kh] \times \Omega \to \mathbb{R}^d \) be the stochastic process defined by
\[
Y^\Phi_t = Y_0 + \int_0^t \phi_{1+\frac{s}{K\lambda}}(Y^\Phi_{\lambda}(s)) \, ds + \sqrt{2}W_t.
\]
In this case \( Y^\Phi \) is called a stochastic process driven by \( \Phi \). We denote the law of the process \( Y^\Phi \) by \( \mu^\Phi_t \).

When considering a set of neural networks \( \{\phi_1, \ldots, \phi_K\} \), we denote the stochastic process driven by the realizations \( \{\mathcal{R}\phi_1, \ldots, \mathcal{R}\phi_K\} \) by \( Y^\Phi \), suppressing the realizations for the sake of brevity.

To prepare for approximations of LMC with neural networks, we first show that the previously defined ResNet-like realizations in Definition 3.1 are the appropriate architecture to represent stochastic processes driven by neural networks in the sense of Definition 3.2.

Proposition 3.3. Let \( K \in \mathbb{N} \) and \( \Phi = \{\phi_i\}_{i=1}^K \subset \mathcal{N} \). Let \( \xi = (\xi_1, \ldots, \xi_K) \), where \( \xi_i \) are the Brownian increments as defined in Section 2. Let \( Y_0 \sim \mu_0 \) and let \( Y^\Phi \) be a stochastic process driven by \( \Phi \) in the sense of Definition 3.2. Then, there exists \( K \) neural networks \( \psi_1, \ldots, \psi_K \) such that \( \psi_i \) has the same width and number of layers as \( \phi_i \) for \( i = 1, \ldots, K \), and \( \Psi = \{\psi_i\}_{i=1}^K \) such that
\[
Y^\Phi_{Kh} = \tilde{R}\Psi(Y_0, \xi).
\]
4 Perturbed Langevin Monte Carlo

In this section, we derive a perturbation result in Wasserstein-2 distance for the standard Langevin process, when the drift is replaced by approximations with small global $L^2$-error w.r.t. the current measure. This is more or less a direct consequence of Theorem 2.4 and the proof follows similar arguments. Upper bounds for the convergence of the unperturbed Langevin process $\tilde{X}$ can be found in [16].

\textbf{Theorem 4.1 (Perturbed LMC).} Assume $\varepsilon > 0$, $h \in (0, \frac{\varepsilon}{M})$ and $V$ satisfies \textbf{Assumption 1.1}. Let $Y_0 \sim \mu_0$, $K \in \mathbb{N}$ and $\Phi = \{\phi_i : \mathbb{R}^d \rightarrow \mathbb{R}^d\}_{i=1}^K$. Let $Y^\Phi$ be the stochastic process driven by $\Phi$ and assume that for $i = 0, \ldots, K-1$,

$$\| - \nabla V - \phi_{i+1}\|_{L^2_{\mu_\Phi}(\mathbb{R}^d, \mathbb{R}^d)} < \varepsilon \quad (4.1)$$

is satisfied. Then the law $\mu_\Phi^t$ of the process $Y^\Phi$ satisfies

- If $h \leq \frac{2}{m+M}$ then $W_2(\mu_\infty, \mu_{K}^\Phi) \leq (1 - mh)^K W_2(\mu_\infty, \mu_0) + \frac{7 \sqrt{2}}{6} \frac{M}{m} \sqrt{hd} + \frac{1 - (1 - mh)^K}{m} \varepsilon$.

- If $h \geq \frac{2}{m+M}$ then $W_2(\mu_\infty, \mu_{K}^\Phi) \leq (Mh - 1)^K W_2(\mu_\infty, \mu_0) + \frac{7 \sqrt{2}}{6} \frac{Mh}{2 - Mh} \sqrt{hd} + \frac{1 - (Mh - 1)^K}{2 - Mh} h \varepsilon$.

5 Approximation of Langevin Monte Carlo under linear error growth constraints

The analysis in this section is inspired by [1], where bounds on the sub-Gaussian variance proxy of the invariant measure of the LMC (2.1b) are derived. We use similar arguments based on the connection between sub-Gaussianity and Lyapunov functions established in Lemma 2.9.

5.1 Sub-Gaussianity of perturbed Langevin Monte Carlo

First, we treat the standard LMC process (2.1b), without any approximation of the drift and without requiring any additional assumption. Instead of only bounding the variance proxy of the invariant measure, we derive a bound for all intermediate measures $\mu_{k}^\Phi$. In the limit of steps $k \rightarrow \infty$, our result coincides with the one obtained in [1] for the invariant measure.

\textbf{Proposition 5.1 (Sub-Gaussianity of LMC).} Let $h \in (0, \frac{2}{M})$ and $\tilde{X}_0 \sim \mu_0$ be sub-Gaussian with variance proxy $\sigma_0^2$. Then, for $k \in \mathbb{N}$, $\tilde{X}_{kh}$ is sub-Gaussian with variance proxy

$$\sigma_k^2 = 2h \frac{1 - c^k}{1 - c} + \sigma_0^2 c^k \quad (5.1)$$

where $c = \max_{\rho \in \{m,M\}} |1 - \rho h|$.

Note that in the limit $k \rightarrow \infty$, this estimate leads exactly to the bound in [1] for the invariant measure, i.e.,

$$\sigma_k^2 \rightarrow \frac{2h}{1 - c}, \quad (5.2)$$

since $c < 1$. 
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Remark 5.2. Recall that the process $\tilde{X}$ for all $t \in [0, K\hbar] \setminus Nh$ can be written as

$$\tilde{X}_t = \tilde{X}_{\chi_h(t)} - h \nabla V(\tilde{X}_{\chi_h(t)}) + \sqrt{2}(W_t - W_{\chi_h(t)}).$$

Therefore, since $\tilde{X}_{\chi_h}$ is sub-Gaussian for all $k \in \mathbb{N}$ by Proposition 5.1, by linear interpolation $\tilde{X}_t$ is sub-Gaussian for all $t \in [0, K\hbar]$. Indeed, applying Lemma A.4 with $\sigma^2 = 2(t - \chi_h(t))$ leads to the variance proxy

$$\sigma_t^2 = 2(t - \chi_h(t)) + 2h \frac{1 - c^{\chi_h(t)/h}}{1 - c} + \sigma_0^2 c^{\chi_h(t)/h},$$

for $\tilde{X}_t$.

A main ingredient of the proof of Proposition 5.1 is the fact that the contractivity constant $c$ can be factored out of the expectation of the Lyapunov function via Jensen’s inequality. The basic idea of our analysis for the DNN driven LMC is to ensure that similar arguments can be applied for the perturbed process. The following theorem provides bounds on the variance proxies of the perturbed process under the condition that the global error of the neural network approximations grows at most linearly. The proof follows similar arguments as the one of Proposition 5.1. In particular, we again make frequent use of Jensen’s inequality for concave functions. The additional assumption on the networks can be seen as a way to ensure that Jensen’s inequality can be applied.

Proposition 5.3 (Sub-Gaussianity of DNN driven LMC). For $k \in \mathbb{N}$, let $\phi_k : \mathbb{R}^d \to \mathbb{R}^d$ and $\Phi = \{\phi_k\}_{k \in \mathbb{N}}$. Assume that there exist $\delta > 0$, $G < m$ such that

$$\| - \nabla V(x) - \phi_k(x)\|_{\ell^2} \leq \delta + G\|x\|_{\ell^2}, \quad \forall x \in \mathbb{R}^d, k \in \mathbb{N}. \quad (5.3)$$

Let $h \in (0, \frac{2}{m+M})$. Then, the stochastic process $Y^\Phi$ driven by $\Phi$ and given by Equation (3.2) with $Y_0^\Phi \sim \mu_0$ is sub-Gaussian for all $t$. In particular, at time $kh$, $k \in \mathbb{N}$, $Y_{kh}^\Phi$ is sub-Gaussian with variance proxy

$$\sigma_k^2 = \left(\frac{2h}{1 - (c + hG)} + h^2 \delta^2\right)[1 - (c + hG)^k] + \sigma_0^2[c + hG]^k \leq \frac{2h}{1 - (c + hG)} + h^2 \delta^2 + \sigma_0^2, \quad (5.4)$$

where $c = \max_{\rho \in \{m, M\}} |1 - \rho h|$. 

5.2 Neural network driven LMC with approximate drift with global linear error growth

We can now prove a first theorem on approximations of the LMC process using ResNet-like ReLU networks. The goal is to approximate the gradient $-\nabla V$ in each step of the LMC process with an FCNN on the whole domain and apply Theorem 4.1. We use assumption Assumption 1.2 (i) on the existence of neural networks approximating the drift with a controlled linear growth. When considering the stochastic processes driven by these neural networks, the linear growth allows us to bound the variance proxy in every step according to Proposition 5.3. Due to the bounded variance proxies and the arbitrarily small error growth, the sub-Gaussianity of the intermediate measures ensures the desired global errors (4.1) of the drift approximations.

Theorem 5.4 (ResNet-like realization approximated LMC (I)). We presuppose the conditions in Assumption 1.1 for the potential $V$ and Assumption 1.2 (i) for the existence of FCNN approximations of $-\nabla V$ with parameters bounded by $N(d, \varepsilon, m, M)$. Let $h \in (0, \frac{2}{m+M})$ and $\mu_0$ be sub-Gaussian
with variance proxy $\sigma_0^2 > 0$. Then, there exists for any $K \in \mathbb{N}$ and any $\varepsilon > 0$ a neural network $\psi$ with number of parameters bounded by $N(d, c(d)\varepsilon, m, M)$, where $c(d) \in \mathcal{O}(d^{-1})$ such that the measure $\mu^\Psi$ of the ResNet-like realisation of $\Psi := \{\psi_k := \psi\}_{k=1}^K$ with input $(Y_0, \xi)$, i.e. the law of $\mathcal{R}(Y_0, \xi)$ satisfies

$$W_2(\mu_\infty, \mu^\Psi) \leq (1 - m\varepsilon)^K W_2(\mu_\infty, \mu_0) + \frac{7\sqrt{2} M}{6m} \sqrt{h d} + \frac{1 - (1 - m\varepsilon)^K}{m} \varepsilon. \quad (5.5)$$

6 Approximation of Langevin Monte Carlo under local error constraints

In this section, we aim to derive an approximation result similar to Theorem 5.4 but replacing the restrictive assumption of linear error growth on the whole space with the assumption of arbitrarily good approximation on open balls, Assumption 1.2 (ii). In particular, we analyze the growth of the approximation domain with increasing number of steps $K$. Previously, we did not have to consider approximation domains due to the global nature of the approximation in Assumption 1.2 (i) and the uniformly bounded variance proxies of the resulting sub-Gaussian intermediate measures. However, we cannot guarantee uniform bounds with local approximations. In fact, the result we derive in this section has the required approximation domain (and hence, the number of required parameters of the network) growing with the number of steps $K$. Finally, in Section 6.2, we give examples on complexity bounds for neural network approximation on balls, to arrive at a complete upper bound on the number of parameters needed for a neural network with ResNet-like realization to sample from the given target distribution.

6.1 Neural network driven LMC with approximate drift on bounded domain

We start our considerations by showing that we can extend FCNNs from a bounded domain to the whole space with arbitrary accuracy with respect to a sub-Gaussian measure with a fixed number of added parameters, if the bounded domain is large enough.

**Proposition 6.1** (Approximation on $\mathbb{R}^d$). Let $\varepsilon > 0$, $V$ fulfill Assumption 1.1 and let $\mu$ be a sub-Gaussian measure with variance proxy $\sigma^2$. Let $r > 0$ be given by

$$r = \sqrt{2d} \sigma \ln \left( \frac{16(||\nabla V(0)||_2^2 (1 + d) + M^2 d^2 \sigma^2 (8d + 10))}{\varepsilon^4} \right)^{1/2}$$

and let $\phi_{L-2}$ be a neural network such that for $\Omega := B_r(0)$

$$|| - \nabla V - \mathcal{R}\phi_{L-2}||_{L^2(\Omega; \mathbb{R}^d)} \leq \frac{\varepsilon}{\sqrt{2}}.$$

There exists a neural network $\phi_L$ with two more layers and $2d^2 + 2$ additional weights such that

$$|| - \nabla V - \mathcal{R}\phi_L||_{L^2(\Omega; \mathbb{R}^d)} \leq \varepsilon$$

and $||\mathcal{R}\phi_L||_{L^\infty(\mathbb{R}^d; \mathbb{R}^d)} \leq ||\nabla V||_{L^\infty(\Omega; \mathbb{R}^d)}$.  
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We combine the result on the perturbed Langevin process with the extension of FCNNs from bounded domains to $\mathbb{R}^d$ in the following statement to arrive at error bounds for a FCNN driven process. The central ingredients for the construction of the ResNet-like neural network are summarized in the iterative procedure in Figure 6.1. As before, the architecture emulates an LMC process with sub-Gaussian laws $\mu_k$ in the $k$-th step. In Lemma A.11 we derive a radius $r_k$ depending on the variance proxy $\sigma_k$ which guarantees that there is “sufficiently little” mass of $\mu_k$ outside the ball $B_{r_k}(0)$. This radius is used in Proposition 6.1 to construct a that approximates the drift with global $\varepsilon$-error and has bounded $L^\infty$-norm. Finally, Theorem A.14 guarantees sub-Gaussianity of the next measure $\mu_{k+1}$ for which we can again a network with global $\varepsilon$-error. Application of Theorem 4.1 then yields the following result.

**Theorem 6.2** (ResNet-like realization approximated LMC (II)). We presuppose the conditions in Assumption 1.1 for the potential $V$ and Assumption 1.2 (ii) as a feed-forward neural network approximation with parameters bounded by $N(d, r, \varepsilon/\sqrt{d}, M)$. Let $h \in (0, \frac{2}{M})$ and $\mu_0$ be sub-Gaussian with variance proxy $\sigma_0^2 > 0$. Then for any $K \in \mathbb{N}$ there exist neural networks $\{\psi_k\}_{k=1}^K = \Psi$ with a summed number of parameters bounded by $K(N(d, r, \varepsilon, M) + 2d^2 + 2)$ where

$$r \in \mathcal{O} \left( d^{1/4} \varepsilon^{-1} (d^{1/4} \varepsilon^{-1})^{3(1.5 - 1)} \right)$$

such that the law $\mu^\Psi_k$ of the ResNet-like realisation of $\Psi$ with input $(Y_0, \xi)$ (i.e. the random variable $\tilde{\mathcal{R}} \Psi(Y_0, \xi)$) satisfies

- If $h \leq \frac{2}{m + M}$ then $W_2(\mu_\infty, \mu^\Psi_k) \leq (1 - mh)^K W_2(\mu_\infty, \mu_0) + \frac{7\sqrt{M}}{6 \varepsilon} \sqrt{d} + \frac{1}{m} \left( \frac{1}{1 - mh} \right)^{1/2}$.

- If $h \geq \frac{2}{m + M}$ then $W_2(\mu_\infty, \mu^\Psi_k) \leq (Mh - 1)^K W_2(\mu_\infty, \mu_0) + \frac{7\sqrt{M}}{2} \frac{Mh}{2 - Mh} \sqrt{d} + \frac{1}{m} \left( \frac{1}{1 - mh} \right)^{1/2}$.  

**Given:** Sub-Gaussian measure $\mu_k$ given by the distribution of a random variable $\hat{Y}_k$ with variance proxy $\sigma_k^2$

**Lemma A.11**

Set radius $r_k = \sqrt{2d} \sigma_k \ln \left( 16(\|\nabla V(0)\|_2^2(1 + d) + M^2d^2\sigma_k^2(8d + 10))/\varepsilon^4 \right)^{1/2}$

**Assumption 1.2 (ii) + Proposition 6.1**

Get Neural Network $\hat{\phi}_{k,\varepsilon, r_k}$ with $N(d, r_k, \varepsilon/\sqrt{d}, M) + 2d^2 + 2$ parameters such that

$$\| - \nabla V - \mathcal{R} \hat{\phi}_{k,\varepsilon, r_k} \|_{L^2_p(\mathbb{R}^d; \mathbb{R}^d)} < \varepsilon$$

and $\| \nabla V \|_{L^\infty(B_{r_k}(0); \mathbb{R}^d)} \leq \| \nabla V \|_{L^\infty(0, \infty)} + Mr_k$

**Theorem A.14**

Next iterate $\hat{Y}_{(k+1)} = \hat{Y}_k + h \mathcal{R} \hat{\phi}_{k,\varepsilon, r_k}(\hat{Y}_k) + \sqrt{2h} \xi_k$ is sub-Gaussian with variance proxy $\sigma_{k+1}^2$ satisfying $\sigma_{k+1} \leq \sigma_k + \sqrt{d} \left( \| \nabla V(0) \|_\infty + Mr_k \right) + \sqrt{2h}$

Figure 6.1: Iterative procedure to build the sequences $(r_k)_{k=0}^{K-1} \subseteq [0, \infty), (\hat{\phi}_{k,\varepsilon, r_k})_{k=0}^{K-1} \subseteq \mathcal{N}$ and $(\sigma_k)_{k=0}^{K-1} \subseteq (0, \infty)$ in the proof of Theorem 6.2.

Note that the architecture of the neural networks in Assumption 1.2 (ii) as used in the last theorem is not specified.
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Remark 6.3 (Activation function). We do not require the choice of a specific activation of the neural networks in Assumption 1.2. In the construction of the ResNet-like networks the last two layers use a ReLU activation due to the extension of the networks in local domains to the whole space in Proposition 6.1.

6.2 FCNN approximation of the drift

In this section we derive estimates of \( N(d, r, \varepsilon, M) \) such that \( \phi_{\varepsilon,r} \) satisfies Assumption 1.2 (ii). The following is a result that was first proven by Yarotsky in [64] on the unit cube and extended later to cubes \([-r, r]^d, r > 0\) [45]. We use the version for \([-r, r]^d, r > 0\), presented in [27].

Proposition 6.4 ([27, Theorem 1]). Let \( r > 0 \) and \( f : [-r, r]^d \rightarrow \mathbb{R} \) have modulus of continuity \( \omega_f : [0, \infty) \rightarrow [0, \infty) \), i.e.

\[
|f(x) - f(y)| \leq \omega_f(\|x - y\|_\infty)
\]

for all \( x, y \in [-r, r]^d \). Then there exists a fully-connected ReLU network \( \phi \) of width \( 2d + 10 \) and depth \( L = O(N) \), where \( N \) is the size of the network (i.e., the total number of neural network parameters), such that

\[
\|f - R\phi\|_{L^\infty([-r,r]^d)} \leq c_1(d)\omega_f(c_2(d)2rM)^{2/2d}
\]

where \( c_1(d) \) and \( c_2(d) \) are positive constants depending on the input dimension \( d \) but independent of \( f \) and \( N \).

Corollary 6.5 (Approximation on a ball). Assume that the potential \( V \) fulfills Assumption 1.1. Let \( r > 0 \), \( x_0 \in \mathbb{R}^d \) and \( \Omega := B_r(x_0) \). Then there exists a fully connected ReLU neural network \( \tilde{\phi} \) of constant width \( d(2d + 10) \) and depth \( L = O(N) \) where \( N \) is the size of the network (i.e., the total number of neural network parameters), such that

\[
\| - \nabla V - R\tilde{\phi}\|_{L^\infty(\Omega; \mathbb{R}^d)} < c(d)rM_{\varepsilon}N^{2/d},
\]

where \( c(d) \) is a positive constant depending on the input dimension \( d \) but independent of \( f \) and \( N \). Hence, for any \( \varepsilon > 0 \) there exists a fully connected ReLU network with \( N = (c(d)rM_{\varepsilon})^{d/2d^{2d}}N^{d/2} \) parameters such that

\[
\| - \nabla V - R\tilde{\phi}\|_{L^\infty(\Omega; \mathbb{R}^d)} < \frac{\varepsilon}{\sqrt{2}}.
\]

There are numerous other results on neural network approximation offering \( L^\infty \)-approximation on compact domains, some of which do not (exclusively) use ReLU activation function. In [58] pointwise error bounds on the unit cube \([0, 1]^d\) are derived for Floor-ReLU networks. [59] derives similar bounds for FLES-nets with floor, exponential and step functions as activation functions. An overview of different expressivity results for neural networks can be found in [31].

7 Approximation of Langevin Monte Carlo under local error- and Lipschitz constraints

Under strong Lipschitz constraints on the potential gradient \( \nabla V \) it is possible to derive uniform bounds on the sub-Gaussian variance proxies even when assuming only local approximation of the drift. In this section, we construct networks that fulfill both Assumption 1.2 (ii) and (5.3), under the additional
constraint that $M < \sqrt{2}m$, meaning that $V$ can not be “too far away” from a quadratic function. In this section we will assume without loss of generality that the unique minimizer of $V$ is given by $x^* = 0$ to simplify notation. First, we show that the drift can be approximated by a linear function with the required linear error growth.

**Proposition 7.1** (Linear approximations of potential gradient with bounded error). Assume Assumption 1.1 with $m \leq M < \sqrt{2}m$ and assume that the unique minimizer of $V$ is given by $x^* = 0$. Then for all $x \in \mathbb{R}^d$ 

$$\| - \nabla V(x) - mx\|_2 < \sqrt{M^2 - m^2}\|x\|_2 < m\|x\|_2. \quad (7.1)$$

With this linear affine approximation we can prove our final theorem on approximations of the LMC process using ResNet-like ReLU networks. The goal is to approximate the gradient $-\nabla V$ in each step of the LMC process with an FCNN on the whole domain and apply Theorem 4.1. First, we use Proposition 7.1 and assumption Assumption 1.2 (ii) to construct appropriate neural networks approximating the drift arbitrarily well on a ball and with a controlled linear growth of the error outside of the ball. The key ideas are the following. First, by the bound on the Lipschitz constant $M$, the potential gradient $-\nabla V$ can be globally approximated by the linear function $x \mapsto mx$ with pointwise error growing at most linearly and with with slope $m$. According to our assumptions and results on the addition of neural networks, $-\nabla V - m$ can be approximated to arbitrary accuracy on any ball.

With two additional ReLU layers the resulting network can be “cut off” so that it stays bounded even outside of the considered ball. The output of the network is thus confined to a hypercube, say $[-c, c]^d$ for some $c > 0$. The next step is to construct a network with the same output on the ball but with zero output outside of it. This can be done by approximating the multiplication of the cut-off network with an (approximate) indicator function constructed with ReLUs. Note that the cut-off is required for this approximation, because it ensures that all the inputs of the multiplication $(x, y) \mapsto xy$, i.e. the indicator function and the output of the cut-off network, live on compact sets. Adding to the resulting network again the neural network representation of the function $x \mapsto mx$ provides us with networks which satisfies (5.3) in addition to Assumption 1.2 (ii). In particular the error is controlled both on the ball ($\varepsilon/2$-accuracy) and outside of it (linear error growth). The ingredients for the construction of this neural network are visualized in Figure 7.1 for the one-dimensional case. The existence of such a network and its formal derivation are the subjects of the following proposition.

**Proposition 7.2.** Presuppose Assumption 1.1, let $\varepsilon > 0$ and $r > 0$. Assume $m \leq M < \sqrt{2}m$. Furthermore, assume the existence of FCNN approximations as in Assumption 1.2 (ii) with ReLU activation function. Let where $\delta = 9\varepsilon/\sqrt{2d}$ and $G = \sqrt{M^2 - m^2}$. Then, there exists a FCNN $\phi$ with ReLU activation function and 

$$\mathcal{P}(\phi) = \mathcal{O}\left(d \log(2d \max\{1, rG\}/\varepsilon) + N(d, r, \sqrt{2}\varepsilon/\sqrt{d}, m, M) + dL(d, r, \sqrt{2}\varepsilon/\sqrt{d}, m, M) + 2d^2\right), \quad (7.2)$$

such that 

$$\| - \nabla V - \mathcal{R}\phi\|_{L^\infty(B^2(0))} \leq \varepsilon/\sqrt{2d},$$

$$\| - \nabla V(x) - \mathcal{R}\phi(x)\|_2 \leq \delta + G\|x\|_2, \quad \forall x \in \mathbb{R}^d.$$ 

In a nutshell, Proposition 7.2 states that Assumption 1.2 (ii) is sufficient to get global linear error bounds on the network approximations, provided that the Lipschitz constant $M$ is not too far away from the convexity parameter $m$. This makes sense intuitively: The closeness of $M$ and $m$ implies that $V$ is close to a quadratic function, and hence $\nabla V$ can be well approximated by a linear function, as Proposition 7.1 states. The important ingredient for proving the above FCNN result is the fact that this linear function can be represented by a ReLU network. More precisely, in the proof we construct
Figure 7.1: Sketch of the construction of the network from Proposition 7.2. On the $\ell^1$-ball of radius $r$, $B^1_r(0)$, the network approximates $-\nabla V$. On $B^1_b(0) \setminus B^1_r(0)$, where $b > r$, the network (approximately) interpolates linearly between $-\nabla V$ and $x \mapsto mx$. On $\mathbb{R}^d \setminus B^1_b(0)$, the network is identical to $x \mapsto mx$. In this way, global approximation with linearly growing error is achieved. For the precise construction and the choice of $b$, we refer to the proof of Proposition 7.2.

a network that combines the local approximation on $B^2_r(0)$ granted by Assumption 1.2 (ii) with the global approximation property of the function $x \mapsto -mx$ on the complement of $B^2_r(0)$.

When considering the stochastic processes driven by these neural networks, the linear growth allows us to bound the variance proxy in every step, according to Proposition 5.3. Due the bounded variance proxies and the arbitrarily small errors on any ball, properties of the sub-Gaussian measures can be applied to obtain the desired global errors (4.1) of the drift approximations.

**Theorem 7.3 (ResNet-like realization approximated LMC (III)).** We presuppose the conditions in Assumption 1.1 for the potential $V$ and Assumption 1.2 (i) for the existence of FCNN approximations of $-\nabla V$ with parameters bounded by $N(d, r, \varepsilon, m, M)$. Furthermore, we assume $M < \sqrt{2}m$. Let $h \in (0, \frac{2}{m+M})$ and $\mu_0$ be sub-Gaussian with variance proxy $\sigma^2_0 > 0$. Then, there exists for any $K \in \mathbb{N}$ and any $\varepsilon > 0$ a neural network $\psi$ with number of parameters bounded by (7.2) with $r = O(d(1 + \ln(d^2\varepsilon^{-1})^{1/4}))$, such that the measure $\mu^\psi$ of the ResNet-like realization of $\Psi := \{\psi_k := \psi\}_{k=1}^K$ with input $(Y_0, \xi)$, i.e. the law of $R(Y_0, \xi)$, satisfies

$$W_2(\mu_\infty, \mu^\psi) \leq (1 - mh)^K W_2(\mu_\infty, \mu_0) + \frac{7\sqrt{2} M}{6} \sqrt{hd} + \frac{1 - (1-mh)^K}{m} \varepsilon.$$  \hspace{1cm} (7.3)

**8 Experiments**

With the numerical experiments in this section, our intention is to validate the error decay for a simple Gaussian distribution. Furthermore, we also consider a setting with a Gaussian mixture to illustrate that the method can assimilate more complex densities. The theoretical results show that if we can approximate the Langevin dynamics correctly, exponential converge to the posterior distribution can be expected Theorem 4.1. The experiments are designed to verify our results in practice.

Since in actual computations the evaluation of $W_2(\mu_\infty, \mu^S)$ is intractable, an approximation is inevitable. The most common method is the Sinkhorn algorithm [14, 13].
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Definition 8.1 (Entropy regularized optimal transport cost [13]). Let \( \mu, \nu \in D_2(\mathbb{R}^d) \) be two probability measures on \( \mathbb{R}^d \). Then, the entropy regularized optimal transport cost is defined as

\[
T_\lambda(\mu, \nu) := \min_{\gamma \in \Pi(\mu, \nu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} \|x - y\|^2 d\gamma(x, y) + 2\lambda H(\gamma, \mu \otimes \nu),
\]

where \( \Pi(\mu, \nu) \) is the set of transport plans between \( \mu \) and \( \nu \), \( \lambda \geq 0 \) is the regularization parameter, and \( H(\gamma, \mu \otimes \nu) \) is the entropy of \( \gamma \) with respect to \( \mu \otimes \nu \).

Note that \( T_0(\mu, \nu) = W_2^2(\mu, \nu) \) but the choice \( T_\lambda(\hat{\mu}_n, \hat{\nu}_n) \) is not optimal since it introduces a large bias. The proposed estimator is the Sinkhorn divergence defined by

\[
S_\lambda(\mu, \nu) := T_\lambda(\mu, \nu) - \frac{1}{2}(T_\lambda(\mu, \mu) + T_\lambda(\nu, \nu)).
\]

For more information about the Sinkhorn divergence and its computation, we refer to [13].

**Setting**  
In the experiments, the model is composed of 200 deep neural networks with 2 hidden layers and 32 neurons each. The model is trained on a dataset of 10,000 samples during 50 epochs with a batch size of 64, and the time horizon is \( T = 4 \). For the optimization, the Adam optimizer [35] with a learning rate \( 5 \times 10^{-4} \) is used.

### 8.1 Gaussian distribution

This experiment is meant to show that the model is able to approximate the Langevin dynamics for a Normal distribution defined by

\[
\mu_\infty = \mathcal{N}_d(m, \Sigma),
\]

where \( m = 2((-1)^{i-1}(i - 1))_{i=1}^d, \Sigma = I_d \) and \( d = 10 \).

As mentioned in the introduction of this section, in order to check if our model approximates the Langevin dynamics correctly, we have to (approximately) compute the Wasserstein distance \( W_2(\mu_\infty, \mu_{\hat{x}}) \).

The plot Figure 8.1 shows that the model is able to perform as well as the Euler-Maruyama scheme and that the costs decrease exponentially as expected according to Theorem 4.1.

### 8.2 Gaussian mixture

Although we have no theoretical convergence results for the approximation of the Langevin dynamics with Gaussian mixtures, intuitively it can be assumed that our approach also works in this case, which is illustrated with the next experiment. Here, the standard normal distribution is still the prior distribution and the posterior is chosen such that

\[
d\pi(x) = \left( \sum_{k=1}^C w_k p_k(x) \right) dx,
\]

where \( (w_k)_{k=1}^C \in \mathbb{R}^+ \) are the weights satisfying \( |w_1| = 1 \) and \( (p_k)_{k=1}^C \) are the densities of each normal component with mean \( \mu_k \) and covariance matrix \( \Sigma_k \). We confine the experiment to dimension
9 Conclusion

Expressivity results for ResNet-like neural networks mapping samples from a prior distribution to a smooth log-concave posterior distribution with arbitrary accuracy were derived. To that end, an upper bound for the decay of the Wasserstein-$2$ distance for the perturbed Langevin Monte Carlo process with approximate gradient steps was derived. Neural networks are used as an approximation for the drift in every step under different approximation assumptions.

In the first approach, global approximation of the drift with linear error growth is assumed. In this case, the variance proxies of the sub-Gaussian intermediate measures of the perturbed LMC process can be bounded uniformly (Proposition 5.3), and hence, the size of the ResNet-like neural network only depends linearly on the number of steps taken, see Theorem 5.4.

If the assumption on linear error growth is dropped and replaced with the assumption that the drift can be approximated arbitrarily well on a ball by an FCNN, the results are weaker. In particular, the bounds on the growth of the needed approximation domain in every step of the perturbed LMC depends exponentially on the number of steps taken. This can lead to an exponential growth of the number of parameters needed by a ResNet-like neural network in case the complexity on the FCNN depends on the size of the approximation domain, see Corollary 6.5 and Theorem 6.2.

Under an additional assumptions on the growth of the potential, i.e. that the Lipschitz constant of the gradient is smaller than $\sqrt{2}$ times the strong convexity constant, local approximation on a ball is sufficient to ensure a uniform bound for the variance proxies of the intermediate distributions of the FCNN process. Hence, robust error bounds, depending only linearly on the number of steps taken can be derived in this case. This is the result of Theorem 7.3.
Figure 8.2: $\mathcal{W}_2^2(\mu_\infty, \mu_{\tilde{X}_{kh}})$ for the model and the Euler-Maruyama scheme. The standard deviation is also shown for each line. The regularization parameter is $\lambda = 10^{-2}$. The distances are averaged over 50 experiments.

The proposed architecture is tested on a Gaussian mixture and a Gaussian posterior distribution. We observe that the ResNet-like architecture with intermediate feed-forward networks of the same size show the same convergence as the Langevin process with the true drift, see Figure 8.1 and Figure 8.2. The architecture of the networks allows to train small networks in every step, which allows for short training processes.

Approximating Langevin dynamics with a ResNet-like neural network allows for an upper bound on the required steps for an effective posterior distribution approximation. Potentially, fewer network steps could suffice.
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A Proofs of main results

A.2 Preliminaries: Sub-Gaussianity and Lyapunov functions

Proof of Proposition 2.7. By definition of a sub-Gaussian random vector, for any \( u \in S_1(0) \) and any \( p \in \mathbb{N} \), we have

\[
\mathbb{E}[|\langle u, Z \rangle|^p] \leq (\sqrt{2}\sigma)^p p \Gamma(p/2).
\]

Now, let \( q \geq 1 \) be arbitrary and note that by Jensen’s inequality we have

\[
\|Z\|_{\ell^p} \leq \max(d^{1/p-1/q}, 1) \|Z\|_{\ell^q}.
\]

Furthermore, for any \( i \in \{1, \ldots, d\} \) and \( u = e_i \) we have

\[
\mathbb{E}[|Z_i|^q] = \mathbb{E}[|\langle u, Z \rangle|^q] \leq (\sqrt{2}\sigma)^q q \Gamma(q/2).
\]

Taking the expectation leads to

\[
\mathbb{E}[\|Z\|_{\ell^p}] \leq \max(d^{q/p}, 1) \|Z\|_{\ell^q} \leq \max(d^{q/p}, d)(\sqrt{2}\sigma)^q q \Gamma(q/2),
\]

Hence, \( \|Z\|_{\ell^p} \) is sub-Gaussian. \( \square \)

Proof of Lemma 2.9. If \( X \) is a sub-Gaussian random vector with variance proxy \( \sigma^2 \) then by Definition 2.6 and Definition 2.5 it holds that \( \mathbb{E}[e^{s\langle v, X \rangle}] \leq e^{s^2 \sigma^2} \) for all \( s \in \mathbb{R} \) and \( v \sim S_1(0) \). In particular it holds for any \( \lambda > 0 \) that

\[
\mathbb{E}_X \mathcal{L}_\lambda(X) \leq e^{\mathcal{L}_\lambda^2(\lambda^2/2)}.
\]

The reverse is not obvious but does in fact also hold. Let \( \sigma^2 \) be such that \( \mathbb{E}_X \mathcal{L}_\lambda(X) \leq e^{\mathcal{L}_\lambda^2/2} \). Let \( u \in S_1 \) be arbitrary and \( R \) denote the Haar measure over rotations in \( \mathbb{R}^d \). Then it holds for \( \lambda > 0 \) that

\[
\mathbb{E}_X \mathcal{L}_\lambda(X) = \mathbb{E}_X \mathbb{E}_{v \sim S_1(0)} [e^{\lambda\langle v, X \rangle}] = \mathbb{E}_X \mathbb{E}_{R \sim R} [e^{\lambda\langle Ru, X \rangle}] = \mathbb{E}_X \mathbb{E}_{R \sim R} [e^{\lambda\langle u, RX \rangle}].
\]

Hence,

\[
\mathbb{E}_X \mathbb{E}_{R \sim R} [e^{\lambda\langle u, RX \rangle}] \leq e^{\lambda^2/2} \quad \text{for all} \ u \in S_1, \ \lambda \in \mathbb{R},
\]

where the inequality for negative \( \lambda \) follows since the negative sign can be absorbed into the rotation. By definition this implies that the random variable \( RX \) is sub-Gaussian with variance proxy \( \sigma^2 \). Let \( R^* \) denote the adjoint of the rotation \( R \). It follows for any \( r > 0 \) and \( u \in S_1 \) that

\[
P(|\langle u, X \rangle| \geq r) = P(|\langle R^*(R^*)^{-1}u, X \rangle| \geq r) = P(|\langle (R^*)^{-1}u, RX \rangle| \geq r) \leq \exp \left(-\frac{r^2}{2\sigma^2}\right),
\]

since \( (R^*)^{-1}u \) is again an element of \( S_1 \). By definition this yields the sub-Gaussianity of \( X \) with variance proxy \( \sigma^2 \). \( \square \)
A.3 ResNet-like architectures

Proof of Proposition 3.3. For $i = 1, \ldots, K$, let $L_i, w_0, \ldots, w_{L_i+1} \in \mathbb{N}$, and

$$((A^i_0, b_0^i), \ldots, (A^i_{L_i}, b^i_{L_i})) \in \bigotimes_{\ell=0}^{L_i} (\mathbb{R}^{w_{L_i+1} \times w_{\ell}} \times \mathbb{R}^{w_{\ell+1}})$$

be such that $\phi_i = ((A^i_0, b_0^i), \ldots, (A^i_{L_i}, b^i_{L_i}))$ and let

$$\psi_i = ((A^i_0, b_0^i), \ldots, (A^i_{L_i}, b^i_{L_i})), \quad (A.1)$$

Then the ResNet-like realization of $\Psi = \{\psi_i\}_{i=1}^K$ satisfies for every $\omega \in \Omega$ with $x := Y_0(\omega)$ that

$$\widehat{R}\Psi(x, \xi(\omega)) = x_{k-1} + \mathcal{R}\psi_k(x_{K-1}) + \xi_k(\omega)$$

$$= x + \sum_{i=1}^{K} \mathcal{R}\psi_i(x_{i-1}) + \xi_i(\omega)$$

$$= x + \sum_{i=1}^{K} h\mathcal{R}\phi_i(x_{i-1}) + \xi_i(\omega) \quad (A.2)$$

$$= x + \int_0^{Kh} \mathcal{R}\phi_i + \frac{1}{2}h\mathcal{R}(Y_{\chi_n(s)}((\cdot)\omega))ds + \sqrt{2}W_{Kh}(\omega) = Y_{Kh}^\phi(\omega).$$

\[\square\]

A.4 Perturbed Langevin Monte Carlo

Proof of Theorem 4.1. Let $\rho: \left(0, \frac{2}{M}\right) \to [0, 1)$ be defined by

$$\rho(h) := \begin{cases} 
1 - mh & \text{if } 0 < h < \frac{2}{m+M} \\
Mh - 1 & \text{if } \frac{2}{m+M} \leq h < \frac{2}{M}.
\end{cases}$$

Consider the triangle inequality

$$\mathcal{W}_2(\mu^\infty, \mu_{Kh}^\Phi) \leq \mathcal{W}_2(\mu^\infty, \tilde{X}_h^\infty) + \mathcal{W}_2(\mu_{Kh}^\Phi, \mu_{Kh}^\Phi).$$

By Theorem 2.4, the first term can be bounded by

$$\mathcal{W}_2(\mu^\infty, \tilde{X}_h^\infty) \leq \rho(h)^K\mathcal{W}_2(\mu^\infty, \mu_0) + \left\{ \begin{array}{ll} 
\frac{7\sqrt{2}M}{6} \sqrt{\frac{1}{Mh}}, & h \in \left(0, \frac{2}{m+M}\right) \\
\frac{7\sqrt{2}M}{6} \frac{h}{2-Mh} \sqrt{\frac{1}{Mh}}, & h \in \left[\frac{2}{m+M}, \frac{2}{M}\right].
\end{array} \right.$$  \hspace{1cm} (A.3)

For $i = 0, \ldots, K$, define $\Delta_i = \tilde{X}_ih - Y_{ih}$ and note that for $i = 0, \ldots, K - 1$ it holds that

$$\Delta_{i+1} = \tilde{X}_ih - Y_{ih} + h(-\nabla V(\tilde{X}_ih) - \phi_{i+1}(Y_{ih}))$$

$$= \tilde{X}_ih - Y_{ih} - h\left(\nabla V(\tilde{X}_ih) - \nabla V(Y_{ih})\right) + h(-\phi_{i+1}(Y_{ih}) - \nabla V(Y_{ih}))$$

and

$$\mathbb{E}[\|\Delta_{i+1}\|_2^2]^{1/2} \leq \mathbb{E}[\|\Delta_{i} - hu_{i}\|_2^2]^{1/2} + \mathbb{E}[\|hu_{i}\|_2^2]^{1/2}.$$
By the assumption that \( \| - \nabla V - \phi_{i+1}\|_{L^2(\mathbb{R}^d;\mathbb{R}^d)} \leq \varepsilon \) for all \( i = 0, \ldots, K - 1 \), we have
\[
\mathbb{E}[\| h u_i \|_{L^2}^2]^{\frac{1}{2}} \leq h \varepsilon.
\]
Furthermore, we get for all \( i = 0, \ldots, K \) that
\[
\mathbb{E}[\| \Delta_i - h u_i \|_{L^2}^2]^{1/2} \leq (1 - mh) \mathbb{E}[\| \Delta_i \|_{L^2}^2]^{1/2}, \quad h \in (0, 2/(m + M)],
\]
\[
\mathbb{E}[\| \Delta_i - h u_i \|_{L^2}^2]^{1/2} \leq (Mh - 1) \mathbb{E}[\| \Delta_i \|_{L^2}^2]^{1/2}, \quad h \in [2/(m + M), 2/M],
\]
by Lemma A.1. Combining these estimates, we arrive at
\[
\mathcal{W}_2(\mu^\xi_{kh}, \mu^\phi_{kh}) \leq \mathbb{E}[\| \Delta_K \|_{L^2}^2]^{1/2} \leq h \varepsilon + \rho(h) \mathbb{E}[\| \Delta_{K-1} \|_{L^2}^2]^{1/2}
\leq \sum_{t=0}^{K-1} \rho(h)^t h \varepsilon + \rho(h)^K \mathbb{E}[\| \Delta_0 \|_{L^2}^2]^{1/2}
= \frac{1 - \rho(h)^K}{1 - \rho(h)} h \varepsilon + \rho(h)^K \mathbb{E}[\| \Delta_0 \|_{L^2}^2]^{1/2}.
\tag{A.4}
\]
Now, since \( \mu_0^\xi = \mu_0^\phi = \mu_0 \), the term \( \mathbb{E}[\| \Delta_0 \|_{L^2}^2]^{1/2} \) vanishes. Combining Equation (A.3) and Equation (A.4), we arrive at
\[
\mathcal{W}_2(\mu_\infty, \mu^\phi_{kh}) \leq \rho(h)^K \mathcal{W}_2(\mu_\infty, \mu_0) + \left\{ \begin{align*}
\frac{\sqrt{2} M}{6} \sqrt{h d} \varepsilon + \frac{1-(1-mh)^K}{m} h \varepsilon, & \quad h \in \left(0, \frac{2}{m+M}\right), \\
\frac{\sqrt{2} Mh}{6} \sqrt{h d} \varepsilon + \frac{1-(Mh-1)^K}{2-Mh} h \varepsilon, & \quad h \in \left(\frac{2}{m+M}, \frac{2}{M}\right).
\end{align*} \right.
\]
\[
\square
\]

A.4.1 Auxiliary results

Lemma A.1 ([16, Lemma 1]). Let \( \Delta_i := \tilde{X}_{ih} - Y_{ih} \) and \( u_i := \nabla V(\tilde{X}_{ih}) - \nabla V(Y_{ih}) \). Let
\[
\gamma := \begin{cases} 
1 - mh & \text{if } h \leq 2/(m + M) \\
Mh - 1 & \text{if } h \geq 2/(m + M)
\end{cases}
\]
which is in \((0, 1)\) since \( h \leq 2/M \) by assumption. It holds that
\[
\mathbb{E}[\| \Delta_i - h u_i \|_{L^2}^2]^{1/2} \leq \gamma \mathbb{E}[\| \Delta_i \|_{L^2}^2]^{1/2}
\]

A.5 Approximation of Langevin Monte Carlo under linear error growth constraints

A.5.1 Sub-Gaussianity of perturbed Langevin Monte Carlo

Proof of Proposition 5.1. We bound the Lyapunov-function of the LMC algorithm for a generic step. To simplify notation, we write \( X_k \) instead of \( \tilde{X}_{kh} \) in this proof. Consider the process
\[
X_k = X_{k-1} - h \nabla V(X_{k-1}) + \xi_k, \quad X_0 \sim \mu_0.
\]
Let \( c = \max_{p \in \{m,M\}} |1 - \rho h| \) and note that \( c < 1 \). Hence, \( x \mapsto x^c \) is a concave function and Jensen’s inequality yields \( \mathbb{E}[Z^c] \leq (\mathbb{E}[Z])^c \) for any random variable \( Z \). We further assume without loss of generality that the unique minimizer of \( V \) is given by \( x^* = 0 \). Then, the Lyapunov function satisfies

\[
\mathbb{E}_{\xi_k}[\mathcal{L}_\lambda(X_k)] = e^{h\lambda^2} \mathcal{L}_\lambda(X_{k-1} - h \nabla V(X_{k-1})) \\
\leq e^{h\lambda^2} \mathcal{L}_\lambda(X_{k-1}) \\
geq e^{h\lambda^2} \mathcal{L}_\lambda(X_{k-1})^c,
\]

where we have used the behaviour of the Lyapunov function under Gaussian convolution (Lemma A.4), the contractivity of the gradient descent step (Lemma A.7) and Jensen’s inequality. Furthermore,

\[
\mathbb{E}_{\xi_k}[\mathcal{L}_\lambda(X_k)] \leq e^{h\lambda^2} \mathbb{E}_{\xi_{k-1}}[\mathcal{L}_\lambda(X_{k-1})] \leq e^{h\lambda^2} \mathbb{E}_{\xi_{k}}[\mathcal{L}_\lambda(X_{k-1})] \leq e^{h\lambda^2} \mathbb{E}_{\xi_{k-1}}[\mathcal{L}_\lambda(X_{k-1})]^c,
\]

by Jensen’s inequality. Iteratively, this leads to

\[
\mathbb{E}_{\xi_k}[\mathcal{L}_\lambda(X_k)] \leq e^{h\lambda^2} \sum_{i=0}^{k-1} c_i (\mathcal{L}_\lambda(X_0))^c = e^{h\lambda^2} \frac{1-c^k}{1-c} (\mathcal{L}_\lambda(X_0))^c.
\]

Finally, taking the expectation with respect to \( X_0 \) on both sides we find (again using Jensen’s inequality) that

\[
\mathbb{E}[\mathcal{L}_\lambda(X_k)] \leq e^{h\lambda^2} \frac{1-c^k}{1-c} (\mathbb{E}[\mathcal{L}_\lambda(X_0)])^c.
\]

Since \( X_0 \sim \mu_0 \) is sub-Gaussian with variance proxy \( \sigma_0^2 \), this yields

\[
\mathbb{E}_X[\mathcal{L}_\lambda(X_k)] \leq \exp\left(h\lambda^2 \frac{1-c^k}{1-c} \right) \exp\left(\frac{\sigma_0^2 \lambda^2 c^k}{2}\right) = \exp\left(h\lambda^2 \frac{1-c^k}{1-c} + \frac{\sigma_0^2 \lambda^2 c^k}{2}\right).
\]

By Lemma 2.9 it follows that \( X_k \) is a sub-Gaussian RV with variance proxy

\[
\sigma_k^2 = 2 \frac{h}{1-c} + \frac{\sigma_0^2 c^k}.
\]

Proof of Proposition 5.3. We simplify notation and consider the process \( Y_k = Y_{k-1} + h\phi_k(Y_{k-1}) + \xi_k \).

A similar analysis as in the proof of Proposition 5.1 leads to

\[
\mathbb{E}_{\xi_k}[\mathcal{L}_\lambda(Y_k)] = e^{h\lambda^2} \mathcal{L}_\lambda(Y_{k-1} + h\phi_k(Y_{k-1})) \\
= e^{h\lambda^2} \mathcal{L}_\lambda(Y_{k-1} - h \nabla V(Y_{k-1}) + h \nabla V(Y_{k-1}) + h\phi_k(Y_{k-1})) \\
= e^{h\lambda^2} \mathcal{L}_\lambda(Y_{k-1} - h \nabla V(Y_{k-1}) + h \nabla V(Y_{k-1}) + h\phi_k(Y_{k-1}) || e_2) \\
\leq e^{h\lambda^2} \mathcal{L}_\lambda(Y_{k-1} - h \nabla V(Y_{k-1}) || e_2 + \lambda \nabla V(Y_{k-1}) + h\phi_k(Y_{k-1}) || e_2) \\
\leq e^{h\lambda^2} \mathcal{L}_\lambda(Y_{k-1} + hG || Y_{k-1} || e_2 + \lambda h\delta),
\]

where we have used the behaviour of the Lyapunov function under Gaussian convolution (Lemma A.4), the fact that \( \ell \) is monotonically increasing (Lemma A.2), assumption Equation (5.3) and the contractivity of the gradient descent step (Lemma A.7). Now, note that \( c + hG < 1 \) since for \( h < \frac{2}{m+M} \),

\[
c + hG = 1 - mh + hG < 1.
\]
The fact that \( \ell \) is a log-convex function (Lemma A.3) together with the upper bound \( \ell(z) \leq \cosh(z) \) (Lemma A.6) and the fact that \( \cosh(z) \leq e^{z^2} \) for all \( z \in \mathbb{R} \) yields

\[
\mathbb{E}_{\xi_k} [\mathcal{L}_\lambda(Y_k)] \leq e^{h\lambda^2} \ell(\lambda \| Y_{k-1} \|)(c + hG) \ell \left( \frac{\lambda h \delta}{1 - (c + hG)} \right)^{1 - (c + hG)} \\
\leq \exp \left( h\lambda^2 + \frac{\lambda^2 h^2 \delta^2}{2(1 - (c + hG))} \right) \mathcal{L}_\lambda(Y_{k-1})^{(c + hG)}.
\]

Jensen’s inequality further yields

\[
\mathbb{E}_{\xi_k} \mathcal{E}_{\xi_{k-1}} [\mathcal{L}_\lambda(Y_k)] \leq \exp \left( h\lambda^2 + \frac{\lambda^2 h^2 \delta^2}{2(1 - (c + hG))} \right) (\mathbb{E}_{\xi_{k-1}} [\mathcal{L}_\lambda(Y_{k-1})])^{(c + hG)}.
\]

Iteratively it holds that

\[
\mathbb{E}_{\xi_k, \xi_{k-1}, \ldots, \xi_1} [\mathcal{L}_\lambda(Y_k)] \\
\leq \exp \left( h\lambda^2 + \frac{\lambda^2 h^2 \delta^2}{2(1 - (c + hG))} \right) \left( \mathcal{L}_\lambda(Y_0) \right)^{(c + hG)^k} \\
= \exp \left( h\lambda^2 + \frac{\lambda^2 h^2 \delta^2}{2(1 - (c + hG))} \right)^{1 - (c + hG)^k} \left( \mathcal{L}_\lambda(Y_0) \right)^{(c + hG)^k}.
\]

Finally, taking the expectation with respect to \( Y_0 \sim \mu_0 \), which is sub-Gaussian with variance proxy \( \sigma_0^2 \) and Jensen’s inequality lead to

\[
\mathbb{E}_{Y_k} [\mathcal{L}_\lambda(Y_k)] \leq \exp \left( h\lambda^2 + \frac{\lambda^2 h^2 \delta^2}{2(1 - (c + hG))} \right)^{1 - (c + hG)^k} (\mathbb{E}_{Y_0} [\mathcal{L}_\lambda(Y_0)])^{(c + hG)^k} \\
\leq \exp \left( \frac{1 - (c + hG)^k}{1 - (c + hG)} \left( h\lambda^2 + \frac{\lambda^2 h^2 \delta^2}{2(1 - (c + hG))} \right) + \frac{\sigma_0^2 \lambda^2 [c + hG]^k}{2} \right)
\]

By Lemma 2.9, \( Y_k \) is sub-Gaussian with variance proxy

\[
\sigma_k^2 = \left( \frac{2h}{1 - (c + hG)} + h^2 \delta^2 \right) [1 - (c + hG)^k] + \sigma_0^2 [c + hG]^k. \tag{A.5}
\]

As a consistency check, note that for \( k \to \infty \) we have

\[
\sigma_k^2 \to \frac{2h}{1 - c - hG} + h^2 \delta^2,
\]

which in the case of “perfect approximation” with \( \delta = 0 \) and \( G = 0 \) leads to the known formula of \( \frac{2h}{1 - c} \) for the variance proxy of the invariant measure of LMC.

Since \( c + hG < 1 \), the sequence of sub-Gaussian proxies is bounded by

\[
\sigma_k^2 \leq \left( \frac{2h}{1 - (c + hG)} + h^2 \delta^2 \right) + \sigma_0^2. \tag{A.6}
\]

Sub-Gaussianity for all \( t \) can now be shown in exactly the same way as in Remark 5.2 for the standard LMC process. Recall that the process \( Y \) can be written for all \( t \in [0, Kh] \) \setminus Nh \) as

\[
Y_t = Y_{\lambda h}(t) + h\phi_{\lambda h}(t+1)(Y_{\lambda h}(t)) + \sqrt{2}(W_t - W_{\lambda h}(t)).
\]
Therefore, since $Y_{kh}$ is sub-Gaussian for all $k \in \mathbb{N}$, then by linear interpolation, $Y_t$ is sub-Gaussian for all $t \in [0, K h]$. Indeed, applying Lemma A.4 with $\sigma^2 = 2(t - \chi_h(t))$ leads to the variance proxy

$$\sigma^2_t = 2(t - \chi_h(t)) + \left( \frac{2h}{1 - (c + hG)} + h^2\delta^2 \right) \left[ 1 - (c + hG)^{\chi_h(t)/h} \right] + \sigma^2_0(c + hG)^{\chi_h(t)/h}$$

for $Y_t$.

\[ \Box \]

A.5.2 Neural network driven LMC with approximate drift with global linear error growth

**Proof of Theorem 5.4.** Assumption 1.2 (i) guarantees for any $\delta_0 > 0$ the existence of a neural network $\phi_{K_0}$ with $N(d, \delta_0, m, M)$ parameters such that

$$\| - \nabla - \phi_{K_0} \|_{L^2} \leq \delta_0(1 + \|x\|_2)$$

for all $x \in \mathbb{R}^d$. Let $\phi := \phi_\delta$, where

$$\delta = \varepsilon \left( 1 + \left( 2\pi d \sqrt{\frac{2}{m}} + \frac{4d^2}{m} \right) \left[ 4 + \frac{64}{m(m + M)^2} + m\sigma^2_0 \right] \right)^{-1/2}.$$

Let $\Phi := \{\phi\}_{k=0}^{K-1}$ and $Y^\Phi : \Omega \times [0, K h] \to \mathbb{R}^d$ be the stochastic process driven by $\Phi$, i.e.,

$$Y^\Phi_t = Y_0 + \int_0^t \mathcal{R} \phi_{K\chi_h(s)}(Y_{\chi_h(s)}) \, ds + \sqrt{2W}_t.$$

By Proposition 5.3, $Y^\Phi_{kh} \sim \mu^\Phi_{kh}$ is sub-Gaussian for all $k = 0, \ldots, K$ with variance proxy $\sigma^2_k$ bounded by

$$\sigma^2_k \leq \frac{2h}{1 - (c + hG)} + h^2\delta^2 + \sigma^2_0.$$

We have

$$\| - \nabla V - \phi_{k+1} \|_{L^2_{\mu^\Phi_{kh}}(\mathbb{R}^d;\mathbb{R}^d)}^2 = \int_{\mathbb{R}^d} \| - \nabla V(x) - \phi_{k+1}(x) \|^2_2 \, d\mu^\Phi_{kh}(x)$$

$$\leq \int_{\mathbb{R}^d} \delta^2 + 2\delta^2\|x\|_2 + \delta^2\|x\|_2^2 \, d\mu^\Phi_{kh}(x) \tag{A.7}$$

$$= \delta^2 + 2\delta^2\mathbb{E}_{\mathcal{Y}^\Phi_{kh}}[\|Y^\Phi_{kh}\|_2^2] + \delta^2\mathbb{E}_{\mathcal{Y}^\Phi_{kh}}[\|Y^\Phi_{kh}\|_2^2].$$

Furthermore, by Proposition 2.7, it holds for all $q \in \mathbb{N}$ that

$$\mathbb{E}_{\mathcal{Y}^\Phi_{kh}}[\|Y^\Phi_{kh}\|_2^q] \leq (\sqrt{2d}\sigma_k)^q q! \Gamma(q/2),$$

leading to

$$\| - \nabla V - \phi_{k+1} \|_{L^2_{\mu^\Phi_{kh}}(\mathbb{R}^d;\mathbb{R}^d)}^2 \leq \delta^2 + 2\delta^2\sqrt{2d}\sigma_k \Gamma(1/2) + 4\delta^2d^2\sigma^2_k \Gamma(1).$$

A simple calculation shows that this term is bounded from above by $\varepsilon^2$ for all $\delta$ with the chosen $\delta$ (see Lemma A.8). Applying Theorem 4.1 for $h < \frac{2}{m+M}$, we get

$$W_2(\mu_\infty, \mu^\Phi_{K_0}) \leq (1 - mh)^K W_2(\mu_\infty, \mu_0) + \frac{7\sqrt{2} M}{6} \sqrt{hd} + \frac{1 - (1 - mh)^K}{m} \varepsilon.$$

Finally, Proposition 3.3 guarantees the existence of a network $\psi$ with number of parameters equal to the number of parameters of $\phi$ such that for $\Psi := \{\psi\}_{k=0}^{K-1}$ it holds that $\mu^\Psi_{K_0} = \mu^\psi$, where $\xi = (\xi_1, \ldots, \xi_K)$ and $\mathcal{R}\Psi(Y_0, \xi) \sim \mu^\psi$. This yields the claim.

\[ \Box \]
A.5.3 Auxiliary results: Lyapunov functions and contractivity

Lemma A.2 (Monotonicity of \( \ell \), [1, Lemma 3.4]). For any \( d \in \mathbb{N} \) the function \( \ell \) in Definition 2.8 is monotonically increasing on \( \mathbb{R}_{\geq 0} \).

Lemma A.3 (Log-convexity of \( \ell \)). For any \( d \in \mathbb{N} \) the function \( \ell \) is log-convex.

Proof. By Hölder’s inequality it holds that

\[
\mathbb{E}(UV) \leq (\mathbb{E}|U|^p)^{1/p}(\mathbb{E}|V|^q)^{1/q}
\]

for any \( 1 < p, q < \infty \) with \( 1/p + 1/q = 1 \). Now, for \( \theta \in (0, 1) \) let \( U = \exp(z_1 \theta \langle v, e_1 \rangle) \), \( V = \exp(z_2(1 - \theta) \langle v, e_1 \rangle) \), \( p = 1/\theta \), \( q = 1/(1 - \theta) \). Then

\[
\ell(\theta z_0 + (1 - \theta) z_1) = \mathbb{E}_{v \sim S_2^1(0)} \left[ e^{(\theta z_0 + (1 - \theta) z_1) \langle v, e_1 \rangle} \right] \\
\leq \left( \mathbb{E}_{v \sim S_2^1(0)} \left[ e^{z_0 \langle v, e_1 \rangle} \right] \right)^{\theta} \left( \mathbb{E}_{v \sim S_2^1(0)} \left[ e^{z_1 \langle v, e_1 \rangle} \right] \right)^{1 - \theta} \\
= \ell(z_0)^{\theta} \ell(z_1)^{1 - \theta}.
\]

(A.8)

Taking the logarithm on both sides yields

\[
\log \ell(\theta z_0 + (1 - \theta) z_1) \leq \theta \log(\ell(z_0)) + (1 - \theta) \log(\ell(z_1)),
\]

(A.10)

showing log-convexity. \(\square\)

Lemma A.4 (Behavior of the Lyapunov function under Gaussian convolution, see [1, Lemma 3.3]). For any dimension \( d \in \mathbb{N} \), point \( x \in \mathbb{R}^d \), weight \( \lambda > 0 \) and noise variance \( \sigma^2 \) it holds that

\[
\mathbb{E}_{Z \sim \mathcal{N}(0, \sigma^2 I)} \left[ \mathcal{L}_\lambda(x + Z) \right] = e^{\frac{\lambda^2 \sigma^2}{2}} \mathcal{L}_\lambda(x).
\]

(A.12)

In order to derive upper and lower bounds on the Lyapunov function, an explicit formula is useful.

Lemma A.5 (Explicit formula for the Lyapunov function, see [1, Lemma 3.2]). For any dimensions \( d \geq 2 \) and argument \( z > 0 \) it holds that

\[
\ell(z) = \Gamma(\alpha + 1) \cdot \left( \frac{2}{z} \right)^\alpha \cdot I_\alpha(z),
\]

(A.13)

where \( \alpha = (d - 2)/d \), \( \Gamma \) is the Gamma function and \( I_\alpha \) is the modified Bessel function of the first kind. For \( d = 1 \), it holds that \( \ell(z) = \frac{1}{2} (e^{-z} + e^z) = \cosh(z) \).

The following bounds are shown in [40].

Lemma A.6 (Lower and upper bound of the Lyapunov function [40]). For \( z > 0 \) and \( \alpha > -\frac{1}{2} \) it holds that

\[
1 < \Gamma(\alpha + 1) \cdot \left( \frac{2}{z} \right)^\alpha \cdot I_\alpha(z) < \cosh(z).
\]

(A.14)

In particular it holds for all \( d \) and \( z > 0 \) that

\[
1 \leq \ell(z) \leq \cosh(z).
\]

(A.15)
**Lemma A.7** (Contractivity of gradient descent step, [1, Lemma 4.2]). Suppose $V$ is $m$-strongly convex and has $M$-Lipschitz gradient and let $h \in (0, \frac{2}{M})$. Then it holds for all $x \in \mathbb{R}^d$ that

$$\|x - h\nabla V(x) - x^*\|_{\bar{c}} \leq c\|x - x^*\|_{\bar{c}},$$  \hspace{1cm} (A.16)$$

where $x^*$ is any minimizer of $V$ and $c := \max_{p \in \{m,M\}} |1 - \rho h| < 1$.

**Lemma A.8** (Achieving $\varepsilon$-error with linear error growth assumption). Let $\varepsilon > 0$. Let $\delta \leq \frac{m}{2}$ satisfy

$$\delta \leq \varepsilon \left(1 + (2\pi d + 4d^2 + 64m(1 + M^2) + m\sigma_0^2)\right)^{-\frac{1}{2}}$$

Let $\phi : \mathbb{R}^d \to \mathbb{R}^d$ satisfy

$$\| - \nabla V(x) - \phi(x)\|_{\bar{c}} \leq \delta(1 + \|x\|_{\bar{c}})$$  \hspace{1cm} (A.17)$$

for all $x \in \mathbb{R}^d$. Let $h \in (0, \frac{2}{m+M})$ and $\Phi = \{\phi_k = \phi\}_{k \in \mathbb{N}}$. Then, the stochastic process $Y^\Phi$ driven by $\Phi$, given by Eq. (3.2), with $Y^\Phi_0 \sim \mu_0$ has intermediate measures $Y^\Phi_i \sim \mu^\Phi_i$ satisfying for all $i \in \mathbb{N}$ that

$$\| - \nabla V - \phi_{i+1}\|_{L^2(\mathbb{R}^d;\mathbb{R}^d)} \leq \varepsilon.$$  \hspace{1cm} (A.18)$$

**Proof.** We have

$$\| - \nabla V - \phi_{i+1}\|_{L^2(\mathbb{R}^d;\mathbb{R}^d)}^2 = \int_{\mathbb{R}^d} \| - \nabla V(x) - \phi_{i+1}(x)\|^2_{\bar{c}} \, d\mu^\Phi_i(x)$$

$$\leq \int_{\mathbb{R}^d} \delta^2 + 2\delta^2\|x\|_{\bar{c}}^2 + \delta^2\|x\|_{\bar{c}}^2 \, d\mu^\Phi_i(x)$$

$$= \delta^2 + 2\delta^2\mathbb{E}_{X \sim \mu^\Phi_i}[\|X\|_{\bar{c}}^2] + \delta^2\mathbb{E}_{X \sim \mu^\Phi_i}[\|X\|_{\bar{c}}^2].$$

Now, by Proposition 5.3 it holds that $\mu^\Phi_i$ is sub-Gaussian with variance proxy

$$\sigma_i \leq \frac{2h}{1 - (c + h\delta)} + h^2\delta^2 + \sigma_0^2.$$  \hspace{1cm} (A.20)$$

Furthermore, by Proposition 2.7, it holds for all $q \in \mathbb{N}$ that $\mathbb{E}_{X \sim \mu^\Phi_i}[\|X\|_{\bar{c}}^2] \leq (\sqrt{2}\sigma_i)^q \Gamma(q/2)$. Hence,

$$\| - \nabla V - \phi_{i+1}\|_{L^2(\mathbb{R}^d;\mathbb{R}^d)}^2 \leq \delta^2 + 2\delta^2\sqrt{2}\sigma_i \Gamma(1/2) + \delta^24d^2\sigma_i^2 \Gamma(1)$$

$$\leq \delta^2 + 2\delta^2\sqrt{2d} \left[\frac{2h}{1 - (c + h\delta)} + h^2\delta^2 + \sigma_0^2\right]^\frac{1}{2} \Gamma(1/2)$$

$$+ \delta^24d^2 \left[\frac{2h}{1 - (c + h\delta)} + h^2\delta^2 + \sigma_0^2\right] \Gamma(1)$$

$$= \delta^2 + 2\delta^2\sqrt{2d} \left[\frac{2h}{1 - (c + h\delta)} + h^2\delta^2 + \sigma_0^2\right] \sqrt{\pi} + \delta^24d^2 \left[\frac{2h}{1 - (c + h\delta)} + h^2\delta^2 + \sigma_0^2\right].$$

(A.21)

Note that $h < \frac{2}{m+M}$ implies $c = 1 - mh$. Since $\delta < \frac{m}{2}$, it holds that

$$\frac{2h}{1 - (c + h\delta)} = \frac{2}{m - \delta} < \frac{2}{m - \frac{m}{2}} = \frac{4}{m}.$$


Hence
\[ \| - \nabla V - \phi_{i+1} \|_{L^2(\mathbb{R}^d; \mathbb{R}^d)}^2 \leq \delta^2 + 2\delta^2 \sqrt{\frac{2\pi}{m}} \left[ 4 + mh^2 \sigma^2 + m\sigma_0^2 \right] \frac{1}{\sqrt{\pi}} \leq \delta^2 + 2\delta^2 \left[ 4 + 16h^2/m + m\sigma_0^2 \right] \frac{1}{\sqrt{\pi}} \leq \delta^2 \left[ 1 + 2\pi d \sqrt{\frac{2}{m}} \left[ 4 + 16h^2/m + m\sigma_0^2 \right] \frac{1}{\sqrt{\pi}} \right] \leq \delta^2 \left[ 1 + \left( 2\pi d \sqrt{\frac{2}{m}} + \frac{4\pi d}{m} \right) \left[ 4 + 16h^2/m + m\sigma_0^2 \right] \right] \leq \delta^2 \left[ 1 + 2\pi d \sqrt{\frac{2}{m}} \left[ 4 + 16h^2/m + m\sigma_0^2 \right] \frac{1}{\sqrt{\pi}} \right] \leq \varepsilon^2, \]
(A.22)

with the choice of $\delta$ in the lemma.

\[ \square \]

### A.6 Approximation of Langevin Monte Carlo under local error constraints

**Proof of Proposition 6.1.** We start by constructing a bounded neural network $\phi_L$ as in Lemma A.9, which does not change the approximation accuracy on the domain $\Omega$. The neural network is bounded componentwise on $\mathbb{R}^d$ by $c \in \mathbb{R}^d$ with $c_i := \| \nabla V_i \|_{L^\infty(B_r(0))}$. It then holds that
\[ \| - \nabla V - \mathcal{R}\phi_L \|_{L^2(\mathbb{R}^d; \mathbb{R}^d)}^2 \leq \| - \nabla V - \mathcal{R}\phi_L \|_{L^2(\Omega; \mathbb{R}^d)}^2 + 2(\| \nabla V \|_{L^2(\Omega; \mathbb{R}^d)}^2 + \| c \|_{L^2(\mathbb{R}^d; \mathbb{R}^d)}^2). \]
The first part is bounded by assumption. Using the sub-Gaussian property and the Lipschitz continuity of $\nabla V$, the second term can be bounded (see Lemma A.10) by
\[ 2\int_{\mathbb{R}^d \setminus \Omega} \| \nabla V \|_2^2 c_i^2 d\mu \leq \left[ 4M^2(2d\sigma^2 + r^2) + 2(2\| \nabla V(x_0) \|_2^2 + \| c \|_2^2) \right] \exp \left( -\frac{r^2}{2d\sigma^2} \right). \]
Finally, Lemma A.11 yields
\[ 2(\| \nabla V \|_{L^2(\mathbb{R}^d; \mathbb{R}^d)}^2 + \| c \|_{L^2(\mathbb{R}^d; \mathbb{R}^d)}^2) \leq \varepsilon^2/2 \]
for the chosen size of the domain $r > 0$.

**Proof of Theorem 6.2.** We construct the network iteratively over the steps of the LMC algorithm. Starting with $k = 0$, we have a measure $\mu_0$ with variance proxy $\sigma_0^2$. Now, let
\[ r_0 = \sqrt{2}d\sigma_0 \ln \left( \frac{16(\| \nabla V(0) \|_{L^2(1 + d)}^2 + M^2d^2\sigma_0^2(8d + 10))}{\varepsilon^4} \right)^{1/2}. \]
Assumption 1.2 (ii) guarantees the existence of a DNN $\phi_{0,\varepsilon,t}$ with $N(d, r_0, \varepsilon/\sqrt{d}, M)$ parameters such that
\[ \| - \nabla V - \mathcal{R}\phi_{0,\varepsilon,t_0} \|_{L^2(B_r(0); \mathbb{R}^d)} \leq \sqrt{d} \| - \nabla V - \mathcal{R}\phi_{0,\varepsilon,t_0} \|_{L^\infty(B_r(0); \mathbb{R}^d)} \leq \varepsilon/\sqrt{d}. \] (A.23)
With this, Proposition 6.1 guarantees existence of a network \( \hat{\phi}_{0, \varepsilon, t_0} \) with \( N(d, r_0, \varepsilon / \sqrt{d}, M) + 2d^2 + 2 \) parameters such that

\[
\| - \nabla V - R \hat{\phi}_{0, \varepsilon, t_0} \|_{L^2_\mu([R^d; R^d])} \leq \varepsilon.
\]

Now, let \( Y_0 \sim \mu_0 \) and \( \hat{Y}_h := Y_0 + hR \hat{\phi}_{0, \varepsilon, t_0}(\hat{Y}_0) + \sqrt{2h} \xi_1 \). By Theorem A.14, \( \hat{Y}_h \) is again a sub-Gaussian random variable with measure denoted \( \mu_h \) and variance proxy \( \sigma^2_1 \) satisfying

\[
\sigma_1 \leq \sigma_0 + \sqrt{d}(\| \nabla V(0) \|_\infty + M \varepsilon) + \sqrt{2h}.
\]

All of the above steps can be repeated for this measure, yielding \( r_1 \) according to Proposition 6.1 and a network \( \hat{\phi}_{1, \varepsilon, r_1} \) with \( N(d, r_1, \varepsilon, M) + 2d^2 + 2 \) parameters such that

\[
\| - \nabla V - R \hat{\phi}_{1, \varepsilon, r_1} \|_{L^2_\mu([R^d; R^d])} \leq \varepsilon.
\]

Iteratively, this procedure (summarized in Figure 6.1) yields sequences \( (r_k)_{k=0}^{K-1} \subseteq [0, \infty) \), \( (\hat{\phi}_{k, \varepsilon, r_k})_{k=0}^{K-1} \subseteq \mathcal{N} \) and \( (\sigma_k)_{k=0}^{K-1} \subseteq (0, \infty) \) such that for \( k = 0, \ldots, K - 1 \)

- \( \hat{Y}_{k+1} := \hat{Y}_k + hR \hat{\phi}_{k, \varepsilon, r_k}(\hat{Y}_k) + \sqrt{2h} \xi_{k+1} \) is sub-Gaussian with variance proxy \( \sigma_{k+1} \) and measure denoted by \( \mu_{k+1} \).

- \( \hat{\phi}_{k, \varepsilon, r_k} \) has \( N(d, r_k, \varepsilon, M) + 2d^2 + 2 \) parameters and satisfies

\[
\| - \nabla V - R \hat{\phi}_{k, \varepsilon, r_k} \|_{L^2_\mu([R^d; R^d])} \leq \varepsilon.
\]

From now on, let \( \phi_k := \hat{\phi}_{k, \varepsilon, r_k} \) and \( \Phi := \{ \phi_k \}_{k=0}^{K-1} \). Let \( Y^\phi : \Omega \times [0, K] \rightarrow \mathbb{R}^d \) be the stochastic process driven by \( \Phi \), i.e.

\[
Y^\phi_t = Y_0 + \int_0^t R \hat{\phi}_{\chi_k(s)}(Y^\phi_{\chi_k(s)}) \, ds + \sqrt{2W_t}.
\]

By Theorem 4.1, the law \( \mu^\phi_t \) of this process satisfies

- If \( h \leq \frac{2}{m + 3} \) then \( W_2(\mu_\infty, \mu^\phi_{Khk}) \leq (1 - mh)^K W_2(\mu_\infty, \mu_0) + \frac{7\sqrt{2} M \sqrt{h}}{6} + \frac{1 - (1 - mh)^K}{m} \varepsilon. \)

- If \( h \geq \frac{2}{m + 3} \) then \( W_2(\mu_\infty, \mu^\phi_{Khk}) \leq (Mh - 1)^K W_2(\mu_\infty, \mu_0) + \frac{7\sqrt{2} M \sqrt{h}}{2 - Mh} \varepsilon. \)

Furthermore, Proposition 3.3 guarantees the existence of networks \( \psi_0, \ldots, \psi_{K-1} \) with the number of parameters of \( \psi_k \) equal to the number of parameters of \( \phi_k \) for all \( k = 0, \ldots, K - 1 \) such that for \( \Psi := \{ \psi_k \}^{K-1}_{k=0} \) it holds that \( \mu^\phi_{Khk} = \mu^\psi \), where \( \xi = (\xi_1, \ldots, \xi_K) \) and \( \mathcal{R}\Psi(Y_0, \xi) \sim \mu^\psi \).

To prove the theorem, it remains to show the bound for the complexity of \( \Psi \). First, note that the complexity of \( \Psi \) is given by \( \sum_{k=0}^{K-1} [N(d, r_k, \varepsilon / \sqrt{d}, M) + 2d^2 + 2] \), which is upper bounded by \( K [N(d, r_{K-1}, \varepsilon / \sqrt{d}, M) + 2d^2 + 2] \), since \( (r_k)_{k=0}^{K-1} \) is a monotonically increasing sequence. The proof is then completed by controlling the growth of \( r_{K-1} \) with respect to \( K \), for which we refer to Proposition A.17. \( \square \)
Following cases. Moreover, we show that the approximation on the domain $c$.

Therefore, we have that $\phi_{L-2}(x) \leq c_i$ and $\phi_{L}(x) = c_i$.

Second, assume that there exist $i \in [d]$ and $x \in R^d$ such that $\phi_{L}(x) < -c_i$. Then $\phi_{L-1}(x) + c_i < 0$. This is a contradiction to $\sigma$ being non-negative.

Therefore, we have that $-c_i \leq \phi_{L}(x) \leq c_i$ for all $i \in [d]$ and $x \in R^d$ implying $\|\phi_{L}(x)\|_{L^\infty(R^d)} \leq c_i$.

Furthermore, we show that the approximation on the domain $\Omega$ does not get worse. We consider the following cases.

Let $x \in \Omega$ and $i \in [d]$ be such that $\phi_{L-2}(x) > c_i$. Then $\phi_{L-1}(x) = c_i$ and $\phi_{L}(x) = c_i$. We observe that $-\nabla V(x)_i \leq c_i = \phi_{L}(x)_i < \phi_{L-2}(x)_i$, implies $| -\nabla V(x)_i - \phi_{L}(x)_i | = \phi_{L}(x)_i + \nabla V(x)_i < \phi_{L-2}(x)_i + \nabla V(x)_i = | -\nabla V(x)_i - \phi_{L-2}(x)_i |$

---

**Figure A.1:** Visualization of the bounding of the neural network used in Lemma A.9 in one dimension. Here, $f(x) = -\sigma(-x + 1) + 1$ defines a bound from above by 1 and $g(x) = \sigma(x + 1) - 1$ defines a bound from below by 1. Note that $g \circ f$ is the identity on $[-1, 1]$ and bounded by $\pm 1$ on $R$. The bounding of the network in Lemma A.9 corresponds to an application of similar functions in every dimension.

**A.6.1 Auxiliary results: Network cut-off, domain growth, asymptotics for $r$ and $\sigma$**

**Lemma A.9.** Let $p \in [1, \infty]$, $\mu$ be a measure on $\mathbb{R}^d$, $\Omega \subset \mathbb{R}^d$ and let $\nabla V$ be bounded on $\Omega$. Let $\phi_{L-2}$ be a neural network. There exists a neural network $\phi_L$ entrywise bounded by $c \in \mathbb{R}^d$ with $c_i := \|\nabla V_i\|_{L^\infty(\Omega; R^d)}$ with two more layers than $\phi_{L-2}$ and $2d^2 + 2$ additional weights such that

$$
\| -\nabla V - \mathcal{R} \phi_L \|_{L^p(\Omega; R^d)} \leq \| -\nabla V - \mathcal{R} \phi_{L-2} \|_{L^p(\Omega; R^d)} \quad \text{and} \quad \| -\nabla V - \mathcal{R} \phi_L \|_{L^\infty(\Omega; R^d)} \leq \| -\nabla V - \mathcal{R} \phi_{L-2} \|_{L^\infty(\Omega; R^d)} + 2p^{-1}(\|\nabla V\|_{L^\infty(\Omega; R^d)} + \|c\|_{L^p(\Omega; R^d)}).
$$

**Proof.** We construct a bounded neural network $\phi_L$, which does not change the approximation on $\Omega$. In the proof no network $\phi$ and its realization $\mathcal{R} \phi$ will both be denoted by $\phi$ to avoid overloading notation.

Let $c_i := \|\nabla V_i\|_{L^\infty(\Omega)} \geq 0$. Define the neural networks $\phi_{L-1}(x) = -\sigma(-\phi_{L-2}(x) + c) + c$ and $\phi_{L}(x) = \sigma(\phi_{L-1}(x) + c) - c$.

We show that $\|\phi_{L}(x)_i\|_{L^\infty(\Omega)} \leq c_i$ for all $x \in \mathbb{R}^d$ by contradiction.

- First assume that there exists $i \in [d]$ and $x \in \mathbb{R}^d$ such that $\phi_{L}(x)_i > c_i$. Then $\sigma(\phi_{L-1}(x)_i + c_i) > 2c_i \geq 0$ implying $\phi_{L-1}(x)_i + c_i = \sigma(\phi_{L-1}(x)_i + c_i) > 2c_i$ and therefore $\phi_{L-1}(x)_i > c_i$ and therefore $-\sigma(-\phi_{L-2}(x)_i + c_i) > 0$. This is a contradiction to $\sigma$ being non-negative. Therefore, $\phi_{L}(x)_i \leq c_i$ holds.

- On the other hand, assume that there exist $i \in [d]$ and $x \in \mathbb{R}^d$ such that $\phi_{L}(x) < -c_i$. Then $\sigma(\phi_{L-1}(x) + c_i) < 0$. This again is a contradiction to $\sigma$ being non-negative.

Therefore, we have that $-c_i \leq \phi_{L}(x)_i \leq c_i$ for all $i \in [d]$ and $x \in \mathbb{R}^d$ implying $\|\phi_{L}(x)\|_{L^\infty(\Omega)} \leq c_i$.
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Let $x \in \Omega$, $i \in [d]$ such that $\phi_{L-2}(x)_i < -c_i$. Then $\phi_{L-1}(x)_i < -c_i$ and $\phi_L(x)_i = -c_i$. With $-\nabla V(x)_i \geq -c_i = \phi_L(x)_i > \phi_{L-2}(x)_i$, we observe that $| -\nabla V(x)_i - \phi_L(x)_i = -\nabla V(x)_i - \phi_L(x)_i | \leq -\nabla V(x)_i - \phi_{L-2}(x)_i = | -\nabla V(x)_i - \phi_{L-2}(x)_i |$

Let $x \in \Omega$, $i \in [d]$ such that $-c_i \leq \phi_{L-2}(x)_i \leq c_i$. Then $\phi_{L-1}(x)_i = \phi_{L-2}(x)_i$ and $\phi_L(x)_i = \phi_{L-2}(x)_i$. Therefore by assumption $| -\nabla V(x)_i - \phi_L(x)_i | = | -\nabla V(x)_i - \phi_{L-2}(x)_i |$

Therefore, for all $x \in \Omega$ we get $| -\nabla V(x)_i - \phi_L(x)_i | \leq | -\nabla V(x)_i - \phi_{L-2}(x)_i |$. We have

$$
-\nabla V - \phi_L \|_{L^p_{e}(\Omega; \mathbb{R}^d)} + \nabla V - \phi_L \|_{p,\mu} = \| -\nabla V - \phi_L \|_{L^p_{e}(\Omega; \mathbb{R}^d)} + \int_{\mathbb{R}^d \setminus \Omega} \| -\nabla V - \phi_L \|_{p,\mu} d\mu
$$

$$
= \| -\nabla V - \phi_L \|_{L^p_{e}(\Omega; \mathbb{R}^d)} + 2^{p-1} \int_{\mathbb{R}^d \setminus \Omega} \| -\nabla V \|_{p,\mu} + \| \phi_L \|_{p,\mu} d\mu
$$

$$
\leq \| -\nabla V - \phi_{L-2} \|_{L^p_{e}(\Omega; \mathbb{R}^d)} + 2^{p-1} \| \nabla V \|_{L^p_{e}(\Omega; \mathbb{R}^d)} + \| \phi_L \|_{L^p_{e}(\Omega; \mathbb{R}^d)}
$$

Lemma A.10. Assume that $\nabla V$ is $M$-Lipschitz continuous such that for any $x, y \in \mathbb{R}^d$

$$
\| \nabla V(x) \|_{e^2} \leq \| \nabla V(y) \|_{e^2} + M \| x - y \|_{e^2}
$$

and let $\mu$ be a sub-Gaussian measure with variance proxy $\sigma^2$. Let $x_0 \in \mathbb{R}^d$, $r > 0$ and $\Omega := B^2_r(0)$. Let $c \in \mathbb{R}^d$. Then

$$
2 \int_{\mathbb{R}^d \setminus \Omega} \| \nabla V \|_{e^2}^2 + \| c \|_{e^2}^2 d\mu \leq [4M^2(2d^2 \sigma^2 + r^2) + 2(\| \nabla V(x_0) \|_{e^2}^2 + \| c \|_{e^2}^2)] \exp \left( -\frac{r^2}{2d^2 \sigma^2} \right)
$$

Proof. The layer cake representation asserts that

$$
\int_{\Omega} f(x) d\mu(x) = \int_0^\infty \mu(\{ x \in \Omega | f(x) > s \}) ds.
$$

(A.25)

Plugging in $\Omega = \{ \| x \|_{e^2} > r \}$ and $f(x) = \| x \|_{e^2}^2$, it holds that

$$
\int_{\| x \|_{e^2} > r} \| x \|_{e^2}^2 d\mu(x) = \int_0^\infty \mu(\{ \| x \|_{e^2} > r, \| x \|_{e^2}^2 > s \}) ds
$$

$$
= \int_0^\infty \mu(\{ \| x \|_{e^2}^2 > s \}) ds + \int_0^r \mu(\{ \| x \|_{e^2} > r \}) ds
$$

(A.26)

$$
\leq \int_0^\infty \exp \left( -\frac{s}{2d^2 \sigma^2} \right) ds + r^2 \exp \left( -\frac{r^2}{2d^2 \sigma^2} \right)
$$

$$
= 2d^2 \sigma^2 \exp \left( -\frac{r^2}{2d^2 \sigma^2} \right) + r^2 \exp \left( -\frac{r^2}{2d^2 \sigma^2} \right) = (2d^2 \sigma^2 + r^2) \exp \left( -\frac{r^2}{2d^2 \sigma^2} \right).
$$

Now, note that $\mu(\mathbb{R}^d \setminus \Omega) = P(\| X \|_2 \geq r)$ and apply Proposition 2.7 to get $\mu(\mathbb{R}^d \setminus \Omega) \leq \cdots$
\[ 2 \int_{\mathbb{R}^d \setminus \Omega} \| \nabla V \|^2_{L^2} + \| c \|^2_{L^2} d\mu = 2 \int_{\mathbb{R}^d \setminus B_r^2(0)} \| \nabla V (\cdot + x_0) \|^2_{L^2} + \| c \|^2_{L^2} d\mu \]
\[ \leq 2\mu_r(\mathbb{R}^d \setminus B_r^2(0)) (\| \nabla V(x_0) \|^2_{L^2} + \| c \|^2_{L^2}) + 4M^2 \int_{\mathbb{R}^d \setminus B_r^2(0)} \| x \|^2_{L^2} d\mu \]
\[ \leq 2 \exp \left( -\frac{r^2}{2d^2\sigma^2} \right) (\| \nabla V(x_0) \|^2_{L^2} + \| c \|^2_{L^2}) + 4M^2(2d^2\sigma^2 + r^2) \exp \left( -\frac{r^2}{2d^2\sigma^2} \right) \]
\[ \leq [4M^2(2d^2\sigma^2 + r^2) + 2(2\| \nabla V(x_0) \|^2_{L^2} + \| c \|^2_{L^2})] \exp \left( -\frac{r^2}{2d^2\sigma^2} \right) \]

\[ \text{Lemma A.11.} \] Let \( \varepsilon > 0 \). Assume that \( \nabla V \) is Lipschitz continuous such that for any \( x, y \in \mathbb{R}^d \)
\[ \| \nabla V(x) \| \varepsilon \leq \| \nabla V(y) \| \varepsilon + M \| x - y \| \varepsilon \]
and let \( \mu \) be a sub-Gaussian measure with variance proxy \( \sigma^2 \). Let \( x_0 \in \mathbb{R}^d \),
\[ r = \sqrt{2d\sigma} \ln \left( \frac{16(\| \nabla V(x_0) \|^2_{L^2}(1 + d) + M^2d^2\sigma^2(8d + 10))}{\varepsilon^4} \right)^{1/2} \]
and let \( \Omega := B_r^2(x_0) \). Let \( c \in \mathbb{R}^d \) with \( c_i := \| \nabla V_i \|_{L^\infty(\Omega)} \). Then
\[ 2(\| \nabla V \|^2_{L^2(\mathbb{R}^d \setminus \Omega; \mathbb{R}^d)} + \| c \|^2_{L^2(\mathbb{R}^d \setminus \Omega; \mathbb{R}^d)}) \leq \varepsilon^2/2 \]

**Proof.** Let \( j \) be the index of the maximum of \( c \) and note that
\[ \| c \| \varepsilon \leq \sqrt{d} c_j = \sqrt{d} \max_{x \in \Omega} | \nabla V(x)_j | \]
\[ \leq \sqrt{d} \max_{x \in \Omega} \| \nabla V(x) \| \varepsilon \]
\[ \leq \sqrt{d} \left( \max_{x \in \Omega} \| \nabla V(x_0) \| \varepsilon + M \| x - x_0 \| \varepsilon \right) \]
\[ = \sqrt{d} (\| \nabla V(x_0) \| \varepsilon + Mr). \]

Then, using Lemma A.10, it holds that
\[ 2 \int_{\mathbb{R}^d \setminus \Omega} \| \nabla V \|^2_{L^2} + \| c \|^2_{L^2} d\mu \]
\[ \leq [4M^2(2d^2\sigma^2 + r^2) + 2(2\| \nabla V(x_0) \|^2_{L^2} + 2d(\| \nabla V(x_0) \|^2_{L^2} + M^2r^2))] \exp \left( -\frac{r^2}{2d^2\sigma^2} \right) \]
\[ \leq [(4 + 4d)M^2r^2 + 2\| \nabla V(x_0) \|^2_{L^2}(2 + 2d) + 2d^2\sigma^24M^2] \exp \left( -\frac{r^2}{2d^2\sigma^2} \right) \]
To simplify notation we define \( a = 2d^2\sigma^2 \), \( b = (4 + 4d)M^2 \), \( c = 2\|V(x_0)\|_{L^2}^2(2 + 2d) + 2d^2\sigma^2 4M^2 \).

With this, it holds that

\[
2 \int_{\mathbb{R}^d \setminus \Omega} \|\nabla V\|_{L^2}^2 + \|c\|^2_{L^2} \, d\mu \leq \left[ br^2 + c \right] e^{-r^2/a}. \tag{A.35}
\]

Now let \( x > 0 \) be such that \( r = \sqrt{a \ln(x)} \). Then, \( 2 \int_{\mathbb{R}^d \setminus \Omega} \|\nabla V\|_{L^2}^2 + \|c\|^2_{L^2} \, d\mu < \frac{\varepsilon^2}{2} \) holds if

\[
\left[ ba \ln(x) + c \right] \frac{1}{x} < \frac{\varepsilon^2}{2}. \tag{A.36}
\]

This inequality holds if

\[
\frac{c}{x} < \frac{\varepsilon^2}{4}, \tag{A.37}
\]

\[
ba \frac{\ln(x)}{x} < \frac{\varepsilon^2}{4}. \tag{A.38}
\]

The first of these inequalities leads to the condition

\[
x > \frac{4c}{\varepsilon^2}. \tag{A.39}
\]

Regarding the second inequality, note that \( \frac{\ln(x)}{x} < 1/\sqrt{x} \) for all \( x > 0 \). Hence, the second inequality is satisfied if \( \frac{ba}{\sqrt{x}} < \frac{\varepsilon^2}{4} \) which is equivalent to \( x > \frac{16ba}{\varepsilon^4} \). In total,

\[
x > \max \left\{ \frac{4c}{\varepsilon^2}, \frac{16ba}{\varepsilon^4} \right\}. \tag{A.40}
\]

leads to the desired inequalities. For \( \varepsilon < 1 \), this is satisfied for

\[
x = \frac{4c + 16ba}{\varepsilon^4}. \tag{A.41}
\]

Plugging this \( x \) back into the expression for \( r \) leads to

\[
r = \sqrt{a \ln \left( \frac{4c + 16ba}{\varepsilon^4} \right)} \tag{A.42}
\]

and inserting all the correct expression again yields

\[
r = \sqrt{2d\sigma} \ln \left( \frac{4(2\|V(x_0)\|_{L^2}^2(2 + 2d) + 2d^2\sigma^2 4M^2) + 16((4 + 4d)M)2d^2\sigma^2}{\varepsilon^4} \right)^{1/2}, \tag{A.43}
\]

which simplifies to the expression given in the theorem.

\[\square\]

**Remark A.12.** The proof of Lemma A.11 leads to the following assertion. Let \( a, b, c > 0 \). Then

\[
\left[ br^2 + c \right] e^{-r^2/a} < \frac{\varepsilon^2}{2}
\]

is fulfilled for

\[
r = \sqrt{a \ln \left( \frac{4c + 16ba}{\varepsilon^4} \right)}.
\]
Remark A.13. We can have another expression of \( r \) in the asymptotic case \( \varepsilon \to 0 \). Let \( \varepsilon > 0 \). We are trying to solve for \( r \) the following equation

\[
[br^2 + c] \exp(-r^2/a) \leq \varepsilon
\]

with \( a = 2d^2\sigma^2 \), \( b = (4 + 4d)M^2 \), \( c = 2\|\nabla V(x_0)\|^2(2 + 2d) + 2d^2\sigma^24M^2 \).

If \( -\exp(-\frac{c}{ab})e \in (-1/e, 0) \) (it should be satisfied for a small \( \varepsilon \)), \( \varepsilon \in (0, ab\exp(-\frac{c}{ab} - 1)) \), then

\[
r = \sqrt{-abW_{-1}\left(-\exp(-\frac{c}{ab})e\right)} - c
\]

where \( W_{-1} \) is the Lambert W function defined on the branch \([-1/e, 0)\).

We can show that \( W_{-1}(x) = \ln(-x) - \ln(-\ln(-x)) + O\left(\frac{\ln(-\ln(-x))}{\ln(-x)}\right) \) when \( x \to 0^- \). Therefore, \( W_{-1}(x) \sim \ln(-x) \).

By the properties of the asymptotic equivalence \( \sim \), we have

\[
-abW_{-1}\left(-\exp(-\frac{c}{ab})e\right) \sim -ab\ln\left(\exp(-\frac{c}{ab})e\right) = -ab\left(\frac{c}{ab} + \ln(e) - \ln(ab)\right) = c - ab\ln(e) + ab\ln(ab)
\]

and since for \( \varepsilon \) sufficiently small the expression above is positive, we have

\[
r \sim \sqrt{a}\sqrt{\ln(ab) - \ln(e)}
\]

and by the definitions of \( a, b \) and \( c \),

\[
r \sim \sqrt{2\sigma d}\sqrt{\ln(8d^2\sigma^2G^2) - \ln(e)}
\]

Theorem A.14 (Growth of the sub-Gaussian variance proxy). Suppose \( (\phi_k)_{k\geq 0} \) is sequence of bounded functions. Then, the stochastic process \( Y^{\Phi} \) driven by \( \Phi \), as defined in Definition 3.2, is a sub-Gaussian random vector for all \( t = kh \), and the variance proxy \( \sigma_k^2 > 0 \) is given by

\[
\sigma_k \leq 1 + \frac{\sqrt{2h}}{k} + \sqrt{d}h\sum_{j=0}^{k-1}\|\mathcal{R}\phi_k\|_{L^\infty(R^d;R^d)}
\]

Proof. We prove this by induction. First \( Y_0 \sim N_d(0, I) \) so it is sub-Gaussian with variance proxy \( \sigma_N^2 = 1 \). Now, we assume that \( Y_{kh} \) is sub-Gaussian with variance proxy \( \sigma_k^2 > 0 \), i.e.

\[
E[|\langle u, Y_{kh}\rangle|^p] \leq \sqrt{2\sigma_k}^p p\Gamma(p/2)
\]

for all \( p \geq 1 \) and \( u \in S_1(0) \). We have \( Y_{(k+1)h} = Y_{kh} + h\mathcal{R}\phi_k(Y_{kh}) + \sqrt{2h}\xi \), with \( \xi \sim N_d(0, I) \). Therefore, by the Minkowski inequality,

\[
E[|\langle u, Y_{(k+1)h}\rangle|^p]^{1/p} \leq E[|\langle u, Y_{kh}\rangle|^p]^{1/p} + h E[|\langle u, \mathcal{R}\phi_k(Y_{kh})\rangle|^p]^{1/p} + \sqrt{2h}E[|\langle u, \xi\rangle|^p]^{1/p}
\]

\[
\leq 2\sigma_k p^{1/p}\Gamma(p/2)^{1/p} + h\|u\|_{L^\infty(R^d;R^d)}^p\|\mathcal{R}\phi_k\|_{L^\infty(R^d;R^d)} + 2\sqrt{h}p^{1/p}\Gamma(p/2)^{1/p}
\]

\[
\leq 2\sigma_k p^{1/p}\Gamma(p/2)^{1/p} + \sqrt{2dh}p^{1/p}\Gamma(p/2)^{1/p}\|\mathcal{R}\phi_k\|_{L^\infty(R^d;R^d)} + 2\sqrt{h}p^{1/p}\Gamma(p/2)^{1/p}
\]

\[
\leq 2\sigma_k p^{1/p}\Gamma(p/2)^{1/p} + \sqrt{2dh}p^{1/p}\Gamma(p/2)^{1/p}\|\mathcal{R}\phi_k\|_{L^\infty(R^d;R^d)} + 2\sqrt{h}
\]
Finally, we have that $Y_{(k+1)h}$ is a sub-Gaussian random vector according to Definition 2.6 and Definition 2.5 (iii), and the variance proxy $\sigma_{k+1}^2$ satisfies

$$\sigma_{k+1} \leq \sigma_k + \sqrt{dh}\|\mathcal{R}\phi_k\|_{L^\infty(\mathbb{R}^d;\mathbb{R}^d)} + \sqrt{2h}.$$

By telescoping we have,

$$\sigma_{k+1} \leq 1 + \sqrt{2h}k + \sqrt{dh}\sum_{j=1}^k \|\mathcal{R}\phi_j\|_{L^\infty(\mathbb{R}^d;\mathbb{R}^d)}$$

Proposition A.15. Asymptotic behavior of $\sigma_k$ Let $d \in \mathbb{N}^*$, $k \in \mathbb{N}$. Then,

$$\sigma_k = O_{\varepsilon \to 0} \left([d^2\varepsilon^{-1}]^{2((3/2)^k-1)}\right)$$

where the constant in the big-O depends only on the regularity of $\nabla V$ and the step size $h$.

Proof. By Theorem A.14, we have

$$\sigma_{k+1} \leq \sigma_k + \sqrt{dh}\|\mathcal{R}\phi_k\|_{\infty} + \sqrt{2h}$$

Note that for $\Omega = B_{r_k}^2(x_k)$ we have

$$\|\mathcal{R}\phi_k\|_{L^\infty(\mathbb{R}^d;\mathbb{R}^d)} \leq \|\nabla V\|_{L^\infty(\Omega;\mathbb{R}^d)} = \max_{x \in \Omega} \|\nabla V(x)\|_{\ell^\infty} \\
\leq \|\nabla V(x_k)\|_{\ell^\infty} + \max_{x \in \Omega} \|\nabla V(x) - \nabla V(x_k)\|_{\ell^2} \\
\leq \|\nabla V(x_k)\|_{\ell^\infty} + \max_{x \in \Omega} M\|x - x_k\|_{\ell^2} \\
\leq \|\nabla V(x_k)\|_{\ell^\infty} + Mr_k.$$

With Lemma A.11,

$$r_k = O_{\varepsilon \to 0} \left(d\sigma_k \ln\left(\frac{d^3\sigma_k^2}{\varepsilon^4}\right)^{1/2}\right),$$

we have

$$\sigma_{k+1} \leq \sigma_k + \sqrt{2h} + \sqrt{dh}(\|\nabla V(x_k)\|_{\ell^\infty} + Mr_k)$$

$$= \sigma_k + \sqrt{2h} + O\left(d^{3/2}\sigma_k \ln\left(\frac{d^3\sigma_k^2}{\varepsilon^4}\right)^{1/2}\right)$$

$$= O\left(d^{3/2}\sigma_k \ln\left(\frac{d^3\sigma_k^2}{\varepsilon^4}\right)^{1/2}\right)$$

Recall that $\forall \gamma, \alpha > 0, |\ln x|^\gamma = O(x^\alpha)$. Then, choosing $\gamma = \frac{1}{2}$ and $\alpha = \frac{1}{4}$ leads to

$$\sigma_{k+1} = O\left(d^{3/2}\sigma_k \ln\left(\frac{d^3\sigma_k^2}{\varepsilon^4}\right)^{1/2}\right)$$

$$= O\left(d^{3/4}\sigma_k^3/4\varepsilon^{-1}\right).$$

And by recurrence,

$$\sigma_k = O_{\varepsilon \to 0} \left([d^2\varepsilon^{-1}]^{2((3/2)^k-1)}\right).$$
Remark A.16. Using Remark A.13, we have

\[
\sigma_{k+1} = \mathcal{O}\left( d^{3/2} \sigma_k \ln \left( \frac{d^3 \sigma_k^2}{\varepsilon} \right)^{1/2} \right) = \mathcal{O}\left( d^{3/4} \sigma_k^{3/2} \varepsilon^{-1/4} \right)
\]

and therefore,

\[
\sigma_k = \mathcal{O}_{\varepsilon \to 0} \left( \left[d^2 \varepsilon^{-1/4}\right]^{2(3/2)^k - 1} \right)
\]

Proposition A.17. Asymptotic behavior of \( r_k \). Let \( d \in \mathbb{N}^* \), \( k \in \mathbb{N} \). Then,

\[
r_k = \mathcal{O}_{\varepsilon \to 0} \left( d^2 \varepsilon^{-1} \left[d^2 \varepsilon^{-1}\right]^{3(3/2)^k - 1} \right)
\]

where the constant in the big-O depends only on the regularity of \( \nabla V \) and the step size \( h \).

Proof. Recall that by Lemma A.11

\[
r_k = \mathcal{O}_{\varepsilon \to 0} \left( d \sigma_k \ln \left( \frac{d^3 \sigma_k^2}{\varepsilon^4} \right)^{1/2} \right)
\]

and that \( \forall \gamma, \alpha > 0, \ln x \mid_x = \mathcal{O}\left(x^\alpha\right) \). Then, choosing \( \gamma = \frac{1}{2} \) and \( \alpha = \frac{1}{4} \) leads to

\[
r_k = \mathcal{O}_{\varepsilon \to 0} \left( d^3 \sigma_k \varepsilon^{-1} \right)
\]

Then, plugging in the result from Proposition A.15 leads to

\[
r_k = \mathcal{O}_{\varepsilon \to 0} \left( d^2 \varepsilon^{-1} \left[d^2 \varepsilon^{-1}\right]^{3(3/2)^k - 1} \right).
\]

Remark A.18. Using Remarks A.13 and A.16, we have

\[
r_k = \mathcal{O}_{\varepsilon \to 0} \left( d^2 \varepsilon^{-1/4} \left[d^2 \varepsilon^{-1/4}\right]^{3(3/2)^k - 1} \right)
\]

A.7 Approximation of Langevin Monte Carlo under local error- and Lipschitz constraints

Proof of Proposition 7.1. Since the minimizer of \( V \) is given by \( 0 \) we have \( \nabla V(0) = 0 \). The strong convexity then implies for all \( x, z \in \mathbb{R}^d \) that

\[
V(x) \geq m/2 \|x\|^2_{L_2} + V(0)
\]

and

\[
-(\nabla V(x), z - x) \geq m/2 \|z - x\|^2_{L_2} - V(z) + V(x).
\]

We get for \( z = 0 \) that

\[
(\nabla V(x), x) \geq m/2 \|x\|^2_{L_2} - V(0) + V(x).
\]
and hence
\[ \langle \nabla V(x), x \rangle \geq m\|x\|^2. \]
for all \( x \in \mathbb{R}^d \). With the Lipschitz continuity, we get for any \( a > 0 \) that
\[
\|\nabla V(x) - ax\|^2 = \|\nabla V(x)\|^2 - 2a\langle \nabla V(x), x \rangle + a^2\|x\|^2 \\
\leq (M^2 + a^2)\|x\|^2 - 2am\|x\|^2 \\
= (M^2 + a^2 - 2am)\|x\|^2.
\]
The inequality \( g := \sqrt{M^2 + a^2 - 2am} < m \) is fulfilled for \( a = m \), if \( 0 < M < \sqrt{2}m \). In this case, \( g = \sqrt{M^2 - m^2} \).

\[ \square \]

**Proof of Proposition 7.2.** We assume without loss of generality that the unique minimizer of \( V \) is given by \( x^* = 0 \) and hence \( \nabla V(0) = 0 \). Throughout this proof we overload notation by writing \( \phi \) instead of \( \mathcal{R}_\phi \) to denote the realization of a network \( \phi \). With Assumption 1.2 (ii) there exists for any \( \varepsilon, r > 0 \) a neural network \( \phi^{(3)}_r \) with number of parameters bounded by \( N(d, r, \sqrt{2\varepsilon}/\sqrt{d}, m, M) \) such that
\[
\|\nabla V - \mathcal{R}_{\phi^{(3)}_r} \|_{L^\infty(B_1^r(0))} \leq \|\nabla V - \mathcal{R}_{\phi^{(3)}_r} \|_{L^\infty(B_1^r(0))} \leq \varepsilon/\sqrt{d}.
\]

By Proposition B.1, we can represent \( x \in \mathbb{R}^d \mapsto x \) by a neural network with exactly \( 4d \) parameters and depth 2. For summing neural networks, we use the result Proposition B.2. We construct a network \( \phi^{(2)}_r \) by adding to \( \phi^{(3)}_r \) a neural network representing the \( d \)-dimensional identity, whose last layer is multiplied with \( -m \). Then, \( \mathcal{R}_{\phi^{(2)}_r}(x) = \mathcal{R}_{\phi^{(3)}_r}(x) - mx \) holds and
\[
\|\nabla V - \mathcal{R}_{\phi^{(2)}_r} \|_{L^\infty(B_1^r(0))} = \|\nabla V - \mathcal{R}_{\phi^{(3)}_r} \|_{L^\infty(B_1^r(0))} \leq \varepsilon/\sqrt{d}.
\]

To keep track of complexity, note that \( \phi^{(2)}_r \) is the sum of a network of \( 4d \) parameters and depth 2 and a network of \( N(d, r, \sqrt{2\varepsilon}/\sqrt{d}, m, M) \) parameters and depth \( L(d, r, \sqrt{2\varepsilon}/\sqrt{d}, m, M) \). Hence, by Proposition B.2, the number of parameters and the depth are bounded by
\[
\mathcal{P}(\phi^{(2)}_r) \leq d(L(d, r, \sqrt{2\varepsilon}/\sqrt{d}, m, M) - 1) + N(d, r, \sqrt{2\varepsilon}/\sqrt{d}, m, M) + 4d,
\]
\[
\mathcal{L}(\phi^{(2)}_r) \leq L(d, r, \sqrt{2\varepsilon}/\sqrt{d}, m, M).
\]

Let \( \phi^{(1)}_r \) be the cut-off NN of \( \phi^{(2)}_r \) as in Lemma A.9 with the same accuracy on the \( \ell^1 \)-ball and
\[
\max_{x \in \mathbb{R}^d} \|\mathcal{R}_{\phi^{(1)}_r}(x)\|_{\ell^\infty} \leq \max_{x \in B_1^r(0)} \|\nabla V - m\cdot x\|_{\ell^\infty} \leq \max_{x \in B_1^r(0)} \|\nabla V - m\cdot x\|_{\ell^2} \leq rG,
\]
\[
\max_{x \in \mathbb{R}^d} \|\mathcal{R}_{\phi^{(1)}_r}(x)\|_{\ell^2} \leq \max_{x \in \mathbb{R}^d} \sqrt{d}\|\mathcal{R}_{\phi^{(1)}_r}(x)\|_{\ell^\infty} \leq \sqrt{d}rG,
\]
where we used Proposition 7.1 with \( G := \sqrt{M^2 - m^2} \). Again, keeping track of complexity, the cutoff from Lemma A.9 introduces two more layers and \( 2d^2 + 2 \) more weights to the network. Hence
\[
\mathcal{P}(\phi^{(1)}_r) \leq d(L(d, r, \sqrt{2\varepsilon}/\sqrt{d}, m, M) - 1) + N(d, r, \sqrt{2\varepsilon}/\sqrt{d}, m, M) + 4d + 2d^2 + 2,
\]
\[
\mathcal{L}(\phi^{(1)}_r) \leq L(d, r, \sqrt{2\varepsilon}/\sqrt{d}, m, M) + 2.
\]

Now, define for \( b > r \) the following approximation to the indicator function on \( B_1^r(0) \),
\[
f(x) = 1 - \frac{\text{ReLU}(\|x\|_{\ell^1} - r) - \text{ReLU}(\|x\|_{\ell^1} - b)}{b - r}, \tag{A.44}
\]
with complexity $\mathcal{P}(f) = 4d + 7$ and $\mathbb{L}(f) = 3$ (for a proof of the complexity, see Proposition B.4), and note that
\[ f(x)\phi_r^{(1)}(x) = \begin{cases} 
\phi_r^{(1)}(x), & \|x\|_{\ell_1} \leq r \\
(1 - \|x\|_{\ell_1} / b - r)\phi_r^{(1)}(x), & r \leq \|x\|_{\ell_1} \leq b.
\end{cases} \tag{A.45}
\]

Now, noting that $f(x) \in [0, 1]$ and $\phi_r^{(1)}(x) \in [-rG, rG]^d$ for all $x \in \mathbb{R}^d$, this product can be approximated by composing the parallelization of $f$ and $\phi_r^{(1)}$ with an approximation of the multiplication $(x, y) \mapsto xy$ on $\Omega := [0, 1] \times [-rG, rG]^d$, using Proposition B.6. In particular, we want to approximate the product up to $\varepsilon / \sqrt{d}$ error in $L^\infty(\Omega)$. We call the network that accomplishes this $\tilde{\phi}_r^{(0)}$. The complexity of $\tilde{\phi}_r^{(0)}$ is given by
\begin{align*}
\mathcal{P}(\tilde{\phi}_r^{(0)}) &= \mathcal{O} \left( d \log(2d \max \{1, rG\} / \varepsilon) + \mathcal{P}(\phi_r^{(1)}) + \mathcal{P}(f) \right) \\
&= \mathcal{O} \left( d \log(2d \max \{1, rG\} / \varepsilon) + d(L(d, r, \sqrt{2\varepsilon} / \sqrt{d}, m, M) - 1) \\
&\quad + N(d, r, \sqrt{2\varepsilon} / \sqrt{d}, m, M) + 8d + 2d^2 + 9 \right) \\
\mathbb{L}(\tilde{\phi}_r^{(0)}) &= \mathcal{O} \left( \log(2d \max \{1, rG\} / \varepsilon) + \mathbb{L}(f) + \mathbb{L}(\phi_r^{(1)}) \right) \\
&= \mathcal{O} \left( \log(2d \max \{1, rG\} / \varepsilon) + L(d, r, \sqrt{2\varepsilon} / \sqrt{d}, m, M) + 5 \right)
\end{align*}

Finally, we define $\phi_r^{(0)}$ to be the network representing $\phi := \tilde{\phi}_r^{(0)} + m$. This is an addition of $\tilde{\phi}_r^{(0)}$ with a network of $4d$ parameters and depth 2. By the properties of neural network summation (Proposition B.2) and the properties of the “big-O” notation, the complexity of $\phi_r^{(0)}$ is given by
\begin{align*}
\mathcal{P}(\phi_r^{(0)}) &= d \left[ \mathcal{O} \left( \log(2d \max \{1, rG\} / \varepsilon) + L(d, r, \sqrt{2\varepsilon} / \sqrt{d}, m, M) + 5 \right) - 1 \right] \\
&\quad + \mathcal{O} \left( d \log(2d \max \{1, rG\} / \varepsilon) + d(L(d, r, \sqrt{2\varepsilon} / \sqrt{d}, m, M) - 1) \\
&\quad \quad + N(d, r, \sqrt{2\varepsilon} / \sqrt{d}, m, M) + 12d + 2d^2 + 9 \right) \\
&= \mathcal{O} \left( d \log(2d \max \{1, rG\} / \varepsilon) + N(d, r, \sqrt{2\varepsilon} / \sqrt{d}, m, M) + dL(d, r, \sqrt{2\varepsilon} / \sqrt{d}, m, M) + 2d^2 \right).
\end{align*}

The goal now is to show that $\phi$ fulfills the condition
\[ \| - \nabla V(x) - \phi(x) \|_{\ell_2} \leq c\varepsilon + G \| x \|_{\ell_2}, \quad x \in \mathbb{R}^d, \]
for some constant $c$ independent of $r$. We treat three cases separately. First, consider points $x$ inside the $\ell^1$-ball of radius $r$, i.e., $\|x\|_{\ell_1} \leq r$. In this case, we have
\begin{align*}
\| - \nabla V(x) - \phi_r^{(0)}(x) - mx \|_{\ell_2} &= \| - \nabla V(x) - \tilde{\phi}_r^{(0)}(x) - mx \|_{\ell_2} \\
&\leq \| - \nabla V(x) - f(x)\phi_r^{(1)}(x) - mx \|_{\ell_2} + \| f(x)\phi_r^{(1)}(x) - \tilde{\phi}_r^{(0)}(x) \|_{\ell_2} \\
&\leq \| - \nabla V(x) - f(x)\phi_r^{(1)}(x) - mx \|_{\ell_2} + \sqrt{d} \| f(x)\phi_r^{(1)}(x) - \tilde{\phi}_r^{(0)}(x) \|_{\ell_\infty} \\
&\leq \| - \nabla V(x) - f(x)\phi_r^{(1)}(x) - mx \|_{\ell_2} + \varepsilon \\
&= \| - \nabla V(x) - \phi_r^{(1)}(x) - mx \|_{\ell_2} + \varepsilon \\
&\leq \| - \nabla V(x) - \phi_r^{(2)}(x) - mx \|_{\ell_2} + \varepsilon \\
&= \| - \nabla V(x) - \phi_r^{(3)}(x) \|_{\ell_2} + \varepsilon \\
&\leq \varepsilon + \varepsilon \\
&\leq 2\varepsilon + G \| x \|_{\ell_2}.
\end{align*}
Next, let \( \|x\|_{\ell^1} \geq b \). In this case, we have
\[
\| - \nabla V(x) - \phi(x) \|_{\ell^2} = \| - \nabla V(x) - \tilde{\phi}_r^{(0)}(x) - mx \|_{\ell^2}
\leq \| - \nabla V(x) - f(x)\phi_r^{(1)}(x) - mx \|_{\ell^2} + \| f(x)\phi_r^{(1)}(x) - \tilde{\phi}_r^{(0)}(x) \|_{\ell^2}
\leq \| - \nabla V(x) - f(x)\phi_r^{(1)}(x) - mx \|_{\ell^2} + \sqrt{d}\| f(x)\phi_r^{(1)}(x) - \tilde{\phi}_r^{(0)}(x) \|_{\ell^\infty}
\leq \| - \nabla V(x) - f(x)\phi_r^{(1)}(x) - mx \|_{\ell^2} + \varepsilon
\leq \| - \nabla V(x) - 0 - mx \|_{\ell^2} + \varepsilon
= \| - \nabla V(x) - mx \|_{\ell^2} + \varepsilon
\leq G\|x\|_{\ell^2} + \varepsilon.
\]

Finally, let \( r \leq \|x\|_{\ell^1} \leq b \). We have not made a choice for \( b \) yet. Now (and in every line of the proof before), we let
\[
b = r + \frac{\varepsilon}{\max\{L_{\phi_r^{(1)}}, M\}},
\]
\[
\hat{x} = \frac{rx}{\|x\|_{\ell^1}}.
\]

Note that \( \|x - \hat{x}\|_{\ell^2} \leq b - r \). Then, we have
\[
\| - \nabla V(x) - \phi(x) \|_{\ell^2}
\leq \| - \nabla V(x) + \nabla V(\hat{x}) \|_{\ell^2} + \| - \nabla V(\hat{x}) - \phi(\hat{x}) \|_{\ell^2} + \|\phi(\hat{x}) - \phi(x)\|_{\ell^2}.
\]

We treat the terms of the triangle inequality separately. First, note that due to the Lipschitz continuity of \( \nabla V \) and the definition of \( \hat{b} \) we have
\[
\| - \nabla V(x) + \nabla V(\hat{x}) \|_{\ell^2} \leq M\|x - \hat{x}\|_{\ell^2} \leq \varepsilon.
\]

Consider next the second term. Since \( \hat{x} \) is an element of \( B_r^1(0) \) by construction, the approximation properties of the network guarantee that
\[
\| - \nabla V(\hat{x}) - \phi(\hat{x}) \|_{\ell^2} \leq 2\varepsilon,
\]
which follows from case 1. The remaining term captures the growth of the network on the “slope domain” between \( B_r^1(0) \) and \( B_b^1(0) \), and can be bounded by using the Lipschitz continuity of \( \phi_r^{(1)} \) and the definition of \( b \). We have
\[
\|\phi(\hat{x}) - \phi(x)\|_{\ell^2} = \|\tilde{\phi}_r^{(0)}(\hat{x}) + m\hat{x} - \hat{\phi}_r^{(0)}(x) - mx\|_{\ell^2}
\leq \|\phi_r^{(1)}(\hat{x}) + m\hat{x} - \left(1 - \frac{\|x\|_{\ell^1} - r}{b - r}\right)\phi_r^{(1)}(x) - mx\|_{\ell^2}
\leq \|\phi_r^{(1)}(\hat{x}) + m\hat{x} - \left(1 - \frac{\|x\|_{\ell^1} - r}{b - r}\right)\phi_r^{(1)}(x) - mx\|_{\ell^2}
\leq \|\phi_r^{(1)}(\hat{x}) + m\hat{x} - \left(1 - \frac{\|x\|_{\ell^1} - r}{b - r}\right)\phi_r^{(1)}(x) - mx\|_{\ell^2} + 2\varepsilon
\leq \|\phi_r^{(1)}(\hat{x}) + m\hat{x} - \left(1 - \frac{\|x\|_{\ell^1} - r}{b - r}\right)\phi_r^{(1)}(x)\|_{\ell^2} + \varepsilon
\leq \|\phi_r^{(1)}(\hat{x}) + m\hat{x} - \left(1 - \frac{\|x\|_{\ell^1} - r}{b - r}\right)\phi_r^{(1)}(x)\|_{\ell^2} + 3\varepsilon.
\]
Thus, we have traced back the error in $\phi$ back to an error in the network $\phi_r^{(1)}$. This, we can bound by

\[
\| \phi_r^{(1)}(x) - \left( 1 - \frac{\|x\|_b - r}{b - r} \right) \phi_r^{(1)}(x) \|_{\ell^2} \\
\leq \| \phi_r^{(1)}(x) - \phi_r^{(1)}(x) \|_{\ell^2} + \left( \frac{\|x\|_b - r}{b - r} \right) \| \phi_r^{(1)}(x) \|_{\ell^2} \\
\leq L_{\phi_r^{(1)}} \| x - \hat{x} \| + \| \phi_r^{(1)}(x) \|_{\ell^2} \\
\leq \varepsilon + \left( \| \phi_r^{(1)}(\hat{x}) \|_{\ell^2} + L_{\phi_r^{(1)}} \| x - \hat{x} \|_{\ell^2} \right) \\
\leq 2\varepsilon + \| -\nabla V(\hat{x}) - m\hat{x} - \phi_r^{(1)}(\hat{x}) \|_{\ell^2} + \| -\nabla V(\hat{x}) - m\hat{x} \|_{\ell^2} \\
\leq 3\varepsilon + G\|x\|_{\ell^2}.
\]

Putting all of these inequalities together, we finally obtain

\[
\| -\nabla V(x) - \phi(x) \|_{\ell^2} \leq 9\varepsilon + G\|x\|_{\ell^2},
\]
yielding the claim. \hfill \qed

**Proof of Theorem 7.3.** We assume without loss of generality that the unique minimizer of $V$ is given by $x^* = 0$ and hence $\nabla V(0) = 0$. For any $r > 0$ there exists by Proposition 7.2 a ReLU FCNN $\phi_r$ with $N$ parameters such that

\[
\| -\nabla V - R\phi_r \|_{L^\infty(B^2_r(0))} \leq \varepsilon/\sqrt{2d}, \\
\| -\nabla V(x) - R\phi_r(x) \|_{\ell^2} \leq 9\varepsilon/\sqrt{2d} + \sqrt{M^2 - m^2} \|x\|_{\ell^2}, \quad \forall x \in \mathbb{R}.
\]

Let $\Phi := \{ \phi_r \}_{k=0}^{K-1}$. Let $Y^\Phi: \Omega \times [0, K]\to \mathbb{R}^d$ be the stochastic process driven by $\Phi$, i.e.

\[
Y_t^\Phi = Y_0 + \int_0^t R\phi_{\tau}(s)(Y^\Phi_{\tau}(s)) \, ds + \sqrt{2W_t}.
\]

Let $G := \sqrt{M^2 - m^2}$. By Proposition 5.3, $Y^\Phi_{kh} \sim \mu_{kh}^{\Phi}$ is sub-Gaussian for all $k = 0, \ldots, K$ with variance proxy $\sigma_k^2$ bounded by

\[
\sigma_k^2 \leq \frac{2h}{1 - (c + hG)} + \frac{81h^2\varepsilon^2}{2d} + \sigma_0^2 = \frac{2}{m - \sqrt{M^2 - m^2}} + \frac{81h^2\varepsilon^2}{2d} + \sigma_0^2. \tag{A.48}
\]

Note that the right hand side is in $O(1)$ as $\varepsilon \to 0$, $d \to \infty$. In particular, we find for $\varepsilon \in (0, 1)$ and $d \geq 1$ that

\[
\sigma_k \leq \frac{2}{m - \sqrt{M^2 - m^2}} + \frac{81h^2\varepsilon^2}{2d} + \sigma_0^2 =: \sigma.
\]

Now, note that $\mu_{kh}^{\Phi}(\mathbb{R}^d \setminus B_r(0)) = \mathbb{P}(\|X\|_2 \geq r)$ and apply Proposition 2.7 to get $\mu_{kh}^{\Phi}(\mathbb{R}^d \setminus B^2_r(0)) \leq \exp \left( -\frac{r^2}{2d^2\sigma_k^2} \right)$. Hence, using the fact that for all $a, b \in \mathbb{R}$ it holds that $(a + b)^2 \leq 2(a^2 + b^2)$, we
have
\[
\| \nabla V - \mathcal{R} \phi_r \|_{L^2_{\mu_h}}(\mathbb{R}^d, \mathbb{R}^d) \\
= \int_{B_h(0)} \| - \nabla V(x) - \mathcal{R} \phi_r \|^2_{L^2_{\mu_h}}(x) + \int_{\mathbb{R}^d \setminus B_h(0)} \| - \nabla V(x) - \mathcal{R} \phi_r \|^2_{L^2_{\mu_h}}(x)
\]
\[
\leq \frac{\varepsilon^2}{2} + \frac{81 \varepsilon^2}{d} \mu_{kh}(\mathbb{R}^d \setminus B_h(0)) + \frac{9 \varepsilon}{\sqrt{2d}} + \frac{M^2 - m^2}{M^2 - m^2} \|x\|_2 \mu_{kh}(x)
\leq \frac{\varepsilon^2}{2} + \frac{81 \varepsilon^2}{d} + 2(M^2 - m^2) (2d^2 \sigma^2 + r^2) \exp \left(-\frac{r^2}{2d^2 \sigma^2}\right),
\]
where the layer cake representation (see Equation (A.26)) was used in the last inequality. Now, we use Remark A.12 with \(a = 2d^2 \sigma^2, b = 2(M^2 - m^2), c = 81 \varepsilon^2/d + 4(M^2 - m^2)d^2 \sigma^2\), to see that
\[
\left(\frac{81 \varepsilon^2}{d} + 2(M^2 - m^2)(2d^2 \sigma^2 + r^2)\right) \exp \left(-\frac{r^2}{2d^2 \sigma^2}\right) < \frac{\varepsilon^2}{2}
\]
is satisfied if
\[
r = \left[2d^2 \sigma^2 \ln \left(\frac{4(81 \varepsilon^2/d + 4(M^2 - m^2)d^2 \sigma^2) + 16 \cdot 4(M^2 - m^2)d^2 \sigma^2}{\varepsilon^4}\right)\right]^{\frac{1}{2}}. \tag{A.49}
\]
Hence, it holds for \(r\) as in (A.49) that
\[
\| - \nabla V - \mathcal{R} \phi_r \|_{L^2_{\mu_h}}(\mathbb{R}^d, \mathbb{R}^d) < \varepsilon
\]
Applying Theorem 4.1 for \(h < \frac{2}{mM}\) and \(\Phi = \{\phi_r\}_{k=1}^K\), we get
\[
\mathcal{W}_2(\mu_{\infty}, \mu_{kh}) \leq (1 - mh)^K \mathcal{W}_2(\mu_{\infty}, \mu_0) + \frac{7}{6} M \sqrt{h d} + \frac{1 - (1 - mh)^K}{m} \varepsilon.
\]
Finally, Proposition 3.3 guarantees the existence of a network \(\psi\) with number of parameters equal to the number of parameters of \(\phi_r\) such that for \(\Psi := \{\psi\}_{k=1}^K\) it holds that \(\mu_{kh}^\Psi = \mu^\Psi\), where \(\xi = (\xi_1, \ldots, \xi_K)\) and \(\mathcal{R} \Psi(Y_0, \xi) \sim \mu^\Psi\). Towards the asymptotic complexity of \(r\) for \(\varepsilon \to 0\) and \(d \to \infty\), note that
\[
\left[2d^2 \sigma^2 \ln \left(\frac{4(324 \varepsilon^2/d + 80(M^2 - m^2)d^2 \sigma^2)}{\varepsilon^4}\right)\right]^{\frac{1}{2}}
\leq \left[2d^2 \sigma^2 \ln \left(\frac{324 \varepsilon^2/d + 80(M^2 - m^2)d^2 \sigma^2)}{\varepsilon^4 d^2}\right)\right]^{\frac{1}{2}}
\leq \sqrt{2d} \sigma \left[\ln \left(\frac{324 + 80(M^2 - m^2)d^2 \sigma^2}{\varepsilon^4 d^2}\right)\right]^{\frac{1}{2}}
\leq \sqrt{2d} \sigma \left[\ln \left(\frac{324 + 80(M^2 - m^2)d^2 \sigma^2}{\varepsilon^4 d^2}\right)\right]^{\frac{1}{2}}
\leq O \left( d \ln \left(\frac{\varepsilon^4 d^2}{\varepsilon^4 d^2}\right)^{\frac{1}{2}} \right)
\leq O \left( d \left(1 + \ln \left(\frac{\varepsilon^4 d^2}{\varepsilon^4 d^2}\right)^{\frac{1}{2}} \right) \right).
\tag{A.50}
\]
This yields the claim. \(\square\)
B Standard Results for FCNNs

Proposition B.1 (Representation of the identity by ReLU neural networks). Let $\sigma$ be the ReLU activation function and $d \in \mathbb{N}$. Then, there exists a fully connected neural network $\phi$ with $P(\phi) = 4d$ and $L(\phi) = 1$ such that

$$R\phi = \text{Id}_{\mathbb{R}^d}.$$  

Proof. Let

$$A_0 := \left( \frac{I_d}{-I_d} \right) \in \mathbb{R}^{2d \times d},$$

$$b_0 := 0_{\mathbb{R}^{2d}},$$

$$A_1 := \left( I_d \begin{array}{c} \end{array} - I_d \right) \in \mathbb{R}^{d \times 2d},$$

$$b_1 := 0_{\mathbb{R}^d}.$$  

Then, define $\phi := ((A_0, b_0), (A_1, b_1))$. We have

$$R\phi(x) = A_1 \sigma(A_0 x + b_0) + b_1$$

$$= \left( I_d \begin{array}{c} \end{array} - I_d \right) \sigma \left( \frac{x}{-x} \right)$$

$$= \sigma(x) - \sigma(-x)$$

$$= x.$$  

$\square$

Proposition B.2 (Sum of neural networks [30, Lemma 2.17]). Let $\phi_1, \ldots, \phi_n$ be $n$ fully connected neural networks with $d$ inputs and $k$ outputs. Then, there exists a neural network $\psi$ such that

$$R\psi = \sum_{i=1}^n R\phi_i,$$

$$P(\psi) \leq \delta + \sum_{i=1}^n P(\phi_i),$$

$$L(\psi) = \max_{i=1 \ldots n} L(\phi_i),$$

where $\delta := \min(d, k)(\max_i L(\phi_i) - \min_i L(\phi_i))$.

Proposition B.3 (Representation of the Euclidean 1-norm). There exists a fully connected neural network $\phi$ with $d$ inputs and 1 output such that

$$R\phi(x) = \|x\|_1$$

and

$$P(\phi) = 4d$$

$$L(\phi) = 1$$
Proof. Let

\[
A_0 := \left( \frac{I_d}{-I_d} \right) \in \mathbb{R}^{2d \times d},
\]

\[
b_0 := 0_{\mathbb{R}^{2d}},
\]

\[
A_1 := (1, \ldots, 1) \in \mathbb{R}^{1 \times 2d},
\]

\[
b_1 := 0.
\]

Then, define \( \phi := ((A_0, b_0), (A_1, b_1)) \). We have

\[
\mathcal{R} \phi(x) = A_1 \sigma(A_0 x + b_0) + b_1
\]

\[
= (1, \ldots, 1) \cdot \sigma \left( \frac{x}{-x} \right)
\]

\[
= \sum_{k=1}^{d} (\sigma(x_k) + \sigma(-x_k))
\]

\[
= \sum_{k=1}^{d} |x_k|
\]

\[
= \|x\|_{\ell_1}
\]

\[
\square
\]

**Proposition B.4** (Approximation of the indicator function on \( B_r(0) \)). Let \( \delta > 0 \). Then, there exists a fully connected neural network \( \tilde{\phi} \) with \( d \) inputs and 1 output such that

\[
\mathcal{R} \tilde{\phi}(x) = \begin{cases} 
1 & \text{if } x \in B_r(0) \\
\frac{r + \|x\|_{\ell_1} - \delta}{\delta} & \text{if } x \in B_r(0) \cap B_{r+\delta}(0) \\
0 & \text{otherwise}
\end{cases}
\]

and

\[
\mathcal{P} \tilde{\phi} = 4d + 7
\]

\[
\mathcal{L} \tilde{\phi} = 3
\]

Proof. By Proposition B.3, if

\[
A_0 := \left( \frac{I_d}{-I_d} \right) \in \mathbb{R}^{2d \times d},
\]

\[
b_0 := 0_{\mathbb{R}^{2d}},
\]

\[
A_1 := (1, \ldots, 1) \in \mathbb{R}^{1 \times 2d},
\]

\[
b_1 := 0.
\]

then the fully connected neural network \( \tilde{\phi} := ((A_0, b_0), (A_1, b_1)) \) satisfies \( \mathcal{R} \tilde{\phi} = \| \cdot \|_{\ell_1} \). Let

\[
A_2 := \left( \frac{1}{1} \right) \in \mathbb{R}^{2 \times 1},
\]

\[
b_2 := \left( \frac{-r}{-(r + \delta)} \right) \in \mathbb{R}^2,
\]

\[
A_3 := -\frac{1}{\delta}(1, -1) \in \mathbb{R}^{1 \times 2},
\]

\[
b_3 := 1.
\]
Then, define \( \phi := ((A_0, b_0), (A_1, b_1), (A_2, b_2), (A_3, b_3)) \). We have

\[
\mathcal{R}\phi(x) = A_3 \sigma(A_2 \|x\|_\ell^1 + b_2) + b_3 \\
= A_3 \sigma(A_2 \|x\|_\ell^1 + b_2) + b_3 \\
= -\frac{1}{\delta} (1, -1) \cdot \sigma \left( \frac{\|x\|_\ell^1 - r}{\|x\|_\ell^1 - r} \right) + 1 \\
= -\sigma(\|x\|_\ell^1 - r) - \sigma(\|x\|_\ell^1 - (r + \delta)) + 1
\]

Lemma B.5 ([63, Proposition 3]). For \( M > 0 \) and \( \epsilon \in (0, 1) \) there is a ReLU network \( \phi_{\text{mult}} \) with \( \mathcal{R}\phi : \mathbb{R}^2 \to \mathbb{R} \) such that

1. \( |\mathcal{R}\phi_{\text{mult}}(x, y) - xy| \leq \epsilon \) for all \( x, y \in [-M, M] \)
2. \( \mathcal{R}\phi_{\text{mult}}(x, y) = 0 \), if \( x = 0 \) or \( y = 0 \)
3. \( \mathbb{L}(\phi_{\text{mult}}), \mathbb{P}(\phi_{\text{mult}}) \in \mathcal{O}(\log(1/\epsilon) + \log(M)) \)

**Proposition B.6** (Element-wise multiplication of neural networks). Let \( \epsilon > 0 \). Then there exists a fully connected neural network \( \phi \) such that

\[
\|xy - \mathcal{R}\phi((x, y))\|_{\ell^1} \leq \epsilon
\]

where \( x \in [A_1, B_1] \) and \( y \in [A_2, B_2]^d \), and \( \phi \) satisfies

\[
\mathbb{P}(\phi) = \mathcal{O}(d \log(dr/\epsilon)) \\
\mathbb{L}(\phi) = \mathcal{O}(\log(dr/\epsilon))
\]

where \( t = \min(A_1, A_2) \) and \( r = \max((B_1 - t), (B_2 - t)) \).

**Proof.** Let \( \tilde{x} = ((A_0, b_0), \ldots, (A_L, b_L)) \) Lemma B.5 be a fully connected neural network which satisfies, for all \( \alpha \in [A_1, B_1] \) and \( \beta \in [A_2, B_2] \),

\[
|\mathcal{R}\tilde{x}(\alpha, \beta) - \alpha\beta| \leq \frac{\epsilon}{d}
\]

**Construction of a neural network that can extract** \((x, y_j)\) **Let** \( j \in \{1, \ldots, d\} \) **and** \( z := (x, y) \in \mathbb{R}^{d+1} \). **Let**

\[
\Gamma_j := E_{1,1} + E_{2,j+1} \in \mathbb{R}^{2 \times (d+1)} \\
\tilde{A}_0^j := \left( \begin{array}{c} \Gamma_j \\ -\Gamma_j \end{array} \right) \in \mathbb{R}^{4 \times (d+1)}, \\
\tilde{b}_0^j := 0_{\mathbb{R}^4}, \\
\tilde{A}_1^j := \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} \in \mathbb{R}^{2 \times 4}, \\
\tilde{b}_1^j := 0_{\mathbb{R}^2}.
\]
where $E_{m,n} = e_m^T e_n$ is zero everywhere except in $(m, n)$ where it is equal to 1. Let $\tilde{\phi}_j := ((A_0^j, b_0^j), (A_1^j, b_1^j))$. We have $\mathcal{P}(\tilde{\phi}_j) = 8$ and $\mathbb{L}(\tilde{\phi}_j) = 1$. Then,

$$
\mathcal{R}\tilde{\phi}_j(z) = \tilde{A}_j \sigma(\tilde{A}_0^j z + \tilde{b}_0^j) + \tilde{b}_1^j
$$

$$
= \begin{pmatrix} 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \end{pmatrix} \begin{pmatrix} \sigma(x) \\ \sigma(y_j) \\ \sigma(-x) \\ \sigma(-y_j) \end{pmatrix}
$$

$$
= \begin{pmatrix} \sigma(x) - \sigma(-x) \\ \sigma(y_j) - \sigma(-y_j) \end{pmatrix}
$$

$$
= \begin{pmatrix} x \\ y_j \end{pmatrix}
$$

**Construction of a neural network that can approximate $xy_j$** By concatenating $\tilde{\phi}_j$ and $\tilde{x}$ [47, Definition 2.2], there exists a neural network $\phi_j := ((A_0^j, b_0^j), (A_1^j, b_1^j), (A_2^j, b_2^j), \ldots, (A_L^j, b_L^j))$ which satisfies $\mathcal{R}\phi_j = \mathcal{R}\tilde{x} \circ \mathcal{R}\tilde{\phi}_j$, $\mathcal{P}(\phi_j) \leq 2(8 + \mathcal{P}(\tilde{x}))$ and $\mathbb{L}(\phi_j) = \mathbb{L}(\tilde{x}) + 1$. And so, for $z = (x, y_j) \in [A_1, B_1] \times [A_2, B_2]$,

$$
|\mathcal{R}\phi_j(x, y) - xy_j| = |\mathcal{R}\tilde{x}(x, y_j) - xy_j| \leq \varepsilon/d
$$

**Parallelization of $\phi_j$** By parallelizing the $(\phi_j)_{j=1}^d$ [47, Definition 2.7], there exists a neural network $\phi$ which satisfies

$$
\mathcal{R}\phi = (\mathcal{R}\phi_1, \ldots, \mathcal{R}\phi_d)
$$

$$
\mathcal{P}(\phi) = \sum_{j=1}^d \mathcal{P}(\phi_j)
$$

$$
= 2d(8 + \mathcal{P}(\tilde{x}))
$$

$$
\mathbb{L}(\phi) = \mathbb{L}(\tilde{x}) + 1
$$

Finally, for $x \in [A_1, B_1]$ and $y \in [A_2, B_2]^d$,

$$
\|xy - \mathcal{R}\phi((x, y))\|_{\ell_1} = \sum_{j=1}^d |\mathcal{R}\phi_j((x, y_j)) - xy_j| \leq \varepsilon.
$$
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