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Poisson approximation of fixed-degree nodes in weighted
random connection models

Christian Hirsch, Benedikt Jahnel, Sanjoy Kumar Jhawar, Péter Juhász

Abstract

We present a process-level Poisson-approximation result for the degree-k vertices in a high-
density weighted random connection model with preferential-attachment kernel in the unit volume.
Our main focus lies on the impact of the left tails of the weight distribution for which we establish
general criteria based on their small-weight quantiles. To illustrate that our conditions are broadly
applicable, we verify them for weight distributions with polynomial and stretched exponential left
tails. The proofs rest on truncation arguments and a recently established quantitative Poisson
approximation result for functionals of Poisson point processes.

1 Introduction

Spatial random networks are found in a wide variety of applications ranging from social networks over
materials science to telecommunication systems [7, 9]. In particular, in the context of such networks,
it is essential to estimate the probability that we observe extreme realizations of the key network
characteristics, and to understand the reasons leading to such extreme behavior. This need motivates
the extension of the classical findings from extreme-value theory to the context of spatial random
networks.

A seminal paper in this context is [12] which studies the asymptotic behavior of the number of degree-k
nodes in the inhomogeneous random connection model (RCM). More precisely, the main result of [12]
states that the number of degree-k nodes converges to a Poisson distribution under a suitable scaling
of the connectivity threshold in the connection function.

While the extensions of Stein’s method developed in [12] are highly interesting from a mathematical
point of view, it is not always easily applicable in practice. The reason is that the RCM can only produce
light-tailed degree distributions, whereas many real-world networks exhibit heavy tails. In order to
overcome this limitation, [8] extended the results to the scale-free RCM introduced in [2, 3]. These
networks produce heavy-tailed degree distributions by endowing the vertices with suitable weights
that strongly influence their ability to connect to other vertices.

While the scale-free RCM comes with many parameters, it is an important finding in [8] that most of
them influence the connectivity threshold only through multiplication by a constant. This could point
to a potential weakness of the scale-free RCM since, depending on the application, we would expect
also a wide variety of extreme-value scalings.

In this paper, we resolve this potential misconception by showing that, indeed, scale-free RCMs can
give rise to a wide variety of different extreme-value scalings. We stress that these findings do not
contradict the results in [8], since we also allow for the variation of the left tail of the weight distribution.
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Christian Hirsch et al. 2

Due to its importance for the degree distribution, the majority of the existing literature focuses exclu-
sively on studying the effects of the right tail. However, one of the core findings of our work is that, for
the extreme-value behavior of the number of degree-k nodes, it is the left tail of the weight distribution
that is of crucial importance.

While this may be surprising at first sight, it is not entirely unexpected. Indeed, our analysis shows
that the most likely reason for seeing a constant order of isolated nodes is that these nodes have an
extremely small weight, making it easier for these nodes to be isolated. On the other hand, it is the
left tail that determines how difficult it is for a node to have extremely small weight. Hence, by allowing
modification to the left tail of the distribution of the weights, we can observe a variety of different
extreme-value behaviors.

Let us illustrate these findings through simulations set up with a constant order of isolated nodes. In
the left panel of Figure 1, we consider a typical realization of an isolated node (red) in a weighted RCM
of intensity 1000, whose weight distribution has a power-law left tail of tail index 2. The horizontal axis
corresponds to the positions of the nodes, whereas the vertical axis shows their weights. Edges are
not shown. Loosely speaking, we see that most of the network looks like a typical realization of a
Poisson point process. However, the weight of the red node at the origin is atypically small, making
it easy to avoid connections. Our main result makes this intuition precise by providing a quantitative
prediction for how small the weight of the origin must be in order to see a constant order of isolated
nodes. In the right panel of Figure 1, we show a log-log plot of the weight of a typical isolated node
against the point-process intensity. The plot is approximately linear with slope −0.4682, and thus
close to our theoretical prediction −1/2.
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Figure 1: Realization of an isolated node (red) in a weighted RCM with intensity 1,000 and weight
distribution with power-law left tails of tail index 2 (left). Log-log plot of the weight of a typical isolated
point against varying point-process intensities (right).

The main contribution of our paper can be summarized as follows.

1 While the results in [8, 12] tentatively indicate that the rare-event behavior of the degree-k nodes
is not strongly affected by the parameters, we show that, in fact, a wide variety of extreme-value
scalings can be obtained. This is achieved by modifying the left tail of the weight distribution. As
specific examples, we consider the case where the left tail is of power-law or of Fréchet type.

2 Our results go beyond the scale-free RCM and consider the weighted RCM (WRCM) introduced
in [4, 5, 6, 10]. WRCMs specify a kernel function and therefore allow to consider models of
spatial preferential attachment.

DOI 10.20347/WIAS.PREPRINT.3057 Berlin 2023



Poisson approximation in weighted RCMs 3

3 In contrast to [8, 12], we not only look at the number of degree-k nodes, but also on their
spatial distribution. In other words, we prove convergence of the degree-k nodes to a Poisson
point process. This is accomplished through the application of a recently developed functional
Poisson-approximation result from [1].

The rest of the manuscript is organized as follows. In Section 2, we recall the definition of the WRCM
and state Theorem 2.2 as our main result on the Poisson approximation of the degree-k nodes.
Loosely speaking, the precise rare-event behavior is encoded in a characterizing equation that promi-
nently involves the weight distribution. Next, in Section 3, we illustrate that the conditions on the weight
distribution are meaningful as they cover a wide range of natural models. Finally, in Section 4, we
present the proofs of the above results.

2 The inhomogeneous random connection model and main re-
sults

We now recall from [4, 6] the precise definition of the kernel-based spatial random networks that are
the object of our study. We denote by S = [0, 1]d the d-dimensional unit cube with d > 1. We consider
henceforth a random graph with vertex set given by a homogeneous Poisson point process Ps on Rd

with intensity s > 0. Independently to each x ∈ Ps, we associate a random weight Wx drawn from
a distribution with cumulative distribution function F (w) := FW (w) = P(W ≤ w) on (0,∞). The
probability that there is an edge between any two vertices x, y ∈ Ps is a function of their distance and
their weights Wx and Wy, i.e.,

ps(x,Wx; y,Wy) := ϕ
(
|B|x−y|(o)|/(vsκ(Wx,Wy))

)
, (1)

where vs is the scaling factor depending on the intensity, |B|x−y|(o)| is the volume of the centered
Euclidean ball with radius |x − y|, and κ and ϕ are the kernel and the profile function of the model
that are specified as follows. As kernel, we consider the preferential-attachment kernel from [4, 6], i.e.,

κ(w1, w2) = (w1 ∧ w2)(w1 ∨ w2)a

for some a > 0. The profile function is a non-negative function ϕ : [0,∞) → [0, 1] satisfying the
normalization condition

∫∞
0
ϕ(r)dr = 1, and regularly varying at infinity with tail index α > 1.

We assume that 1 − F is also regularly varying at infinity with tail index β > aα, in particular,
µaα <∞ with µr := E[W r]. The resulting random graph is denoted by G(Ps, vs). We highlight that
the parameter svs has a natural interpretation in terms of the network model. Indeed, as we will see in
Application 4.4 in Section 4, svs is the order of the expected number of neighbors of a typical network
node.

We are interested in the spatial distribution of nodes with a given degree, i.e.,

ξs := ξs,k :=
∑

x∈Ps∩[0,1]d

1{deg(x) = k in G(Ps, vs)}δx. (2)

Note that deg(x) is the number of all points connected to x, including those that lie outside of the
unit cube [0, 1]d. In order to specify the scaling vs, we first consider Ds := Ds,k := ξs,k([0, 1]d), the
number of degree-k vertices in G(Ps, vs) that are contained in [0, 1]d. We identify the correct scaling
for vs,k such that E[Ds,k] is constant. For this, let us introduce the decomposition

h(w) := wµ+(w) + waµ−(w) := wE
[
1{W > w}W a

]
+ waE

[
1{W < w}W

]
, (3)
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of h(w) = E[κ(w, ·)] and consider the scaling vs defined as the largest solution of the equation

k! = sE[(svs,kh(W ))k exp(−svs,kh(W ))], (SCG)

for k > 0. We note that such a solution must exist at least for all sufficiently large s. Indeed, take for
example vs,k = c/s, then Equation (SCG) can be rewritten as s = k!/E[(ch(W ))k exp(−ch(W ))],
where the right-hand side tends to infinity for c ↑ ∞. The following result establishes the correct
scaling, with its proof presented in Section 4.

Lemma 2.1 (Expected typical degree). Let us fix k ≥ 0 and consider the random graph G(Ps, vs,k)
with the connection function ps of the form (1) and scaling parameter vs,k as defined by (SCG). Then,

E[Ds,k] = 1. (4)

While the definition of vs,k is indirect, in Section 3, we illustrate that the order of vs,k can be computed
for given natural choices of the weight distribution as a function of the intensity s. The value of the
parameter vs,k has important implications for the network topology as it reveals the order of the ex-
pected number of neighbors of a typical node, svs,k. More precisely, we will see that, for polynomial
tails, svs,k is of polynomial order, while for stretched exponential tails, it is of polylogarithmic order.
This reflects the intuition that for polynomial tails, it is more likely that low-weight nodes appear, which
means that even for relatively large values of svs,k, it is reasonably likely that a low-weight node is
isolated. For stretched exponential tails, it is less likely to create low-weight nodes, which means that
even for smaller values of svs,k, it is unlikely that a low-weight node is isolated. These observations
are to be contrasted with the finding from [8] that for a lower-bounded weight distribution, svs,k is of a
much smaller, namely, logarithmic order.

Having established the convergence of the expected degree counts in Lemma 2.1, in Theorem 2.2
below, we prove the convergence of the degree distribution itself in the sense of a Poisson point
process approximation result. Note that this result is only valid under certain assumptions on the
distributions of the weights W , which we now collect. These assumptions are rather technical but are
a key component of the approximation arguments in our proof. In Section 3, we illustrate how to verify
these assumptions and present examples for weight distributions exhibiting a variety of left tails.

A central role in our proof is played by the 1/(2s)-quantile of the weight distribution, which we denote
by ws. That is, F (ws) = 1/(2s). The importance of this quantity stems from the intuition that it is
a first indication for the typical weight of an isolated node in [0, 1]d. Indeed, nodes of weights much
smaller than ws are unlikely to appear in [0, 1]d, whereas nodes of weights much larger than ws are
unlikely to be isolated. We stress that the precise interpretation of much smaller and much larger may
depend on the tail distribution. This is one of the main reasons why the following assumptions are
rather technical. Let δ := (α− 1)/2. Our assumptions require that, for some K > 0 and η ∈ (0, 1),

A.1 lim infs↑∞ svs,kw
η
s/ log(s) =∞,

A.2 lim sups↑∞ log(s)w
−(K+1)(1−η)
s F (wηs ) = 0 and

A.3 lim sups↑∞ log(s)w
(Kδ−1)(1−η)
s = 0.

In order to present our main result, let ζ denote a Poisson point process with intensity Leb(dx) :=
1{x ∈ [0, 1]d}dx and let

dKR(ξ, ξ′) := sup{|E[h(ξ)]− E[h(ξ′)]| : h ∈ LIP}
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Poisson approximation in weighted RCMs 5

denote the Kantorovich–Rubinstein distance between the distributions of the two processes ξ and ξ′.
Here LIP is the class of measurable 1-Lipschitz functions with respect to the total variation distance
on the space of finite point configurations on [0, 1]d.

Theorem 2.2 (Poisson approximation). Let us fix k ≥ 0 and consider the random graph G(Ps, vs,k)
with the connection function ps of the form (1) and the scaling parameter vs,k as defined by (SCG).
Then,

lim
s↑∞

dKR(ξs,k, ζ) = 0. (5)

We note that Theorem 2.2 is the analog of [8, Theorem 3.2] for the case where the weight distribution
has positive mass arbitrarily close to 0. More precisely, we note that in [8], the connection probability
is given by

1− exp
(
− ηrαsWxWy/|x− y|α

)
for some parameters η, rs, α. Hence, this can be written as ϕ

(
|B|x−y|(o)|/(vs,kκ(W ′

x,W
′
y))
)
, where

vs,k := rds , W ′
x := W

d/α
x , the parameter a = 1 in the kernel κ and

ϕ(r) := 1− exp
(
− η|B1(o)|α/dr−α/d

)
.

We also note that in [12], a straightforward extension of the arguments for the degree-k vertices also
yields the Poisson approximation for size-k components. However, in our setting, the introduction of
the weights makes the analysis of the size-k components substantially more involved. Indeed, such
an analysis would rely on a highly delicate configurational analysis of the weights in such components.
These weights need to be small enough to ensure that there are no connection to outside nodes, while
simultaneously they need to be large enough to ensure the connectivity between the nodes in the
component. While such an analysis is not entirely out of range, it would require additional constraints
on the weight distribution as well as a substantially more refined analysis. Hence, to give a focused
presentation of the main ideas, we refrain from carrying out such an analysis here.

Moreover, as mentioned in the introduction, the main tool of the proof is a recently developed functional
Poisson-approximation result from [1, Theorem 4.1]. Here, we note that [1] also gives a functional
Poisson-approximation result for the nearest-neighbor radii. However, this result heavily relies on the
specific form of the isolation probability for the standard random geometric graph on a Poisson point
process. In particular, such a result does not extend easily to the present setting, where the isolation
probability depends in a complicated way both on the weights and on the profile function.

Finally, we note that, while [1, Theorem 4.1] provides a rate of convergence, we refrain from stating
such rates here. This is because the complexity of our model forces us to make approximations at
several instances that are presumably suboptimal. Hence, while it would be possible to extract specific
convergence rates from our proof, they would be far from optimal as well. Since a streamlined proof
without tracking the rates is substantially more accessible, we decided to present the proof in this
form.

3 Examples

The goal of this section is to provide examples for the weight distributions and show that they fulfill the
Assumptions A.1, A.2, A.3 listed in Section 2. In Sections 3.1 and 3.2, we discuss examples for weight
distributions with polynomial and stretched exponential left tails, respectively.
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Christian Hirsch et al. 6

Let us start by stating some apriori estimates of our parameters. Let σs := σs,k := svs,k and recall
the definitions in (3).

Lemma 3.1. It holds that

1 µ−(w) 6 wF (w),

2 wa(1− F (w)) 6 µ+(w) 6 µa,

3 limw↓0 µ+(w) = µa,

4 limw↓0 h(w)/w = µa, and

5 σs,kws ∈ O(log s).

Proof. The first three statements are immediate. For the fourth statement, as w ↓ 0, we can bound
the fraction of the two terms of h(w) as

lim
w↓0

waµ− (w)

wµ+(w)
6 lim

w↓0
wa

F (w)

µa
= 0.

For the fifth statement, let c′ > 0 be such that µ−(c′) > 0. Then, introducing indicators for the events
W < ws and ws 6 W we can bound for some constant c > 0,

1 = sE
[ 1

k!
(σsh(W ))k exp(−σsh(W ))

]
6 1/2 + sE

[ 1

k!
(σsh(W ))k exp(−σsh(W ))1{W > ws}

]
6 1/2 + csE

[
exp(−σsh(W )/2)1{ws < W < c}

]
6 1/2 + cs exp(−σswsµ−(c′)),

where we also used that sup{xk exp(−x/2) : x > 0} < ∞. Hence, σswsµ−(c′) 6 2 log(2cs),
and thus the result follows.

The starting point of the computations in this section is the Equation (SCG). We use that lims↑∞ σs =
∞. This is so because the expectation in (SCG) must be zero in the limit so that the left-hand side
of (SCG) is constant.

3.1 Polynomial left tails

First, we consider the setting with polynomial left tails, where we assume that

F (w) = pwρ for p, ρ > 0 and for all w 6 b for some b > 0.

Note that the 1/(2s)-quantile ws of the weight distribution is given by

P(W 6 ws) = 1/(2s) ⇐⇒ pwρs = 1/(2s) ⇐⇒ ws = (2ps)−1/ρ .

Let us first establish the scaling of σs.

DOI 10.20347/WIAS.PREPRINT.3057 Berlin 2023
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Lemma 3.2 (σs-scaling for polynomial left tails). Let k ≥ 0 and let vs be as defined in (SCG). Then

lim
s↑∞

σρs
s

=
pρ

k!µρa
Γ (k + ρ) .

Proof. Let 0 < ε < b. Then, using (SCG), we have that

lim
s↑∞

σρs
s

= lim
s↑∞

σρs
k!

E
[(
σsh(W )

)k
exp

(
− σsh(W )

)]
= lim

s↑∞

σρs
k!

(
E
[(
σsh(W )

)k
exp

(
− σsh(W )

)
1
{
W 6 ε

}]
+ E

[(
σsh(W )

)k
exp

(
− σsh(W )

)
1
{
W > ε

}])
,

where the second term decays exponentially fast in σs since h(W ) > 0 whenever W > ε. Thus, we
keep only the case when W 6 ε, which leads to

lim
s↑∞

σρs
s

= lim
s↑∞

σρs
k!

E
[(
σsh(W )

)k
exp

(
− σsh(W )

)
1
{
W 6 ε

}]
.

Note that, for w 6 b, the weight distribution has the density f(w) = pρwρ−1. Since ε ↓ 0, we can
use that limw↓0 h(w)/w = µa. We use Lemma 3.1 to see that

lim
s↑∞

σρs
s

= lim
ε↓0

lim
s↑∞

σρ+k
s pρµka
k!

∫ ε

0

wk+ρ−1 exp
(
− σsµaw(1 + oε(1))

)
dw.

Finally, substituting u := σsµaw we have that

lim
s↑∞

σρs
s

= lim
ε↓0

lim
s↑∞

pρ

k!µρa

∫ σsεµa

0

uk+ρ−1 exp
(
− u(1 + oε(1)

)
du =

p ρ

k!µρa
Γ
(
k + ρ

)
,

as asserted.

After having shown Lemma 3.2, we verify Assumptions A.1– A.3. First, we deal with Assumption A.1.
As ws = (2ps)−1/ρ, we have that

lim inf
s↑∞

σs(2ps)
−η/ρ

log(s)
= lim inf

s↑∞

(2ps)−η/ρ

log(s)

(
spρ

k!µρa
Γ (k + ρ)

)1/ρ

= lim inf
s↑∞

(
p1−ηρΓ (k + ρ)

2ηk!µρa

)1/ρ
s(1−η)/ρ

log(s)
=∞,

where in the second step we used Lemma 3.2.

Now, we chooseK := 2/δ and subsequently η sufficiently close to 1 such that (K+1)(1−η)/ρ < η,
or, equivalently,

(1 +K)/ρ

1 + (1 +K)/ρ
< η < 1.

We now turn our attention to Assumption A.2. Note that F (wηs ) = pwη ρs = p/(2ps)η. Therefore,

lim sup
s↑∞

log(s)w−(K+1)(1−η)
s F (wηs ) = lim sup

s↑∞
log(s) (2ps)(K+1)(1−η)/ρ p

(2ps)η

= p lim sup
s↑∞

log(s) (2ps)(K+1)(1−η)/ρ−η = 0,

DOI 10.20347/WIAS.PREPRINT.3057 Berlin 2023
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where we used that the exponent is negative for the chosen η. Thus, Assumption A.2 is satisfied.

Finally, for Assumption A.3 we have that

lim sup
s↑∞

log(s)w(Kδ−1)(1−η)
s = lim sup

s↑∞
log(s)(2sp)−(Kδ−1)(1−η)/ρ = 0,

as the exponent is negative by the choice of K .

3.2 Stretched exponential left tails

Now, we consider stretched-exponential left tails. That is,

F (w) := p exp(−w−ρ) for p, ρ > 0 and for all w 6 b for some b > 0.

Note that the 1/(2s)-quantile ws of the weight distribution is given by

P(W 6 ws) = 1/(2s) ⇐⇒ p exp
(
−w−ρs

)
= 1/(2s) ⇐⇒ ws = log (2ps)−1/ρ .

The main work of this subsection is to identify the σs-scaling.

Lemma 3.3 (σs-scaling for stretched exponential left tails). Let vs be as defined in (SCG). Then for
k > 0,

0 < lim inf
s↑∞

σs
log(s)1+1/ρ

6 lim sup
s↑∞

σs
log(s)1+1/ρ

<∞. (6)

Since the proof of Lemma 3.3 is rather technical, we first explain how to verify Assumptions A.1– A.3.
For this, let η = 1/2 and fix K > (2ρ+ 1)/δ.

First, we examine Assumption A.1. As ws = log(2ps)−1/ρ, using Lemma 3.3, for some M > 0,

lim inf
s↑∞

svsw
η
s

log(s)
= lim inf

s↑∞

σs log(2ps)−η/ρ

log(s)
> lim

s↑∞

1

M
log(s)−η/ρ−1 log(s)1+1/ρ =∞

where we applied that lims↑∞ log(s)/ log(2ps) = 1.

Let us consider Assumption A.2. As

F (wηs ) = p exp
(
−w−ρ ηs

)
= p exp

(
− log (2ps)1/2 ),

we have that

lim sup
s↑∞

log(s)w−(K+1)(1−η)
s F (wηs ) = lim

s↑∞
log(s) log (2ps)(K+1)/(2ρ) p exp

(
− log (2ps)1/2 )

= p lim
s↑∞

log(s)1+(K+1)/(2ρ) exp
(
− log(s)1/2

)
,

Noting that log(log(s)1+(K+1)/2ρ) ∈ o(log(s)1/2), independently of the value ofK , we conclude that

lim sup
s↑∞

log(s)w−(K+1)(1−η)
s F (wηs ) = p lim sup

s↑∞
exp

(
− log (s)1/2 ) = 0.

Thus, the Assumption A.2 holds.
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Poisson approximation in weighted RCMs 9

Similarly, we can see that Assumption A.3 is satisfied since for our choice of K ,

lim sup
s↑∞

log(s)w(Kδ−1)(1−η)
s = lim

s↑∞
log(s) log (2ps)−(Kδ−1)/(2ρ) = 0.

Now, we prove Lemma 3.3. In the proof, we use the Landau notation f � g for f ∈ O(g) and
g ∈ O(f).

Proof of Lemma 3.3. To prove (6) for general k > 0, we show a lower and upper bound of the value
of σs from (SCG). Let us introduce the following notations,

σ−s := M−1 log(s)1+1/ρ and σ+
s := M log(s)1+1/ρ,

for a suitable M > 0 chosen below.

Our goal is to show that for some M > 0 and all sufficiently large s, the largest solution σs of (SCG)
lies in σ−s < σs < σ+

s . For a fixed intensity s, Figure 2 shows the right-hand side

L(s, σ) := sE[(σ h(W ))k exp(−σ h(W ))]

of (SCG) as a function of σ compared to its left hand side k!.

0 σ−s
σs σ+

s

k!

step 1 step 2

goal

σs

L(s, σ)

Figure 2: The right-hand side L(s, σ) of (SCG) as a function of σ in three intervals. In the first step
of the proof, we show that L(s, σ−s ) > k! for large s. The second step proves that if s is large and
σ > σ+

s , then L(s, σ) < k!. Finally, we use the intermediate-value theorem to show that the largest
solution of (SCG) must lie in the third interval.

To prove the lemma, we use two steps.

1 First, we show that lims↑∞ L(s, σ−s ) =∞.

2 Next, we will see that lims↑∞ supσ>σ+
s
L(s, σ) = 0.

These two steps conclude the proof. Indeed, we note that lims↑∞ L(s, σ−s ) > k! (Step 1), while also
lims↑∞ supσ>σ+

s
L(s, σ) < k! (Step 2). As L(s, σ) is a continuous function of σ, the intermediate-

value theorem leads to the conclusion that for large s, there is at least one solution of Equation (SCG)
if σ−s < σ < σ+

s . It also follows from Step 2 that we cannot have a solution if σ > σ+. Thus, the
largest solution σs must exist and lie in σ−s < σs < σ+

s , thus proving the lemma.
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Step 1. Let us first assume that σ = σ−s . Then, for every K > 0,

L(s, σ−s ) = sE
[(
σ−s h(W )

)k
e−σ

−
s h(W )

]
> sE

[
1
{
σ−s h(W ) > 1, W 6 K ws

}
e−σ

−
s h(W )

]
.

We choose K and M large enough such that K−ρ + 2M−1Kµa < 1. Since ws ↓ 0 as s ↑ ∞,
independently of the chosen K in the indicator function, we use again that limw↓0 h(w)/w = µa
from part 3 of Lemma 3.1 to see that

lim
s↑∞

L(s, σ−s ) > lim
s↑∞

sE
[

exp
(
− 2σ−s W µa

)
1
{

2/(σ−s µa) 6 W 6 K ws
}]

> lim
s↑∞

s exp
(
− 2σ−s K ws µa

)
P
(
2/(σ−s µa) 6 W 6 K ws

)
.

We can simplify the above exponential by using the specific form of σ−s and ws, which leads to

exp
(
− 2σ−s K ws µa

)
= exp

(
− 2K µa log(s)1+1/ρ log(2ps)−1/ρ/M

)
= s−2M−1K µa ,

where we also used that lims↑∞ log(s)/ log(2ps) = 1. We can determine the probability for large s
as

P
(
(σ−s µa)

−1 6 W 6 K ws
)
>
(
P
(
W 6 K ws

)
− P

(
W 6 K ws/2

))
�
(
p
(
2ps
)−K−ρ

− p
(
2ps
)−(K/2)−ρ) � s−K

−ρ
.

Thus, using these results, we deduce that

lim
s↑∞

L(s, σ−s ) > lim
s↑∞

s1−K−ρ−2M−1Kµa =∞,

since our choice of K ensures K−ρ + 2M−1Kµa < 1.

Step 2. Here, we have that

lim sup
s↑∞

sup
σ>σ+

s

L(s, σ) = lim sup
s↑∞

sup
σ>σ+

s

sE
[(
σ h(W )

)k
exp

(
− σh(W )

)]
6 lim sup

s↑∞
sup
σ>σ+

s

sE
[
C exp

(
− σh(W )/2

)]
6 C lim sup

s↑∞
sE
[

exp
(
− σ++

s h(W )
)]
,

where C := (2k)k exp(−k) and where σ++
s := σ+

s /2. Now, fixing K > 0 with K−ρ > 2 we
calculate the upper bound

lim
s↑∞

sE
[
e−σ

++
s h(W )

]
6 lim inf

s↑∞

(
sE
[
exp

(
−σ++

s h(W )
)
1 {K ws 6 W 6 b}

]
+sP (W 6∈ [K ws, b])

)
,

where the choice of K implies that the second term is negligible. Moreover, for w ∈ [K ws, b], we
have h(w) > wµ+(b) and therefore, since ws = log(2ps)−1/ρ, choosing M > 4/(Kµ+(b)) gives
that

E
[
exp

(
−σ++

s h(W )
)
1 {K ws 6 W 6 b}

]
6 exp

(
−σ++

s K ws µ+(b)
)
∈ o(s−2).

We obtain that lims↑∞ sE[e−σ
++
s h(W )] = 0, as asserted.
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4 Proofs

In order to apply the result [1, Theorem 4.1], it is convenient to express the examined scale-free
network via iid marked Poisson point processes. More precisely, we define

ξ[ω; v] :=
∑
x∈ω

gk(x, ω; v)δx (7)

for locally finite ω in the suitable space Ω = Rd × [0,∞) × [0, 1]Z>0 . Here gk(x, ω; v) denotes
the indicator that the node x is in [0, 1]d and has degree k in the graph G(ω; v). We consider ξs =

ξ[P̃s; vs] where P̃s is a Poisson point process on Ω with intensity measure Ks(dx) = sdx⊗ PW ⊗
Leb

⊗Z>0

[0,1] . Based on the marks, we draw an edge between any two points x = (x,Wx, Tx) and

y = (y,Wy, Ty) with Wx < Wy if T (i)
y < ps(x,Wx, y,Wy), where i > 0 is chosen such that

x is the i-th closest point to y within P̃s. In words, similarly as in [12], we encode the randomness
associated to the existence of an edge (conditioned on the positions x, y and weights Wx,Wy of
the endpoints) into an additional iid marking of the points, where the decision is made by the vertex
with larger mark. The measure Leb

⊗Z>0

[0,1] then guarantees that any edge in the complete graph has an
independent choice, using the fact that with probability one no two points have the same distance.

Now, we can start to break down the proof of our main theorem into two key steps, namely, an approx-
imation step and then the Poisson-convergence proof for the approximating process. As mentioned
above, to employ [1, Theorem 4.1], we need to control certain bounding terms. However, due to the
long-range correlations in the spatial random network, it is difficult to directly apply this result. More-
over, they are also not easily expressible in the usual framework of stopping sets from [1]. Therefore,
we work with suitable truncations in the weight space and the spatial domain. Note that the degree of
x is determined only by edges between x and points with larger marks, and the mark of x is smaller
than c. Thus, we consider the truncated point count

ĝck(x, ω; v) := gk(x, ω ∩ Ω>Wx ; v)1{Wx < c},

where Ω>Wx = Rd × [Wx,∞)× [0, 1]Z>0 . To spatially localize the edge count, let us introduce

ḡV,ck (x, ω; v) = ĝck(x, ω ∩ ΩV (x); v),

where ΩV (x) = B(V/νd)1/d(x)×[0,∞)×[0, 1]Z. Here νd = |B1(o)| and hence, the ballB(V/νd)1/d(x)

with radius V/νd centered at x has volume V . We write ΩV
>a(x) = ΩV (x) ∩ Ω>a and consider the

random variable
ξ̄Vo,ws := ξ̄Vo,ws [P̃s; vs] :=

∑
x∈P̃s

ḡvsWxVo,w
k (x, P̃s; vs)δx,

where, we fix the cut-off Vo(s) = w
K(η−1)
s for η ∈ (0, 1) andK > 0 satisfying the Assumptions A.1–

A.3. The proof of Theorem 2.2 is a direct consequence of the following two statements.

Proposition 4.1 (Truncations are negligible). We have that lim sups↑∞ dKR(ξs, ξ̄
Vo(s),w

η
s

s ) = 0.

Proposition 4.2 (Poisson approximation). We have that lim sups↑∞ dKR(ξ̄
Vo(s),w

η
s

s , ζ) = 0.

Before presenting the proofs of Propositions 4.1 and 4.2 in Sections 4.2 and 4.3, respectively, let us
collect some supporting results that will be used multiple times later.
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4.1 Supporting results

A key property of the considered model is that the expected typical degree conditioned on the typical
weightWo can be expressed in closed form. This is the content of the following auxiliary result from [3,
Lemma 4.1]. To make our presentation self-contained, we reproduce here the short proof. We define
an f -weighted degree of a marked vertex x as

degf (x) :=
∑

y∈P̃s : y↔x

f(|B|x−y|(o)|,Wx,Wy).

In particular, by choosing f as a suitable indicator, we can filter only those neighbors of x satisfying a
desired property. To ease notation, we set

f ∗(wo, w) :=

∫ ∞
0

f(uvsκ(wo, w), wo, w)ϕ(u)du, wo, w > 0.

Lemma 4.3 (Expected typical degree). It holds that

E[degf (o)|Wo] = svsWoE
[
1{W > Wo}W af ∗(Wo,W ) | Wo

]
+ svsW

a
o E
[
1{W 6 Wo}Wf ∗(Wo,W ) | Wo

]
.

Before proving Lemma 4.3, we discuss how to simplify it for specific choices of f . Recall that

h(Wo) = Woµ+(Wo)+W
a
o µ−(Wo) = WoE

[
1{W > Wo}W a | Wo

]
+W a

o E
[
1{W < Wo}W | Wo

]
.

Application 4.4 (Degree of a typical vertex). For f ≡ 1, we have that f ∗(wo, w) = 1 and hence,

E[degf (o) | Wo] = svsWoE
[
1{W > Wo}W a | Wo

]
+ svsW

a
o E
[
1{W 6 Wo}W | Wo

]
= svsE[κ(Wo,W ) | Wo] = svsWoµ+(Wo) + svsW

a
o µ−(Wo)

Application 4.5 (Out-degree of a typical vertex). For f(u,wo, w) = 1{w > wo}, we have that
f ∗(wo, w) = 1{w > wo} and hence,

E[degf (o) | Wo] = svsh(Wo) = svsWoµ+(Wo).

Application 4.6 (Finite-range truncation). For f(u,wo, w) = 1{u > Vovswo, w > wo}, we have
that f ∗(wo, w) = 1{w > wo}

∫
Vo/Wa ϕ(u)du and hence,

E[degf (o) | Wo] = svsWoE
[
1{W > Wo}W a

∫ ∞
Vo/Wa

ϕ(u)du
∣∣∣Wo

]
.

We further bound the expression in Application 4.6 using that ϕ and fW are assumed to be regularly
varying with suitable indices.

Lemma 4.7.

E
[
1{W > Wo}W a

∫ ∞
Vo/Wa

ϕ(u)du
∣∣∣Wo

]
∈ O(V (1−α)/2

o ).

Proof. We first consider the simple case where a = 0. Then, Karamata’s theorem [13, Theorem 0.6]
implies that for large Vo we have thatE[degf (o) | Wo] 6 c1vsWoVoϕ(Vo), for some constant c1 > 0.

Again, by the regular variation of ϕ, for all sufficiently large Vo, we have that ϕ(Vo) 6 c2V
−α+(α−1)/2
o .
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For a > 0, we distinguish between the cases, where Vo 6 MW a and where Vo > MW a, for some
large M > 0. This allows us to bound the integral with respect to the function ϕ, and we obtain that

E
[
W a

∫ ∞
Vo/Wa

ϕ(u)du
]
6 µ+((Vo/M)1/a) + c3 Vo E

[
1{(Vo/M)1/a > W}ϕ(Vo/W

a)
]
,

for some constant c3 > 0. Now, the regular variation of ϕ implies that for a suitable c4 > 0 we have∫ (Vo/M)1/a

0

ϕ(Vo/w
a)P(dw) 6 c4 V

−α+ε
o

∫ (Vo/M)1/a

0

waα P(dw) 6 c4 µaαV
−α+(α−1)/2
o ,

where we also used that regularly varying functions can be bounded by polynomials with a slightly
weaker exponent, see [13, Proposition 0.8]. On the other hand, since 1− F is also regularly varying,
for all sufficiently large Vo and for some suitable constants c5, c6 > 0,

µ+((Vo/M)1/a) =

∫ ∞
(Vo/M)1/a

wa P(dw)

=
Vo
M

(1− F
(
(Vo/M)1/a

)
+ a

∫ ∞
(Vo/M)1/a

ra−1(1− F (r))dr

6 c5 V
1−(β−a(α−1)/2)/a
o ,

where again used [13, Theorem 0.6 and Proposition 0.8]. Now, since β > aα we see that 1 − (β −
a(α− 1)/2)/a < (1− α)/2, which finishes the proof.

After having discussed these specific applications, we now turn to the proof of Lemma 4.3.

Proof of Lemma 4.3. First, by the Mecke formula [11, Theorem 4.1],

E[degf (o) | Wo] = s

∫
Rd

E
[
f(|B|x|(o)|,Wo,Wx)ps(o,Wo;x,Wx) | Wo

]
dx.

Now, switching to spherical coordinates, substituting u := v/(vs κ(Wo,W )), and applying Fubini’s
theorem yield

E[degf (o) | Wo] =

∫ ∞
0

E
[
f(v,Wo,W )ϕ(v/(vsκ(Wo,W )) | Wo

]
dv

= vs

∫ ∞
0

E
[
κ(Wo,W )f(uvsκ(Wo,W ),Wo,W )ϕ(u) | Wo

]
du.

= vsWoE
[
1{W > Wo}W a

∫ ∞
0

f(uvsWoW
a,Wo,W )ϕ(u)du

∣∣∣Wo

]
+ vsW

a
o E
[
1{W 6 Wo}W

∫ ∞
0

f(uvsW
a
oW,Wo,W )ϕ(u)du

∣∣∣Wo

]
,

as asserted.

As an immediate application of the above discussion, we can prove Lemma 2.1.
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Proof of Lemma 2.1. By the Mecke formula and reparametrization, we have

E[Ds] = E
[ ∑
x∈P̃s

1{deg(x) = k in G(P̃s, vs)}
]

= sP
(
deg(o) = k in G(P̃s, vs)

)
= sE

[ 1

k!

(
svsh(Wo)

)k
e−svsh(Wo)

∣∣∣Wo

]
= 1,

where we also used that deg(o) is a Poisson random variable with parameter

E[deg(o) | Wo] = s

∫
Rd

E
[
ps(o,Wo;x,Wx) | Wx

]
dx = svsh(Wo).

This finishes the proof.

4.2 Proof of Proposition 4.1

Proof of Proposition 4.1 Part 1: Mark approximation. We perform the proof in three steps.

Step 1. Before performing the main mark approximation, we neglect the largest marks. For this, let

ξcs =
∑
x∈P̃s

gck(x, P̃s; vs)δx,

where gck(x, P̃s; vs) := gk(x, P̃s; vs)1{Wx < c} and c is such that µ−(c) > 0. Then, using that ξs
and ξcs are defined on the same probability space, Markov’s inequality and the Mecke theorem,

dKR(ξs, ξ
c
s) 6 E[dTV(ξs, ξ

c
s)] = E[(ξs − ξcs)([0, 1]d)] 6 sE

[
ψc(s) | Wo

]
,

whereψc(s) := 1{Wo > c, deg(o) = k in G(P̃s, vs)}. Then, sE[ψc(s) | Wo] = E[f cs (Wo)1{Wo >
c} | Wo], with,

f cs (Wo) :=
s

k!

(
svsh(Wo)

)k
exp(−svsh(Wo)) 6 Cks exp(−svsh(Wo)/2),

where we used that sup{xk exp(−x/2) : x > 0} <∞. Now we can further bound,

s exp(−svsh(Wo)/2)1{Wo > c} 6 s exp(−svscaµ−(c)/2) = s exp
(
− svswηscs/2

)
,

with cs = caµ−(c)/wηs . Note that lims↑∞ cs ≥ 2 since ws ↓ 0 and, invoking Assumption A.1,
svsw

η
s > 2 log s for all sufficiently large s. Hence, for s sufficiently large,

s exp(−svscaµ−(c)/2) 6 s exp(−2 log s)→ 0.

Step 2. Following the same initial arguments as in Step 1, we now remove marks Wo > wηs . More
precisely, we then have that dKR(ξcs, ξ

wηs
s ) 6 E

[
fs(Wo)1{wηs 6 Wo < c} | Wo

]
, where

fs(Wo) :=
s

k!

(
svsh(Wo)

)k
exp(−svsh(Wo)) 6 Cks exp(−svsh(Wo)/2).
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Now, we bound slightly differently. For large values of s,

s exp(−svsh(Wo)/2)1{wηs 6 Wo < c} 6 s exp(−svswηsµ+(c)).

Again, using Assumption A.1, the right-hand side tends to zero as s ↑ ∞.

Step 3: We now come to the main mark-approximation step. We may bound, as above,

dKR(ξw
η
s

s , ξ̂w
η
s

s ) 6 sE
[
ψ(s) | Wo

]
,

where ξ̂w
η
s

s =
∑

x∈P̃s ĝ
wηs
k (x, P̃s; vs)δx and ψ(s) = ψ1(s)1{Wo < wηs}+ ψ2(s)1{Wo < wηs} with

ψ1(s) := 1{deg(o) = k in G(P̃>Wo
s , vs)}1{deg(o) > 0 in G(P̃<Wo

s , vs)}
ψ2(s) := 1{deg(o) = k in G(P̃s, vs)}1{deg(o) > 0 in G(P̃<Wo

s , vs)}.

Here, P̃>Wo
s denotes the Poisson point process P̃s restricted to points with marks > Wo. In words,

ψ(s) bounds the indicators of the two events that ξ̂w
η
s

s contains a point not contained in ξw
η
s

s and vice
versa.

Using the fact that P̃s is an independent superposition of P̃>Wo
s and P̃<Wo

s , we can use the Mecke
formula to write sE

[
ψ1(s)1{Wo < wηs} | Wo

]
= E

[
f 1
s (Wo)1{Wo < wηs} | Wo

]
, with

f 1
s (Wo) :=

s

k!

(
svsWoµ+(Wo)

)k
exp(−svsWoµ+(Wo))

(
1− exp(−svsW a

o µ−(Wo))
)
.

Now, under the event {Wo < wηs}, we have that svsW a
o µ−(Wo) 6 svsw

(a+1)η
s F (wηs ) ∈ o(1),

by Assumption A.2. Indeed, invoking Lemma 3.1, it suffices to argue that log(s)w
(a+1)η−1
s F (wηs ) ∈

o(1). But this is the case since w(a+1)η−1
s 6 w

−(1−η)
s . Hence,

E[f 1
s (Wo)|Wo] 6 exp(svsw

(a+1)η
s F (wηs ))

(
1− exp(−svsw(a+1)η

s F (wηs ))
)
→ 0.

For the second term ψ2, we write sE
[
ψ2(s)1{Wo < wηs} | Wo

]
= E

[
f 2
s (Wo)1{Wo < wηs} | Wo

]
,

with

f 2
s (Wo) := s

k∑
l=1

1

l!

(
svsW

a
o µ−(Wo)

)l
exp(−svsW a

o µ−(Wo))

1

(k − l)!
(svsWoµ+(Wo))

k−l exp(−svsWoµ+(Wo))

=
s

k!

(
svsh(Wo)

)k
exp(−svsh(Wo))

k∑
l=1

(
k

l

)(
W a
o µ−(Wo)

h(Wo)

)l(
Woµ+(Wo)

h(Wo)

)k−l
.

Again, invoking (SCG), it suffices to show that

k∑
l=1

(
k

l

)(
W a
o µ−(Wo)

h(Wo)

)l(
Woµ+(Wo)

h(Wo)

)k−l
= 1−

(
Woµ+(Wo)

h(Wo)

)k
tends to zero by Part 4 of Lemma 3.1.
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Proof of Proposition 4.1 Part 2: Reach approximation. We again invoke the Markov inequality and the
Slivnyak–Mecke formula to estimate,

dKR(ξ̂w
η
s

s , ξ̄Vo(s),w
η
s

s ) 6 sE
[
ψ′(s) | Wo

]
,

where ψ′ = ψ′11{Wo < wηs}+ ψ′21{Wo < wηs} with Es := B(vsWoVo(s)/νd)1/d(o) and

ψ′1(s) := 1{deg(o) = k in G(P̃>Wo
s ∩ Es, vs)}1{deg(o) > 0 in G(P̃>Wo

s ∩ Ec
s, vs)}

ψ′2(s) := 1{deg(o) = k in G(P̃>Wo
s , vs)}1{deg(o) > 0 in G(P̃>Wo

s ∩ Ec
s, vs)}

Recall that we set Vo(s) = w
K(η−1)
s for η ∈ (0, 1) and K > 0 and hence lims↑∞ Vo(s) =∞. Note

that, conditioned on Wo, the Poisson point processes P̃>Wo
s ∩ Es and P̃>Wo

s ∩ Ec
s are independent

and thus, sE
[
ψ′1(s) | Wo

]
= E

[
f ′1s (Wo)1{Wo < wηs} | Wo

]
with

f ′1s (Wo) :=
s

k!

(
svsWoµ̄+(Wo, Vo(s))

)k
exp(−svsWoµ̄+(Wo, Vo(s)))×(

1− exp(−svsWoµ̄−(Wo, Vo(s))
)

where we used the notation

µ̄+(Wo, Vo) := E
[
1{W > Wo}W a

∫
1{u 6 Vo/W

a}ϕ(u)du | Wo

]
and

µ̄−(Wo, Vo) := E
[
1{W > Wo}W a

∫
1{u > Vo/W

a}ϕ(u)du | Wo

]
.

As before, we use the first part of f ′1s to compensate for the coefficient s and the second part to
achieve the convergence to zero. With δ = (α − 1)/2 and noting that Woµ̄+(Wo, Vo(s)) 6 h(Wo)
we have

f ′1s (Wo) 6
s

k!

(
svsh(Wo)

)k
exp(−svsh(Wo)) exp

(
svsw

η
s

(
cwK(1−η)δ

s + waηs F (wηs )
))

×
(

1− exp
(
− csvswη+K(1−η)δ

s

))
,

where we used that, employing Lemmas 3.1 and 4.7,

h(Wo)−Woµ̄+(Wo, Vo) = Woµ̄−(Wo, Vo) +W a
o µ−(Wo) 6 cWoV

−δ
o +W a+1

o F (Wo).

Arguing as in the third step of the mark-approximation proof above, by Assumptions A.2, we have that
exp(svsw

(a+1)η
s F (wηs )))→ 1, and hence, using (SCG),

E[f ′1s (Wo) | Wo] 6 C exp
(
− csvswη+K(1−η)δ

s

)(
1− exp

(
− csvswη+K(1−η)δ

s

))
.

In order to see that svsw
η+K(1−η)δ
s ∈ o(1), we invoke again Part 3 of Lemma 3.1 and Assumption A.3

to see that for some c′ > 0,

svsw
η+K(1−η)δ
s 6 c′ log(s)wη+K(1−η)δ−1

s → 0.

For ψ′2, we can argue similarly to the second error term in Step 3 of the proof of the mark approxima-
tion. More precisely, we have sE

[
ψ′2(s)1{Wo < wηs} | Wo

]
= E

[
f ′2s (Wo)1{Wo < wηs} | Wo

]
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with f ′2s (Wo) defined as

s
k∑
l=1

1

l!

(
svsWoµ̄−(Wo, Vo(s))

)l
exp(−svsWoµ̄−(Wo, Vo(s)))×

1

(k − l)!
(
svsWoµ̄+(Wo, Vo(s))

)k−l(
1− exp(−svsWoµ̄+(Wo, Vo(s))

)
=

s

k!

(
svsWoµ+(Wo)

)k
e−svsWoµ+(Wo)

k∑
l=1

(
k

l

)(
µ̄−(Wo, Vo(s))

µ+(Wo)

)l(
µ̄+(Wo, Vo(s))

µ+(Wo)

)k−l
6
Cs

k!

(
svsh(Wo)

)k
e−svsh(Wo)esvsw

(a+1)η
o F (wηs )

[
1−

(
µ̄+(Wo, Vo(s))

µ+(Wo)

)k ]
.

Again, using (SCG) and Assumption A.2, it suffices to show that, under the event Wo < wηs ,

µ̄−(Wo, Vo(s))

µ̄+(Wo, Vo(s))
6

E
[
W a

∫∞
Vo(s)/Wa ϕ(u)du

]
E
[
W a1{W > wηs}

∫∞
Vo(s)/Wa ϕ(u)du

] ∈ o(1).

This is true since, first for the numerator, for all u, we have E[W a
1{W a > Vo(s)/u}] 6 µa and

lims↑∞ E[W a
1{W a > Vo(s)/u}] = 0 and thus, using dominated convergence,

lim
s↑∞

E
[
W a

∫ ∞
Vo(s)/Wa

ϕ(u)du
]

=

∫ ∞
0

ϕ(u)E
[
W a

1{W a > Vo(s)/u}
]
du = 0.

On the other hand, for the denominator, for all u, we haveE
[
W a

1{W > wηs}1{W a 6 Vo(s)/u}
]
6

µa and lims↑∞ E
[
W a

1{W > wηs}1{W a 6 Vo(s)/u}
]

= µa and thus, again by dominated con-
vergence,

lim
s↑∞

E
[
W a

∫ ∞
Vo(s)/Wa

ϕ(u)du
]

=

∫ ∞
0

ϕ(u)E
[
W a

1{W a > Vo(s)/u}
]
du = µa.

This finishes the proof.

4.3 Proof of Proposition 4.2

To prove Proposition 4.2, we employ [1, Theorem 4.1]. To express the considered functional in the
framework of [1, Theorem 4.1], we first introduce additional notation. To each point x we associate
a deterministic compact set SV (x) from which the score function of interest can be computed with
high probability. In addition to SV (x), [1, Theorem 4.1] also allows for the use of a more refined
localization set S(x, ω), which may be random in general. In the present setting, we do not need this
additional flexibility since, at the beginning of Section 4, we have already implemented a truncation
step. Therefore, we set S(x, ω) := SV (x) := B(vsWxV/νd)1/d(x), to be the ball of volume vsWxV
around x.

Then, [1, Theorem 4.1] bounds the KR-distance between the process of interest and a Poisson point
process by a sum of four quantities. The first of them is the total variation between the correspond-
ing intensity measures. The remaining three quantities, denoted by E1, E2, E3 concern higher-order
deviations. Note that, since we choose S(x, ω) = SV (x), the E1 term is identically 0. Hence, we
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formally state three remaining separate auxiliary results, Lemmas 4.8–4.11 below. The proofs follow
afterwards.

We begin with the intensity measures. By the homogeneity of the approximations, the intensity mea-

sure Ls(dx) of ξ̄Vo(s),w
η
s

s has the constant Lebesgue density
∫

Ω
E[ḡ

Vo(s),w
η
s

k (x, P̃s)]Ks(dx), where

ḡ
Vo(s),w

η
s

k ≡ ḡ
vsWxVo(s),w

η
s

k for brevity.

Lemma 4.8 (Convergence of intensity measures). We have that

lim
s↑∞

dTV(Ls,Leb) = 0. (8)

As described above, the following statement is immediate.

Lemma 4.9 (Convergence of E1). We have that

lim
s↑∞

∫
Ω

E
[
1
{
S(x, P̃s) 6⊆ SVo(s)(x)

}
ḡ
Vo(s),w

η
s

k (x, P̃s)
]
Ks(dx) = 0. (9)

Here are the remaining requirements.

Lemma 4.10 (Convergence of E2). We have that

lim
s↑∞

∫
Ω2

1{SVo(s)(x) ∩ SVo(s)(z) 6= ∅}E[ḡ
Vo(s),w

η
s

k (x, P̃s)]E[ḡ
Vo(s),w

η
s

k (z, P̃s)]Ks(dz)Ks(dx) = 0.

(10)

Lemma 4.11 (Convergence of E3). We have that

lim
s↑∞

∫
Ω2

1{SVo(s)(x) ∩ SVo(s)(z) 6= ∅}×

E[ḡ
Vo(s),w

η
s

k (x, P̃s ∪ {z})ḡVo(s),w
η
s

k (z, P̃s ∪ {x})]Ks(dz)Ks(dx) = 0.

(11)

Proof of Lemma 4.8. First note that

dTV(Ls,Leb) 6
∣∣∣ ∫

Ω

E[ḡ
Vo(s),w

η
s

k (x, P̃s)]Ks(dx)− 1
∣∣∣

6
∫

Ω

E[|ḡVo(s),w
η
s

k (x, P̃s)− gk(x, P̃s)|]Ks(dx)

6 sE[|ḡVo(s),w
η
s

k (o, P̃s)− gk(o, P̃s)| | Wo],

where we used Lemma 2.1 and the Mecke formula. Step-by-step reintroducing the mark- and reach
approximations, we see that

sEo[|ḡVo(s),w
η
s

k (o, P̃s)− gk(o, P̃s)|] 6 sEo[ψc(s) + ψ(s) + ψ′(s)],

where the right-hand-side tends to zero as s tends to infinity using the exact same arguments as in
the proof of Proposition 4.1.

Proof of Lemma 4.10. By symmetry, we can insert 21{Wz > Wx}. Then, under this event,
1{SVo(s)(x) ∩ SVo(s)(z) 6= ∅} 6 1{x ∈ B2(vsVo(s)Wz/νd)1/d(z)} and hence, also using that
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Wz 6 wηs and translation invariance, the integral on the left-hand side of (10) is bounded from above
by

2dvsw
η
sVo(s)E[sḡ

Vo(s),w
η
s

k (o, P̃s)]2,

where lims↑∞ E[sḡ
Vo(s),w

η
s

k (o, P̃s)] = 1 by Lemma 4.8. Hence, using 1 6 2sF (wηs ) and Part 3 of
Lemma 3.1 we have for some c > 0,

vsw
η−K(1−η)
s 6 c log(s)w−(K+1)(1−η)

s F (wηs ),

which by Assumption A.2 tends to zero as s ↑ ∞.

Proof of Lemma 4.11. Again, by symmetry, we may insert the indicator of the event 1{Wz 6 Wx}, to
obtain 1{SVo(s)(x)∩SVo(s)(z) 6= ∅} 6 1{x ∈ B2(vsVo(s)Wx/νd)1/d(z)}. The important observation

is that ḡVo(s),w
η
s

k (x, P̃s ∪{z}) only takes into account nodes with weight exceeding Wx and therefore
the point z can be neglected. As Wz 6 wηs , the integral in the left-hand side of (11) is bounded above
by

2F (wηs )

∫
Ω2

1{SVo(s)(x) ∩ SVo(s)(z) 6= ∅}E[ḡ
Vo(s),w

η
s

k (x, P̃s)]Ks(dz)Ks(dx)

6 2F (wηs )

∫
Ω2

1{x ∈ B2(vsVo(s)w
η
s )1/d(z)}E[ḡ

Vo(s),w
η
s

k (x, P̃s)]Ks(dz)Ks(dx)

6 4svsw
η
sVo(s)F (wηs )E[sḡ

Vo(s),w
η
s

k (o, P̃s)],

where lims↑∞ E[sḡ
Vo(s),w

η
s

k (o, P̃s)] = 1 by Lemma 4.8. For this, invoking again Part 3 of Lemma 3.1,
we have for some c > 0

svsw
η−K(1−η)
s F (wηs ) 6 c log(s)w−(K+1)(1−η)

s F (wηs )

which by Assumption A.2 tends to 0 as s ↑ ∞.
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