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Kernel mirror prox and RKHS gradient flow for mixed functional
Nash equilibrium

Pavel Dvurechensky, Jia-die Zhu

Abstract

The theoretical analysis of machine learning algorithms, such as deep generative modeling,
motivates multiple recent works on the Mixed Nash Equilibrium (MNE) problem. Different from
MNE, this paper formulates the Mixed Functional Nash Equilibrium (MFNE), which replaces
one of the measure optimization problems with optimization over a class of dual functions, e.g.,
the reproducing kernel Hilbert space (RKHS) in the case of Mixed Kernel Nash Equilibrium
(MKNE). We show that our MFNE and MKNE framework form the backbones that govern several
existing machine learning algorithms, such as implicit generative models, distributionally robust
optimization (DRO), and Wasserstein barycenters. To model the infinite-dimensional continuous-
limit optimization dynamics, we propose the Interacting Wasserstein-Kernel Gradient Flow, which
includes the RKHS flow that is much less common than the Wasserstein gradient flow but enjoys a
much simpler convexity structure. Time-discretizing this gradient flow, we propose a primal-dual
kernel mirror prox algorithm, which alternates between a dual step in the RKHS, and a primal step
in the space of probability measures. We then provide the first unified convergence analysis of our
algorithm for this class of MKNE problems, which establishes a convergence rate of O(1/N) in the
deterministic case and O(l/\/N) in the stochastic case. As a case study, we apply our analysis
to DRO, providing the first primal-dual convergence analysis for DRO with probability-metric
constraints.

1 Introduction

Training state-of-the-art large-scale machine learning models typically requires stochastic optimization
with non-convex objective functions, which has achieved great empirical success. However, its reliability
and computational complexity must also be theoretically analyzed and understood. For example, the
potential of deep generative models is remarkable in numerous machine learning applications such as
image generation [21], reinforcement learning [24], and molecular dynamics [39]. However, training
generative models effectively has been a challenging topic for machine learning research that attracts
both empirical and theoretical research interests.

State-of-the-art theoretical analysis of generative models formulates the training process as finding
a mixed Nash Equilibrium (MNE) in a two-player zero-sum game [25, [15, 52| [51]. The MNE problem
seeks the solution, i.e., MNE of the saddle-point optimization problem

inf sup F
Jnf, sup (w,v), )

where F'(11, V) is a bi-variate objective function(al) of the probability measures 1, v.

In machine learning, there exists a commonly-used alternative paradigm to directly optimizing the
measures, such as in the MNE (T). This paradigm exploits the duality between probability measure
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space M and a dual functional space F, i.e., instead of optimizing w.r.t. a measure, we solve the
functional optimization problem

inf £(f). (2)

feF
Such methods often leverage scalable learning models such as reproducing kernel Hilbert spaces
and deep neural networks for parameterizing and manipulating the dual functions, instead of directly
searching in the space of probability distributions as in (1). Such dual functional approaches have
witnessed success in many domains of machine learning research, e.g., generative modeling [40,
5, 123l 28] computing optimal transport [20], distributionally robust optimization [54], Wasserstein
barycenters [31], 50, [29]. However, optimization over those functional spaces, e.g., RKHSs or DNNs, is
inherently an infinite dimensional problem, whose convergence analysis does not directly follow from
the finite-dimensional setting.

As an concrete application of our functional optimization framework, we formulate the Mixed Functional
Nash Equilibrium (MFNE), whose inner optimization is an optimization problem over a set F of functions

inf sup F
jnf sup (1, £), (3)

which, like the MNE, is a special case of the infinite-dimensional pure NE problem. MFNE has
appeared in several cutting-edge algorithms in ML research, which we discuss in detail in Section[2.1] In
such cases of saddle-point optimization problems, a unified convergence analysis for those applications
to the primal-dual setting is still missing. To fill this gap, this paper provides the convergence analysis
for optimization problems that move in a functional space.

Centered around the MFNE (3), this paper makes the following technical contributions:

1 We model the infinite-dimensional continuous-time optimization dynamics of the general func-
tional optimization problem (2) as RKHS gradient flows. Despite its simple structure, the RKHS
gradient flow is less explored in machine learning but enjoys simpler structures and straight-
forward convexity instead of (generalized) geodesic convexity needed for optimization in the
Wasserstein space.

2 As a non-trivial application, we model the MFNE as an Interacting Wasserstein-Kernel
Gradient Flow (19)-(14), , which couples the now-well-known Wasserstein gradient flow and an
RKHS gradient flow. We show that the time-discretization of this interacting gradient flow results
in a discrete-time primal-dual kernel mirror prox algorithm for solving MFNE (3).

3 The techniques of optimizing dual (to probability measures) functions using modern learning
models, such as RKHSs and DNNs, have been applied in many recent works. However, a unified
convergence analysis is still missing. This paper provides a unified convergence analysis for
functional optimization problems in the context of MFNE (3), with a convergence rate O(+-) via a
primal-dual kernel mirror prox algorithm. To the best of our knowledge, it is the first analysis with
the kernel mirror prox steps in the dual functional space, which differs from the typical mean-field
analysis of measure optimization.

4 As a case study, we apply our analysis to distributionally robust optimization (DRO) to establish
a convergence rate via primal-dual stochastic kernel mirror prox in the case of maximum mean
discrepancy ambiguity sets. To the best of our knowledge, this is the first primal-dual continuous
optimization guarantee for DRO.

5 Last but not least, the unification perspective of a few learning tasks, provided by MFNE and
MKNE, highlights our Kernel Mirror Prox as a general-purpose functional optimization algo-
rithm for optimizing over probability measures in the dual space, with theoretical convergence
guarantee. This is similar to general-purpose algorithms such as Langevin Monte-Carlo, Stein
variational gradient descent.
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2 Preliminaries

Notation We use M = Prob(Q) to denote the space of probability measures defined on the closure
of a closed bounded convex domain €2 C RY. We say that (3) is convex-concave if the inner problem
is concave maximization and the outer problem is convex minimization. The convexity notion, if not
otherwise specified, refers to the regular convexity notion (defined in (13)). For PDE gradient flows,
the states are functions of both time and space, for example, u(t, ). When there is no ambiguity, we
write u(t) := u(t, -) to denote the function at evolutionary time ¢. If not otherwise specified, proofs are
deferred to the appendix.

2.1 Duality of metrics on probability measures

One reason behind the ubiquity of the functional optimization problem (2) and MFNE (3) in machine
learning problems is that common probability metrics admit a dual characterization. For example, the
optimal transport distance [45, 2], e.g., p-Wasserstein metric 1V,,, can be characterized in the dual
space via the dual Kantorovich problem

OT(u,v) = sup /wl dp + /wg dv (4)
P1,2
s.t. 1/)1 ) + ¢2( < C({L’ y) VI, Yy, a.c. (5)

which is an infinite-dimensional optimization problem with an infinite constraint. Bounded continuous
functions v; are referred to as the Kantorovich potential functions. ¢(z, y) is the transport cost function
associated with the transport. In the machine learning literature, researchers have explored this dual
formulation by directly parameterizing the Kantorovich potential, e.g., using RKHS functions [20] or
ICNNs [31], 28].

Another commonly used metric is the integral probability metric (IPM), which is defined via the weak
norm formulation
IPM(p, v —sup/fd —v)
feF
One particular choice of the test function family is the RKHS-norm-ball 7 = {f : || f|| < 1}, which
yields the kernel maximum mean discrepancy (MMD) [22]. F = {f : Lip (f) < 1} recovers the
type-1 (Kantorovich) Wasserstein metric.

Those basic duality results characterize the relationship of the underlying geometry of the learning
problem and the variational problem that optimizes w.r.t. functions, such as the IPM test functions and
the Kantorovich potentials in OT. This has been exploited in several fields in machine learning, which
we detail below.

Implicit generative models (IGM) We consider the following IGM formulation, such as generative
moment matching networks [32, [17] and generative adversarial networks (GAN) [21],

lélezD(P, G@(Z)), (6)

where D can be chosen as a discrepancy measure such as the f-divergence family, optimal transport
distance, or kernel maximum mean discrepancy (MMD). In IGM, P is often taken to be the training data
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distribution. Recent theoretical analysis of the optimization for training (6) /ifts the non-convex optimiza-
tion problem to the space of probability measures, which is an instantiation of a mixed Nash equilibrium
(MNE) problem (). The problem can then be cast into this paper’s general MFNE formulation (3), for
example, by choosing the function D as the integral probability metric (IPM) family

Jnf ?2}3{ / f(x)dP(z) — Epny, / f(ge(Z))dQ(Z)}, (7)

where gy(2) is the generator density. If the function class F is chosen to be the class of 1-Lipschitz
functions, then the formulation is the Wasserstein GAN [5, 23]. On the other hand, if F is the RKHS,
this is the MMD GAN [30,[8]. Note that this lifted problem is now convex-concave in the optimization
variables.

Distributionally robust optimization (DRO) We now consider a special case: the metric-ball-
constrained DRO problem [14]

inf sup E,[l(6;2)] (8)

0 =~
wD(p,Pr)<e

Below, we consider DRO with the probability metric D to be the p-Wasserstein DRO (p > 1) [18]
as well as the Kernel(-MMD) DRO [54]. Different from common DRO reformulation using conic linear
duality, we propose a primal-dual reformulation of DRO.

Lemma 2.1 (Primal-dual reformulation of Wasserstein and kernel DRO). Suppose the probability metric
is chosen to the MMD, then the DRO problem (8) admits the reformulation

inf sup E,(
0eR?, feH peM

N
Z i) + €| flla- (9)

ZIH

Furthermore, it is equivalent to the smoothed optimization problem

inf sup ( foz +  ehf)  + Eu(l(ﬁ;x)—f(x))). (10)

OERL, fEH e M, heH: ||h||7~t<1

Suppose the probability metric is chosen to the optimal transport metric, e.g., p-Wasserstein distance.
Then, the DRO problem (8) admits the reformulation

“(zi) +v-e€ (11)

i
kﬁ

8
inf supE,(l —~-f)— —
7>0,0€Re, e, Me/\a ( 7 ) N

V. is the set of c-concave [45] functions and f¢(y) := inf, c¢(z,y) — f(x) denotes the c-transform.

Lemma|2.1] shows that those primal-dual DRO formulations have the convex-concave structure in j, f
as in the MFKE, and are convex in the learning model § when the loss [ is. is concave in the
smoothing variable /. is trivially convex in the dual variable .
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Kernel mirror prox and RKHS gradient flow 5

Wasserstein barycenter The Wasserstein barycenter problem [1} 31}, (50, [29] can be formulated as a
saddle-point optimization problem.

;]ireuf\l/llizlai W (w, v4)] = igazzlaz sup {/fidu+/fidVi}> (12)

fiE\IIC

where p; € M are given probability measures, f; € U, are the Kantorovich potentials associated
with the Wasserstein distance. f; again denote the c-transform.

Note that in the aforementioned settings of p-Wasserstein (p # 1) metric, one may parameterize
Kantorovich potential functions using tools such as the random Fourier features [44] and input convex
neural networks [3], such as done in [20] [35, 28]. In our theoretical analysis, we focus on the RKHS
functions (and hence the kernel MMD) setting in the rest of the paper due to the difficulty in theoretically
characterizing the approximation error of deep models such as ICNNSs.

2.2 Gradient Flow in the Wasserstein and Hilbert Spaces

Recent theoretical analysis of generative models via MNE, e.g., [25, [15] 52} |51], adopted the mean-
field limit point of view closely related to the mathematical topic on PDE gradient flow of probability
measures [2,[41], [26, [42]. Notably, works such as [25] modeled training dynamics of GAN as sampling
using Langevin SDE, which is also equivalent to solving the Fokker-Planck PDE.

Intuitively, a gradient flow describes a dynamical system that is driven towards the dissipation of certain
energies. This system is called a gradient system. For example, the dynamical system described by
an ordinary differential equation in the Euclidean space that follows the negative gradient direction,
i(t) = =V f(z(t)), z(t) € R% is a simple gradient system. One milestone of the gradient system
research is the works of Otto and colleagues in deriving the Wasserstein gradient flow [41] [26, 142].
Rigorous characterizations of general metric gradient systems have been carried out in PDE literature,
for which we refer to [2] [45] for complete treatments and [43] [36] for a first principles’ introduction,
whose perspective we adopt in this paper.

Recent machine learning literature has explored the Wasserstein gradient system, which generates the
Wasserstein gradient flow (WGF). It describes the evolution of probability measures in the Wasserstein
metric space (M, Wp), driven by some energy functionals. In the case of 2-Wasserstein metric, the
metric space (M, W5) has particularly nice properties, namely, it is a so-called geodesic metric
space [2]. The gradient flow equation of Boltzmann entropy associated with this Wasserstein gradient
system is precisely the diffusion equation, which coincide with the heat equation from the PDE
perspective. From the optimization perspective, those foundational works allow us to view complex
dynamical systems as optimization algorithms of probability measures, which minimizes or maximizes
objective function(al)s (e.g., energy) in particular geometries (e.g., Wasserstein space). This is vividly
described by a quote from Felix Otto:

The merit of the right gradient flow formulation of a dissipative evolution equation is
that it separates energetics and kinetics: The energetics endow the state space with a
functional, the kinetics endow the state space with a (Riemannian) geometry via the
metric tensor.

While WGF has sparked significant interest within the machine learning community recently, performing
optimization with WGF requires extra care since its convergence cannot be characterized using the
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regular notion of convexity. Recall that a functional £ defined on a Hilbert space H is A-convex if
Vs € [0, 1], Vug, u; € H,

E((1 = sug + su1) < (1 — 8)E(up) + sE(uy) — %s(l — 8)||uo — w3, (13)

If A > 0, £ is strongly convex. This notion of convexity does not make sense in the Wasserstein space
and one must summon the generalized geodesic convexity [2]. In contrast, gradient flows in the Hilbert
space geometry enjoy a much simpler structure and stronger characterization results. We show below
that the dual functional optimization problems can be characterized by a simpler gradient flow in the
reproducing kernel Hilbert space, where the regular convexity notion is sufficient.

3 RKHS Gradient Flow

Our starting point is to model the infinite-dimensional continuous-time optimization dynamics of the
functional optimization problem (2) using the RKHS gradient flows.

Ouf +E(f) =0, f(0,2)=f(x) e H. (14)

In principle, other function spaces in the literature can also be considered in practice, such as the
random Fourier features functions, single hidden-layer neural networks [6], and ICNNs. Although we
focus the theoretical analysis in the rest of the paper on the RKHS setting.

Equation (14) is a gradient flow equation in a reproducing kernel Hilbert space, which is much less
explored in the machine learning community than the WGF above. For example, in [4], the squared
RKHS norm was used as the driving energy functional for the Wasserstein gradient flow, rather than
the dissipation geometry for the flow as in our formulation. A few other works such as [12, 19} 16, 34} [27]
studied the kernelized Wasserstein gradient flow in the context of Stein geometry. Those particular
cases do not exploit the simplicity of gradient flow structure in the Hilbert space. Below, we derive
standard results for RKHSGF in the context of this paper for completeness. For readers unfamiliar
with PDE gradient flows in the Hilbert space, we refer to [2] for complete treatment and [46/ 136] for
accessible introductions.

We first establish the main results for RKHSGF, namely, existence, uniqueness, and a powerful result
known as the evolutionary variational inequalities (EV1) .

Lemma 3.1 (Characterizations of RKHS gradient flow). Suppose the energy functional £ is proper,
upper semicontinuous, A-convex for some \ € R (i.e., either convex or concave), and has compact
sublevel sets. Then for any initial condition in the RKHS f (0, x) € H, there exists a unique solution at
timet, f(t) € H.

Furthermore, the gradient flow solution f(t, x) satisfies (EVI)y, fort € [0, T.

1 T aies
SIFE) = vl < 5e £ (s) - v,

+ My(t = s)(E(v) = E(f(1))),
M,y(1) = / e A9ds, Vv € dom(F) C H.
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Using (EVI),, we can effortlessly extract convergence results. Suppose a minimizer of the energy exists
f*einfren E(f), wesetv = f*, s = 0in (EVI),

£~ 1 < e 050) — 71
r (e s) (€0 - £0) )
< e M f(0) = £l (15)

yielding an exponential convergence in time if the energy is convex (in the usual sense) w.r.t. the
f variable, i.e., A > 0. Note that the convexity condition can be further weakened using functional
inequalities such as the logarithmic Sobolev inequality.

One important distinction between the functional optimization dynamics in RKHSGF and the measure
optimization in MNE optimization dynamics is that we do not need advanced structures such as
generalized geodesic convexity from the WGF setting — linearity or regular convexity is sufficient for
RKHSGF. This can be seen in the following example.

Example 3.1. [Difference in convexity] In a 2-Wasserstein space (M, IW5), linear energy functional
Eo(p) = [ Vodu for p € (M, Ws), is non-convex geodesically if and only if the function Vo (x) is
non-convex [2].

On the other hand, in an RKHS 7, linear energy functional &, (f) = (V4, f)y for f € H is always
convex, regardless of the non-convexity of V.

Hence, while the MNE problem "lifts"the non-convex optimization problems to the measure spaces, the
resulting objective functions as in WGF are not geodesically convex. Hence, the resulting WGF does
not necessarily converge globally even in the linear case above. In other words, there is still no free
lunch despite the lifting to the linear structure. In contrast, the RKHSGF in our formulation converges
under the usual convexity in the Hilbert space. This distinction of convexity has also been exploited in
the context of distributionally robust optimization with nonlinear or nonconvex (in the uncertain variable)
DRO objective functions using kernel methods [54]. The same does not hold true for the Wasserstein
DRO, which requires Lagrangian relaxation under nonconvex objectives [48].

The standard proof of Lemma[3.1]is via time-discretization using the following minimizing movement
scheme (MMS), also known as the time-incremental minimization scheme

frHt € arg inf {6<f> + %Hf—f‘“ll%}, (16)
fo(z) = f(0,2) € A, (17)

where 7 > 0 is the step size for time-discretization. Defining the piecewise constant function ﬁ(t, x) =
f¥(x) fort € [kT, kT + 7], standard PDE proofs (see, e.g., [2]) guarantee that f. converges to the
continuous-time RKHSGF solution, i.e., f, — f(t) as T — 0.

Therefore, a natural bi-product of the existence results for RKHSGF is the MMS step (16). This is a
fully-implicit Euler discretization of the RKHSGF, which is difficult to implement in practice. In the next
section, we will use the explicit step, coupled with measure-update step, to derive the primal-dual kernel
mirror prox algorithm, which is the discrete-time counterpart to the IWKGF (19)-(14).

Example: Interacting Wasserstein-Kernel Gradient Flow Previously, the authors of [15] proposed
the Interacting Wasserstein Gradient Flow as the infinite-dimensional continuous-time optimization
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P. Dvurechensky, J.-J. Zhu 8

dynamics for solving the MNE problem (). We now propose a new coupled gradient system which
alternatives between a WGF and an RKHS gradient flow (RKHSGF). We term the mean-field dynamics
Interacting Wasserstein-Kernel Gradient Flow (IWKGF). Our perspective is to choose the (dual)
functional space in MFNE (3) as a reproducing kernel Hilbert space (RKHS) [53] 149, [7, [47]. That is to
say, let 7 = H in MFNE (3), we solve a specific variation of MFNE, which is the Mixed Kernel Nash
Equilibrium (MKNE)

inf F )
FeH peky (1, [) (18)

The gradient flow equations govern the IWKGF system are

O =V - (- Fy(p, f)) = 0, p(0,2) = pi° () € M, (19)
Ouf + Fr(p, /) =0, f(0,2) = f(x) € H. (20)

where H is an RKHS. The derivatives I'},, '} are taken in the sense of the Fréchet differential. We will
calculate the concrete forms in the next sections.

When viewed standalone, The properties of the RKHS gradient flow has already been discussed
above. The Fokker-Planck equation can be viewed either as a Wasserstein gradient flow of the
energy functional & (1) := F(pu, f) from the PDE perspective, or as a Langevin SDE, and is already
well understood in the machine learning community. We refer to [46, [2] for its properties and recent
works such as [38], [11],[10] for recent machine learning applications.

4 A Primal-Dual Kernel Mirror Prox Algorithm

To construct our mirror prox algorithm, we consider generic variable © € R? with domain X and make
some mild regularity assumptions. Namely, we restrict M to the set of probability measures on X’
that admit densities w.r.t. the Lebesgue measure and have a density that is continuous and positive
almost everywhere on X'. We also assume that there is a Hilbert space 7 and a convex and closed
set H € H. For the sake of generality, we consider a slight variation of MKNE as the following
general infinite-dimensional saddle-point problem on the spaces of measures and functions

inf F . 21
raiL,, sup (f, 1) (21)

For shortness, we denote the set of all variables by u = (f, i). We consider here the setting of two
variables only for simplicity. An extension for a more general problem formulation covering the DRO
problem is easy to derive. Moreover, in the next section, we consider DRO problem as a
particular case study and provide technical details to check that the main assumptions of this section
hold for that problem. Our first main assumption in this section is as follows.

Assumption 4.1. The functional F'(f, i) is convex in f for fixed ;1 and concave in y for fixed f.

4.1 Preliminaries

To construct the mirror prox algorithm for problem we need, first, to introduce proximal setup, which
consists of norms, their dual, and Bregman divergences on each space of the variables.
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Kernel mirror prox and RKHS gradient flow 9

For the space of the variable f, we use the self-dual norm of the Hilbert space || - ||, distance
generating function ds(f) = %Hf”%1£ which gives Bregman divergence By (f, f) = %Hf — fll3
This leads to the mirror step, which is an explicit version of the MMS step (T6),

Fi = Ml (£,60) = avgmin{(F. ) + 517 = 7). e2)

For the space of the variable 1, we follow [25] and, first, introduce the Total Variation norm for the
elements of M ||uu[lry = supyg), e <1 J Edi = SUp|g, 00 <1 (€, 1), where [|€]| o~ is the L°-norm of
functions. To define the mirror step, we use (negative) Shannon entropy and its Fenchel dual defined
respectively as

D) = /dulnj—g, D*(€) :ln/efdx (23)

defined for £ from the space F of all bounded integrable functions on X’. The corresponding Bregman
divergence is the relative entropy given by

y d
Do (p, 1) = / dpln d/f- (24)
This leads to the mirror step [25] [Theorem 1]
- " . efngudu
pe = Mim(p, &) = deY(dP(n) — n&.) = dpy = m- (25)

Our second main assumption is as follows.

Assumption 4.2. The functional F'(f, t) is Fréchet differentiable w.r.t. each variable and the derivatives
are Lipschitz continuous in the following sense

1Ff(u) = Fp(@)lla < Lygll f = Ffllae + Lyallee = illrv, (26)
1F,(u) = F (@)oo < Lygll f = flloe + Llle = fillzv- (27)
We also denote
L= max {Lx.} (28)
k1,k2€{fu}

4.2 Kernel Mirror Prox Algorithm and Its Analysis

The updates of the ideal general infinite-dimensional mirror prox algorithm for problem are given in
Algorithm 1] For the analysis of the mirror prox algorithm we need the following auxuliary results. The
first one is used for the mirror steps applied to the variable f.

Lemma 4.3. Let H be (possibly finite-dimensoinal) Hilbert space and let H C H be convex and
closed. Leth € H and £, € € H* = H, and

h = arg min {<fz,n§> + EWE - m} = Mir " (R, €), (29)
heH 2

. = argmin {<fz,né> T m} MirtH (5, €). (30)
heH 2

Then, for anyiz e H

1, ~ 1 - ~ 7]2 ~ 1 -
(h = hong) < Slh = Bl = Slh = el + Sl = €l = 5lh = Al
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P. Dvurechensky, J.-J. Zhu 10

Algorithm 1 Ideal General Mirror-Prox

Require: Initial guess (fo, fuo), step-sizes 17,1, > 0.
1: fork=0,1,...,N —1do
2:  Compute

fe = erer(Ff(uk))
fu, = Miret) (g, —F, ().

3:  Compute
fk—i—l M"’rf’ (Ff( k)
fiks1 = M) (page, —F} (ug)).

4: end for
5: Compute iy = NZk o Uk-

The second result characterizes the mirror step with respect to the measure p.

Lemma 4.4 ([25] [Lemma 5]). Letji € M and £, € € F, and

= Mint (i, €), i = Mirt (i1, ). (31)

Then, for any [1 € M

2
N n o~ n o~ n ~ -
(= ing) < Do) = Dolitiy) + Zl€ = i — 2l — Al (32)

The following result gives the convergence rate of Algorithm

Theorem 4.5. Let Assumptions[4.1,[4.2 hold. Let also the stepsizes in Algorithm(1| satisfy ny = 1, =
lﬁL’ where L is defined in (28). Then, for any compact setU = Uy x U,, C H x M, the sequence
(fn, in) generated by A/lgor/thml 1| satisfies

8L

max F(fy, ) — min F(f, fin) Wmaxoff foll3, + 2Da (1, MO))

HEUL Fevy

IN

4.3 Analysis of Stochastic Kernel Mirror Prox

To account for potential inexactness in the first-order information, we assume that instead of exact
derivatives, the algorithm uses their inexact counterparts F'¢(u), F},(u) that may be random and are
assumed to satisfy the following assumption.

Assumption 4.6.

Fi(u) = EFJE(U), F(u) = EF)(u), ) (33)
BIF) ) — Fa)ll, < b, BIEL () — FLu)le < o )
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Kernel mirror prox and RKHS gradient flow 11

Theorem 4.7. Let Assumptions 4.6 hold. Let also in Algorithm(1] the stochastic derivatives be used
instead of the deterministic and the stepsizes satisfy ny = 1, = ﬁ, where L is defined in (28). Then,
for any compact setU = H x U, C H x M, the sequence (fy, fin) generated by Algorithm
satisfies

E {%fﬂfw,u) — min F(f, W}
. ) ) 3(o% +07)
< 7 (17 = ol 2Dat ) + =15

Let us denote 02 = 0120 + ai. As we see, Theorem guarantees the same convergence rate as in
the exact case, but up to some vicinity which is governed by the level of noise. In most cases, the 02/L
term can be made of the same order 1 /N by using the mini-batching technique. Indeed, a mini-batch
of size N allows us to reduce the variance from o2 to 0'2/N, see, e.g. [19]. Yet, we note that in this
case, NN iterations will require the number of samples O(N?).

An alternative would be to use the information about the diameter of the set U. Indeed, assume that

max (11 = Jolly + 2Da(p. o)) < 0%

Fixing the number of steps /N and choosing 7y = 7, = min {ﬁ, %} , we obtain the following

result

IN

E{fé%’jF(fN’“) - %}JI;F(JC’“N)}

8LOY,  [30%Q%
max N N . (35)

5 Case Study: Distributionally Robust Optimization

In this subsection we particularize the elements of Algorithm(i]for the specific DRO problem (8), (10).
In contrast with the large number of reformulation techniques using the dual formulation, we propose
the first principled primal-dual convergence analysis for DRO using our MFNE and MKNE framework.

Compared to problem it has two additional variables § € R? and h € H C H. For these
variables, the proximal setup is introduced in the same way as for the variable f. We choose H to be a
reproducing kernel Hilbert space with kernel k.

Our main assumptions for problem are

1 lis convex w.r.t. § for all x.

2 Lo =sup,g ||Vel(0;7)|2 < +oo.

3 Vol(0;x)is L(x)-Lipschitz w.rt. § and Ly = sup, E,, L(z)* < 4o00.
4 C =sup, k(z,z) < +o0.

We note that the convexity assumption w.r.t. 6 is used to obtain global convergence guarantee w.r.t. 6.
When it does not hold in practice, we can still execute our primal-dual kernel mirror prox for DRO. This
is not possible with other existing Wasserstein or kernel DRO algorithms. Clearly, then the objective F'
is convex in (0, f) for fixed (14, h) and concave in (p, h) for fixed (6, f). The Frechet derivatives of F’
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with respect to the variables (6, f, 11, h) are given by

Fy=E,.,Vl(6; x) (36)
Fi = /k(x,x’)dﬂ( ) + eh(x) /k z, 2" )dp(x) (37)
=E, k(- 2) +€eh(-) — Epopk(-, 2) (38)
—F, = f(-) = 1(6;-) (39)
—F = —€f("). (40)

Since the derivative w.r.t. 6 and f have the form of expectation, we can use the following stochastic
counterparts. We can take a sample of X;’s from 1 to construct an unbiased stochastic derivative

~ 1 X
E) = E;vgzw;){i). (41)

Similarly, we can take a sample of X;’s from y and )AQ from /i to construct an unbiased stochastic
derivative
1 &
R D (k( X)) + k(- X)) (42)
Fli=1
We summarize the result of applying our theoretical analysis to the primal-dual DRO.

Corollary 5.1. Assumptions[4.2, [4.6 hold for the smoothed DRO problem ({0). Consequently, the
results of Theorems[4.5 and[4.7 hold for the DRO problem (10).

Therefore, we obtain O(1/N) convergence rate in the deterministic case and O(1/v/N') convergence
rate in the stochastic case for solving DRO with kernel mirror prox.

6 Discussion

In conclusion, this paper studies the functional optimization dynamics using the continuous-time RKHS
gradient flow. As a specific application, we introduce the Mixed Functional Nash Equilibrium framework
that governs several learning algorithms. We model the optimization dynamics as the Interacting
Wasserstein-Kernel Gradient Flow and analyze its corresponding discrete-time primal-dual kernel mirror
prox algorithm. We provide the first unified convergence analysis for the MKNE problem class and the
primal-dual reformulation of DRO with probability-metric constraints.

As this paper focuses on theoretical analysis, code implementation is left for future work. We also did
not include the now-standard mean-field analysis using the Wasserstein gradient flow and Langevin
SDE, for which we refer to recent works such as [15][10] 38].
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A Further Technical Background

A.1 Proof of Lemma[2.]

We now prove Lemma [2.1] of which a more detailed version is stated below.

Lemma A.1 (Primal-dual reformulation of Wasserstein and kernel DRO). Suppose the probability
metric is chosen to the MMD, then the DRO problem (8)) admits the following equivalent primla-dual
reformulations

N
. . 1 T 9 €2
pess oo SR B0 = S+ 5 2 S0 Mt o
X
inf E, (I(0;z) — e i : 44
ol S B0 — Sy ST el 09

Furthermore, it is equivalent to the smoothed optimization problem

O€RY,FEM e M heH: || k]| <1

inf sup {% S )+ elh f) + E,(1(05) - f<x>>}. (45)

Suppose the probability metric is chosen to the optimal transport metric, e.g., p-Wasserstein distance.
Then, the DRO problem (8) admits the following equivalent reformulations

N
1
inf E,((6;x) LS ey e 45
’Y>O,He}£i7f€\llw.c§él/€l u(l8:2) = /(@) N i:1f (i) +7 € (46)
1 N
! Eu(i(0;2) =7 N (s ‘€. 47
7>0,9£d,f@c§£/a p(U(O0;2) — - f(x)) N;V fo(xy) +v-¢€ (47)

U, denotes the set of c-concave [45] functions and f¢(y) := inf, c¢(z,y) — f(z) denotes the
c-transform.

Proof. For this proof, it suffices to consider the case where 8 is fixed, since only the inner maximization
is reformulated. We first prove the result for the MMD setting.

MMD setting. We consider the kernel mean embedding map as a linear constraint

/ ¢(z)dp = h, (48)

where h is a function in . By straightforward Lagrange duality and associating the linear constraint
with the multiplier in the dual space, f € H,

62

-~ it [(foudn} )

. 1 7
inf sup {(l,u) — ZHh - hH?{ +

7>0,fEH u

where /1 is the kernel mean embedding of the empirical measure PN = % Zf\il d,,. Carrying out the
quadratic optimization problem in closed form w.r.t. i and rearranging the terms, we obtain the result
in (43). An optimal choice of the dual variable 7 yields the equivalent reformulation (44). Smoothing via
the definition of the dual norm in the Hilbert spaces, we obtain (45).
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Wasserstein setting. The reformulation is a direct consequence of combining the dual Kantorovich
representation of OT (4) and Lagrange duality. O

A2 Lemma (3.1)

Since an RKHS is a Hilbert space, Lemma (3.1) is simply the (EVI), in a Hilbert space, whose proof is
standard [2, 145, 136].

A.3 Technial details on geodesic convexity in the Wasserstein space

Recent machine learning literature has explored Wasserstein gradient flow (WGF). The 2-Wasserstein
space (M, WW,) is geodesically convex, as defined below.

In a metric space (M, D) acurve 7y : [0, 1] — M is a (constant speed) geodesic if

vros € 0,112 D(y(r),7(s)) = [s = r[D(v(0),7(1)).

We refer to that as the geodesic -y connects the points (0) and (1) and write Geod (7(0), (1)) for
the set of all such geodesics.

Definition A.2 (Geodesic metric spaces). The metric space (M, D) is a geodesic space, if for all
ug, U1 € M there exists a geodesic connecting 1 and u.

Definition A.3 (Geodesic convexity). A functional F : M — R is geodesically A\-convex if Vg, uq €
M3y € Geod (ug, uy) ,

E(v(s)) < (1 =5)€(1(0)) + s€(v(1)) — %8(1 —5)D(7(0),7(1))*, ¥s € [0, 1].

As we have seen in the main text, e.g., discussions around Example [3.1] this complication of convexity
structure makes optimization in the Wasserstein more difficult than general Hilbert spaces, which
motivates our approach to work in the RKHS.

A.4 Practical Consideration about Infinite-dimensional Mirror Steps

Algorithm 1] requires two infinite-dimensional mirror steps in the functional variables i, f. The f-update,
optimization w.r.t. RKHS functions, is standard in the machine learning literature, e.g., [13} 120} 50, |54].
We now discuss the p-update. In addition to existing works using Bregman-mirror steps, such as [25],
which employ Langevin Monte-Carlo, we show a fully variational approach using Wasserstein gradient
flows. While the PDE and SDE can describe the same drift-diffusion process, the resulting optimization
algorithms are different. Notably, it is possible to perform deterministic optimization steps, purely relying
on the Wasserstein geomtry and bypassing the discretization of Langevin SDE. The goal of the mirror
step is to solve the following optimization problem

1
k+1 . f / k k D k )
p e arg;&/&(u fR)dp+ 5 Dlus 1) (50)

The optimization objective is the energy of the Fokker-Planck equation, of which we can take the
time-discretization in the Wasserstein space. This results in the standard JKO steps for Wasserstein
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gradient flow [41} 26, 42]. Let £° = ¥, for the sub-step count I = 0, ..., T, step size s > 0, we solve
the variational problem

I+1 : 1ok ok 1 Ky L L
et € arg inf [ L )96 + D) + 5 WHEE) 1)

Each step can be realized, e.g., via Stein variational gradient descent [33].

B Theoretical Analysis of Primal-Dual Kernel Mirror Descent in
Sectionq

For the sake of generality, in particular, to cover the DRO problem (10), we consider a more general
saddle-point problem. Theorems and are obtained as corollaries of the results obtained in
this section. To make this section self-contained and for the reader’s convenience we repeat some
definitions and results given in the main text.

We consider generic variable z € RP with domain X'. We denote by M the set of all probability
measures on X’ that admit densities w.r.t. the Lebesgue measure and the density is continuous
and positive almost everywhere on X'. We also assume that there are two Hilbert spaces H ¢, Hy,
and convex set © C R? and convex compact H € H;. We consider the following general infinite-
dimensional saddle-point problem

inf sup F, f,uh). (52)
OEOCRY, f(x)EHy e M, h(z)e HCH,,

For shortness, we denote the set of all variables by u = (0, f, i, h).
Our first main assumption is as follows.

Assumption B.1. The functional F'(, f, i, h) is convex in (6, f) for fixed (i, k) and concave in
(1, h) for fixed (6, f).

B.1 Preliminaries

To construct the mirror prox algorithm for problem we need to first introduce proximal setup, which
consists of norms, their dual, and Bregman divergences on each space of the variables.

For the space of the variable ¢, we introduce the standard proximal setup with the self-dual Euclidean

norm ||-{|, distance-generating function dy(6) = 3||0||3, which gives Bregman divergence By (0, 0) =

e — 0||2. This leads to the mirror step defined as

o 1~
05 = Wity (0, &) = arg min{ (9, n&s) + 516 — 0]3). (59
€

We note that our choice of the Euclidean proximal setup is made for simplicity and that other standard
proximal setups are possible [37].

For the space of the variable f, we use the self-dual norm of the Hilbert space || - HHf, distance

generating function d;(f) = %HfH%f which gives Bregman divergence By, (f, f)= - fH%f
This leads to the mirror step

fo =M™ (f,¢;) = arg mfin{<f, nés) + %Ilf — fl5,} = f—ngs. (54)
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For the space of the variable 1, we follow [25] and, first, introduce the Total Variation norm for the
elements of M

|pllry = sup /fduz sup (&, 1),

€l Lo <1 €l oo <1

where ||¢|| L= is the L>°-norm of functions. To define the mirror step, we use (negative) Shannon
entropy

_ dp
() = / dpln =~ (55)

and its Fenchel dual

o (&) = ln/efdx (56)

defined for £ from the space F of all bounded integrable functions on X’. The corresponding Bregman
divergence is the relative entropy given by

5 d
Da(p, 1) = / du 1n£. (57)

This leads to the mirror step [25] [Theorem 1]

g = Mirth (p, €,) = dO*(d® (1) — mé,) = dpy = [ e mudy’

(58)

Finally, for the space of the variable /., we do the same as for the variable f. Namely, we use the distance

generating function d(h) = 3|3, . which gives Bregman divergence By, (h, h) = Hh— fUL||§{h

This leads to the mirror step
o hH 1/ L= 2
iy = Miry = (h, &) = arg min{ (h, ngn) + 5 ||b = hlf3, }- (59)
€

Our second main assumption is as follows

Assumption B.2. The functional F'(6, f, i, h) is Fréchet differentiable w.r.t. each variable and the
derivatives are Lipschitz continuous in the following sense

|Fp(u) — Fy(@)|l2 < Logl|0 — 0|2 + Log || f — Fllse, + Logllee — fillrv + Lonllh — hll3,. (60)

1E} () = Fy(@)llae, < Lgollf = Ollz + Lysllf = Fllaey + Lgullis = fllzv + Lgallh = 2l
(61)

1E (@) = Fo(@)l| = < Lyoll = Oll2 + Lyis || f = Fllaes + Lyl = Ellzv + Lunllh — Al

(62)
1F7(u) = Fy(@)llag, < Luoll0 = 0ll2 + Lugll f = Fllae, + Laglle = iy + Linllh = hllag, -
(63)
We also denote
L= max  {Lun, ) (64)

517526{07f’/‘ah}
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Algorithm 2 Ideal General Mirror-Prox

Require: Initial guess (éo, fo, fio, ﬁo), step-sizes 19, 1, My, Mn > 0.
1: fork=0,1,...,N —1do
2:  Compute

O = erree(ék,Fe(uk)) fr= errf i (Fi(a)),
M = erﬁu(,uk, —Fu(uk)), hk = errzhH(hk, _F}/L(ﬂk»
3:  Compute
Oep1 = Min®:® (G, Fy(uy)), Frsr = Mirey Y (Fh(uy)),
/Lk+1 M|rr (,U,k, —F (uk)) hk+1 MII’I’ ! (hk, F}/L(Uk>>

4: end for
5. Compute iy = NZk o Uk

B.2 Mirror Prox Algorithm and Its Analysis
The updates of the general ideal infinite-dimensional Mirror Prox algorithm for problem (52)) are given in
Algorithm 2]

For the analysis of the mirror prox algorithm, we need the following auxiliary results. The first one is
used for the mirror steps applied to the variables 6, f, h.

Lemma B.3. Let H be (possibly finite-dimensoinal) Hilbert space and let H C H be convex and
closed. Leth € H and &, € € H* = H, and

h = arg min {<fz,ns> T fzua} = M (R, €), ©5)
heH 2

. — argmin {<ﬁ,né> T m} MirH (7., €). (66)
heH 2

Then, for anyﬁ eH
1.~ = n? - 1 ~
1= All5 = Slh = R 5+ SIS = €ll5 = A = Rl (67)

Proof. By the optimality condition in (66), we have for all heH

Rearranging, we obtain

~ ~ ~ ~ A~ ~

1,-~ ~ 1,~ = 1 ~ -
(i = ) < Gy — b= Ry} = =l — Bl = Sl = halo+ 50— Rl%. 69)

In the same way, by the optimality condition in (65), we have for all he H, and, in particular for fz+

(n€ — (h—h),hy —h) > 0. (70)
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Rearranging, we obtain
- O 1 ~ 1 - 1, - ~
(h=hy,n&) < (h—hy,h—h) = —§||h — hlf3 — §||h+ — D3+ §||h+ —hl3. (@)
Combining the last inequality with and using the Fenchel inequality, we obtain
1~ ~ 1.~ = 1.~ =
= 5llhe = hll3, = SlIh = helly + S 1R — hll3, (73)
2 2 2
1 ~ 1.~ 1.~ ~
= Sl = Al = Slhe = kil + 5l = R, (74)
2 2 2
2
U 1 7
+ 5116 =€l = Sk = Rl (75)
2 2
which gives the result of the Lemma. O
The second result characterizes the mirror step with respect to the measure (.
Lemma B.4 ([25] [Lemma 5]). Letji € M and £, € € F, and
p = Mirr) (1, ), (76)
fi = Mirts(7i,€). (77)
Then, for any i € M
2
P~ P A~ .,z ~
(1= i1, n€) < Da(jt, i) = Da(ft, frr) + 1€ = €l = 2l = fill 7y (78)

The following result gives the convergence rate of Algorithm

Theorem B.5. Let Assumptions[B.1|[B.2 hold. Let also the stepsizes in Algorithm[d satisfy njg = 1y =
Ny = NMh = 16%, where L is defined in (64). Then, for any compact setU = Up X Uy x Uy, X Uy, C

O x Hy x M x H, the sequence (@N, fN, fn, hy) generated by Allgorithm@ satisfies
FOn, fx, i, h) — min  F(0, f, in, h
ueg;}%l:)éUh ( N?fNalu’v ) 0cUs.feU; ( 7f;,UN7 N)

8L - : ] -
< 7 mnax <||6’ —Ooll3 + I f = foll3, + 2Da(p, f10) + |1 — h0||3{h) :

Proof. Applying Lemma B.3]to the step in 6, we obtain for any § € © and for k = 0, ..., N — 1

1 ~ 1 - 1 ~ e 3
(O — 0,mpFy(ur)) < §||9 — Oill3 — §||9 — Opi1ll3 — §H@k — 63 + §9||Fé(uk) — Fy(u)|l3-

Summing these inequalities for £ = 0, ..., N — 1, we obtain

N-1

/ 1 = R
D> (0 0. Fy(un)) < 510 = Goll3 + 5
k=0 "o Mo
N-1 _
Bo= 37 (=110 = Bull3 + m 1 Fy(wa) = Fy(an)]3)
k=0

(79)

"There was an obvious typo in the primal-dual gap expression in the original theorem statement in the main text. We

have fixed this in the following result.
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In the same way, we obtain for all f € H

N-1

1 . Ry
(fo = [, Fplu)) < s—=I1f = foll3y, + 5=
kz:% d 2ny 2y
N-1 _
Ry =3 (=l = Fully, +m3 7 () = Fy(@n) )
k=0
andforallh € H
N-1
1 ~ Ry
—h,—F}(u)) < =—|lh = hol|2, + —
) < gl = Bl + 5
N-1 ~
B = (=l = Bl + milFw) = Fy () I3, ) -
k=0
Finally, applying Lemma[B.4]to the step in 1, we obtain for any . € M
— , 1 R,
> (k= i, —F(ug)) < —Da(ps, fio) + -
k=0 T 277#
N-1
Ry =Y (=lmr — mlFy + 2l F(u) — F () |7 ) -
k=0

By convexity of £ in (¢, f) and concavity of F'in (11, k), we have, for all (6, f) € © x H;

N— N-1
%ZF<uk’)_F(9afaﬂN7hN)§% (F<U’k’)_F(9afnukahk))
kl:OAN_1 k=0
k=0
< g 10 = 0ol + gy + g = ol + g

—|0—#
6=l +
In the same way, we obtain that, for all (x4, h) € M x H

N-1 N-1
F(Uk) + F(On, fn, 1, h) < (= F(ux) + F(Ok, fr, 1, b))

k=0

=z =

2??‘

-1

(e = 11, =F}, (ur)) + (hie = hy = Fy (ug)))

IA
2|~

k=

1 ~ R Ry,
< D r
= N, @(: flo) + 2Nu, 2N ONT,

Combining the last two bounds, we obtain that for all 0 € ©, f € Hs, i € M, h € H it holds that
(G_Naf_‘Nal’[w )_F(07f7ﬂNaBN)
1 ~ 1
0 —6l12+ ——1If — foll? —D — |lh—h
< a0~ Boll 4 g7 = ol + Dl o) + gl = ol
1 (R R R R
< N . —h) .

[e=]

1h = holl3,, +

+ - -
2N \ne  ny  Nu M
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Our next goal is to show that
R R R, R
Sy Ly T <,
Tlo ne um Th

Using the Lipschitz condition in Assumption [B.2] we obtain

N-1

> (=180 = Gell3 + ndl Fa ur) — Fi(an)13)

Ry

ol
[e=]

=

< 3 (160 = 0ul3 + 403 (ER N0 — Bull3 + L3 S — Fulle, + Laullw — il + Laallhe = hall3,) )
k=0

Combining this with the similar estimates for I2;, I?,,, R, and rearranging the terms, we obtain

Ry R
P 77; — < Z (HQk — Okll3(—1/n0 + 4(Lggns + Ligns + Lignu + Lirgmn))
+ || fr — fk||’;'—tf(_1/77f + 4(Lgpme + L pmy + Lo nu + Li o))
+ e — fell 3y (= 1/ + 4(LG,m0 + L,y + L2 + Li )

+ [l = ﬁkH%h(—l/nh + ALy + Ly + L + L)) <0,

where we used that 19, ¢, 1, Mh < 16L for L defined in

Thus, we finally obtain that for any compact U = Uy x Uf X U# XU, COXHrx MxH

F(On, fy,p, h) — in  F(0,f in,h
Jeiex (On, fns e, h) ot (0, f, fin, h)

8L 7
< 5 manc (10— oll3 + 117 — Foll3, + 2D, o) + 11— ol )

B.3 Analysis in the stochastic case

To account for potential inexactness in the first-order information, we assume that instead of exact
derivatives, the algorithm uses their inexact counterparts Fy(u), F't(u), F},(u), F; (u), that may be
random and are assumed to satisfy the following assumption.

Assumption B.6.

Fy(u) = EFg(u), (80)
Fj(u) = EF}(u), (81)
Fy(u) = EF},(u), (82)
Fy(u) = EFy(u), (83)
E|| Fj(u) — Fy(w)]3 < o7, (84)
E|| Ff(u) — Fp(u)ll3, < oF, (85)
E||F}(u) — F}(u)]| 7 < U;2u (86)
E|| Fy(u) — Fj(u)|3, < o (87)
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Theorem B.7. Let Assumptions[B.1HB. hold. Let also in Algorithm |3 the stochastic derivatives be
used instead of the deterministic and the stepsizes satisfy 19 = ny = 1, = n, = 1éL, where L is
defined in (64} . Then, for any compact setU = Uy x Uy x U, x Uy, € © x Hy x M x H, the
sequence (O, f, fin, h) generated by A//gor/thm@ satisfies

E{ max  F(Oy, fy,p,h) — min F(@,f,ﬁN,BN)}

pEU,,hely, 0€Uy, feU

8L

<~ max (10 = Goll3 + 11 = Jolls, + 2D (1, fio) + 1 = holly, ) + t==(0F + 0F + 02 + o).

3
16L
Proof. We proceed as in the proof of Theorem changing in Algorithm [2| the exact first-order
information to its inexact counterpart. In this way, we obtain the following counterpart of

2
e =
(O — 0, meFg(u)) < —||9 Oull5 — —||9 O3 — —||9k = Okll3 + 571y ux) — Fy(aan) I3
(88)

Using the inequality

E| Fy(ur) — Fy(an)|l3 < 3E (Ilﬁé(uk) = Fy(un) |3 + | Fo(a) — Fy(an)lI3 + 15 (ux) — Fe’(ﬂk)H%)

(89)
Assumpt[B-6] _
< 6op + 3E[| Fy(ur) — Fpla)l3 (90)
and taking the expectation in the previous inequality, we obtain the following counterpart of
/ 1 n o112 1 n 2 1 n o112
(O = 0, 1o Fy(ur)) <GENO = Oklly = SE0 = Orallz — SEIO — Oll: (91)
37791@ F F
| Fy(ur) — Fyltw)|3 + 303 (92)

Repeating the same steps as in the proof of Theorem [B.5| we obtain that for any compact U =
UgxUp xU, xU, COXHrx MxH

E{ max  F(Oy, fy, i, h) — min F(@,f,ﬁN,BN)}

e, hely, 0eUy, feU

——(0f + 07+ 0, +0}).
(93)

8L ; ; i h
< 2 max (110 = 6oll3 + 11 = foll&, +2Da (1 o) + l1h — holly, ) + 167

O

Let us denote 02 = ag + a]% + ai + 0,21. As we see, Theorem guarantees the same convergence
rate as in the exact case, but up to some vicinity which is governed by the level of noise. In most
cases, the 02/L term can be made of the same order 1/N by using mini-batching technique. Indeed,
a mini-batch of size N allows to change the variance from o2 to 02 /N. Yet, we note that in this case,
N iterations will require the number of samples O(N?).

An alternative would be to use the information about the diameter of the set U. Indeed, assume that

mac (10— Goll3 + 1 = folld, +2Da (s io) + 1 — o3, ) < 93
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Then, we obtain the following counterpart of the r.h.s. of substituting g = 1y =1, =, =10

Qf

2Nn

+ 30%n.

Fixing the number of steps /N and choosing

. 1 QUO'
Mo =My = MNp = Np =17 = ML = ,

16L° /6N

we obtain the following result

E{ max  F(Oy, fy, i, h) — min F(@,f,pN,BN)}

,U,EUH,}LEU}L 9€U9,f€Uf
SLO? 30202
§max{ NU’ UQNU}. (94)

B.4 Case Study: Distributionally Robust Optimization

In this subsection we particularize the elements of Algorithm [2]for the specific DRO problem (10). We
choose ‘Hy = H;, = H to be a reproducing kernel Hilbert space with kernel .

Our main assumptions for this problem are
B [is convex w.r.t. 6.
B Lo =sup,,||Vel(0;7)|2 < +oo.
W Vl(0;x)is L(x)-Lipschitz w.rt. 6 and Ly = sup, B, L(z)* < +oc.
B C =sup, k(z,z) < +o0.

Clearly, then the objective F is convex in (6, f) for fixed (1, h) and concave in (11, h) for fixed (6, f).
The Frechet derivatives of F' with respect to the variables (6, f, i, h) are given by

Fy=E,..Vol(6;z) (995)
F = / k(x, 2" )dfi(x') + eh(x) — / k(z, 2" )dp(a) = Bovh(c, ) + €h(-) = Egnpki(, 2)

(96)

—F, = f(-) = 1(0;) (97)

—F = —€f(-). (98)

Since the derivative w.r.t. § and f have the form of expectation, we can use the following stochastic
counterparts. We can take a sample of X;’s from p to construct an unbiased stochastic derivative

1 Qe
Fl=—Y V,l(6; X;). 99
; Na;‘ ol(0; X) (99)
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Similarly, we can take a sample of X;’s from y and Xi from /i to construct an unbiased stochastic

derivative
Ny

Fj = eh() + <> (k(-, Xi) + k(-, X3)). (100)

The Lipschitz constants of the derivatives are estimated in the following way. The derivative F}, depends
only on s and 6. Thus, Lgs = Lg;, = 0. Further, we have

|1 EennVol(01;2) — Epn Vol (025 2) ||, < Epep L(2)[|01 — 622 (101)
and Lg@ = Ll.
[Ezmps Vol (0; 1) — Eunp, Vol (05 )|, < Lol — p2llrv (102)
and Lg,, = Ly.
The derivative F} depends only on st and h. Thus, Lys = Lyg = 0. Further, we have
H]Elwllk('v I) + Ehl(') + EIBNmk('? I) - (]EINﬂk('a I) + €h2(') + EwN#Qk('7 I))HH (103)
< ellh1 = hollp + Eamp k(- 2) — Bk, @)l < €l = hally + VCllp — pallrv,

(104)
ie., Ly, = /C, Ly, = e. Here we used that
sy k(- @) = Bompi (-, ) 11 < VOl 1 = piallrv
The derivative F,; depends only on f and 6. Thus, L,,, = L, = 0. Further, we have
[=f1() + 10015 -) = (= fo () + 1025 )| o (105)
<VO|f1 = fallr + Lollor — 015, (106)

e, Ly, = \/6, L9 = Lo. Here we used that
1f2() = i)l re = sup |fo(x) = filz)] = St;p<f2 — f1,9(2))u
< |[fe = filln - sup||op(z)||n < VC - f2 = filla. (107)

Finally, the derivative F} depends only on f. Thus, Lyg = Ly, = Ly, = 0. Further, we have

[=efi() = (=efa()llyy < ellfv = falln: (108)
Thus, th = €.

As we see, or main assumptions in Theorem [B.5] hold for the DRO problem (10). Moreover, stochastic
derivatives in and (100) satisfy Assumption Indeed, we have

Ex o [Bany Vol (6; ) — Vol (6; X)|I5 < Ex [|Val(6; X)) < L3, (109)
~ 2
E e |[R0) + k(. X) b, X) = (Bark(,2) + eh() = Epmyk(,2)) | (110)
N 2
< 2By k(- X2 + 25, k(-,X)HH < 4C. (111)

This allows us to apply also Theorem [B.7|to the DRO problem (10). This proves Corollary [5.1]
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