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A multiscale thermodynamic generalization of Maxwell-
Stefan d iffusion e quations a nd o f the d usty g as m   odel

Petr Vágner, Michal Pavelka, Jürgen Fuhrmann, Václav Klika

Abstract

Despite the fact that the theory of mixtures has been part of non-equilibrium thermodynamics and engineering
for a long time, it is far from complete. While it is well formulated and tested in the case of mechanical
equilibrium (where only diffusion-like processes take place), the question how to properly describe homogeneous
mixtures that flow with multiple independent velocities that still possess some inertia (before mechanical
equilibrium is reached) is still open. Moreover, the mixtures can have several temperatures before they relax
to a common value. In this paper, we derive a theory of mixtures from Hamiltonian mechanics in interaction
with electromagnetic fields. The resulting evolution equations are then reduced to the case with only one
momentum (classical irreversible thermodynamics), providing a generalization of the Maxwell-Stefan diffusion
equations. In a next step, we reduce that description to the mechanical equilibrium (no momentum) and
derive a non-isothermal variant of the dusty gas model. These reduced equations are solved numerically, and
we illustrate the results on efficiency analysis, showing where in a concentration cell efficiency is lost. Finally,
the theory of mixtures identifies the temperature difference between constituents as a possible new source of
the Soret coefficient. For the sake of clarity, we restrict the presentation to the case of binary mixtures; the
generalization is straightforward.

1 Introduction

Transport models are a hallmark application of non-equilibrium thermodynamics (NET), backed up by a vast
experimental evidence for the applicability of linear closures between thermodynamic fluxes and forces [29].
But should one consider a single or multiple constituents for a plausible description of the transport? And how
many independent velocities should be present in the models? And what if temperatures of the constituents
are not the same [8]?

Let us pause on the famous Duncan-Toor experiment where a rather unexpected behaviour of diffusion was
observed if the mixture is seen as a single continuum. Various “regimes” of diffusion are reported which are not
found in the classical Fickian diffusion, where the diffusive flux occurs solely in the direction of the negative
chemical potential gradient, see [28, 24]. However, if one just considers the same problem as a mixture, linear
nonequilibrium thermodynamics offers a resolution of these new phenomena by very standard means, namely
by coupling among the well-known driving forces of transport. This model is known as Maxwell-Stefan model
of diffusion [22]. Hence, there are potentially key phenomena in transport that can be captured only on the
detailed mixture level. On one hand, Maxwell-Stefan models, as well as other transport models, can be viewed
as a special case of a more general NET framework, the mixture theory 1. On the other hand, there is a
recognised distinguished limit of the Maxwell-Stefan model, the dusty gas model of porous media transport.

We can order the various transport theories as follows:
1We refer the interested reader to reviews [2, 4, 48, 23] and to classical texts [6, 9, 10, 11, 14, 17, 41, 44].
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� no coupling of thermodynamic forces (no friction, i.e. transfer of momentum, among the constituents),
isothermal case – Fick’s law of transport

� coupling among thermodynamic driving forces for friction, isothermal case – Maxwell-Stefan model

� coupling among thermodynamic driving forces, nonisothermal case – this article.

Moreover, in this paper we go beyond by adding further state variables to the classical densities and temper-
ature, namely

� electromagnetic fields,

� one or two velocities 2

� and possibly also two temperatures.

In order to derive such complex theories, however, we start with the most detailed level, which can be derived
from the Liouville equation [38], and then we reduce it by letting the additional state variables relax.

In particular, we derive a nonisothermal generalisation of the Maxwell-Stefan model that has the overall velocity
as an independent state variable, so that the evolution is not purely dissipative. Because we start from the
Liouville equation, we obtain also highly non-trivial terms in the evolution equation for momentum density,
which can not be found in previous works [5, 40, 42]. In other words, by starting from the Liouville equation,
we reveal mechanical terms that are not visible when one starts from the standard balance equations only.
Moreover, the framework leads to a nonisothermal dusty gas model, which we include as an application of the
presented theory, as well as to a new origin of the Soret coefficient [20].

The paper is organised as follows. Section 2 contains Hamiltonian and thermodynamic evolution of binary
homogeneous mixtures, derived from the microscopic dynamics (Liouville equation), and Hamiltonian vac-
uum electrodynamics. We rely on the General Equation for Non-Equilibrium Reversible-Irreversible Coupling
(GENERIC) [16, 33, 34, 38], which combines Hamiltonian mechanics with gradient dynamics. Section 3 cou-
ples the motion of mixtures with electromagnetic fields in a framework of Galilean invariant electrodynamics
of mixtures. Section 4 then contains a reduction of the description to a model with a single velocity, which
is thus in the realm of Classical Irreversible Thermodynamics [10]. Section 5 further reduces the model to
the mechanical equilibrium, where no inertia is present anymore. Section 6 contains a particular application
of the reduced model – a generalization of the dusty gas model. Section 7 shows an alternative and more
precise route towards the reduced models, where a detailed knowledge of the entropy (either in terms of partial
entropies or in terms of partial temperatures) is not necessary. Finally, Section 8 shows the implication for the
modeling of the Soret coefficient.

2 GENERIC evolution of mixtures

Our goal in this section is to formulate models for a mixture at various levels, with various levels of details,
but in a systematic and thermodynamically consistent way. To this end, we shall formulate our approach
within GENERIC framework [16, 33, 34, 38], which combines Hamiltonian mechanics (generated by a Poisson
bracket and energy) and gradient dynamics (generated by a dissipation potential and entropy). Apart from
its convenience for multiscale problems, GENERIC clearly identifies and separates reversible and irreversible
processes in the evolution of state variables. We shall start by the former.

2.1 Hamiltonian mechanics of mixtures

The reversible Hamiltonian evolution of the mixture is generated by a Poisson bracket and energy (or free
energy due to the assumption of isothermality), as shown for example in [35]. The Poisson bracket is derived
from the Liouville equation [38] and reads

{A,B} =
∑
α

{A,B}(FM)α , (2.1)

2we restrict ourselves to two component mixtures without loss of generality
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Thermodynamic generalization of Maxwell-Stefan diffusion 3

where A and B are two arbitrary sufficiently regular functionals of the state variables: partial density ρα, partial
momentum density uα i, and partial entropy density sα. The fluid mechanics Poisson bracket for species α,
that is the bracket corresponding to the fluid mechanics level for each individual species, is given by

{A,B}(FM)α =
∫

drρα (∂iAραBuα i − ∂iBραAuα i)

+
∫

druα i
(
∂jAuα iBuα j − ∂iBuα iAuα j

)
+
∫

drsα
(
∂jAsαBuα j − ∂iBsαAuα j

)
. (2.2)

Note that for instance expression Aρα stands for functional derivative of functional A with respect to the field
ρα(t, r), δA

δρα(t,r) , see for instance [34, 38], and ∂i stands for spatial derivative ∂
∂ri . Einstein summation of

spatial indexes is employed in the whole manuscript.

Given total energy of the system E, reversible evolution of an arbitrary functional A can be then expressed in
two ways, see [38],(

dA
dt

)
rev

= {A,E} (2.3a)

=
∫

dr
∑
α

Aρα
∂ρα
∂t

+
∑
α

Auα ·
∂uα
∂t

+
∑
α

Asα ·
∂sα
∂t

. (2.3b)

By rewriting expression (2.3a) in the form of Eq. (2.3b), we can read the evolution equations of ρα, uα and
sα, (

∂ρα
∂t

)
rev

= −∂i(ραu† iα ) , (2.4a)(
∂uα i
∂t

)
rev

= −ρα∂iρ†α − uα j∂iu† jα − ∂j
(
uα iu

† j
α

)
, (2.4b)(

∂sα
∂t

)
rev

= −∂i(sαu† iα ) (2.4c)

(2.4d)

where the conjugate densities, ρ†α, and conjugate momenta, u†α, and conjugate entropies, s†α, are identified
with the respective derivatives of energy,

ρ†α = Eρα ,u†α = Euα and s†α = Esα . (2.4e)

2.2 Hamiltonian evolution of electromagnetic field in vacuum

The reversible evolution of the displacement field D and magnetic field B in vacuum is generated by the
Poisson bracket

{A,B}(EM) =
∫
ADiε

ijk∂jBBk −BDiεijk∂jABk , (2.5)

where we denoted with εijk the Levi-Civita symbol. For an arbitrary energy E, the evolution equation of D
and B read

∂tD
i = εijk∂jEBk , (2.6a)

∂tB
i = −εijk∂jEDi , (2.6b)

where ED = E is the electric field and EB = H is the magnetic intensity, see [46], [38].
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2.3 Irreversible evolution

Within the used GENERIC framework, irreversible evolution of the mixture is generated by a dissipation
potential [36]. Namely (

∂ρα
∂t

)
irr

= δΞ
δρ∗α

, (2.7a)(
∂uα
∂t

)
irr

= δΞ
δu∗α

, (2.7b)(
∂sα
∂t

)
irr

= δΞ
δs∗α

, (2.7c)

where the conjugates with respect to entropy appear

ρ∗α = Sρα ,u∗α = Suα and s∗α = Ssα . (2.7d)

We assume the simplest possible form of dissipation potential [38, Ch 6] being algebraic and quadratic in the
conjugate variables

Ξ = 1
2

∫
dr 1

1
n

∑
γ s
†
γ

1
2

n∑
α,β=1
β 6=α

ζαβ(uα† − uβ†)2 + 1
1
n

∑
γ s
†
γ

1
2

n∑
α,β=1
β 6=α

Kαβ(s†α − s
†
β)2 (2.7e)

where the prefactor 1
n

∑n
α=1 s

†
α corresponds to the average temperature of the mixture (s†, the conjugate of

the total entropy s =
∑
α sa), as will be shown below.

Using Eq. (2.7e), the irreversible evolution becomes explicitly(
∂ρα
∂t

)
irr

= 0 (2.8a)(
∂uα
∂t

)
irr

=
∑
β

ζαβ(u†β − u†α) (2.8b)

(
∂sα
∂t

)
irr

= 1∑n
γ=1 s

†
γ

∑
β,γ

ζβγ(u†β − u†γ)2 +
∑
β 6=α

Kαβ(s†β − s
†
α)(s†β +

∑
γ 6=α

s†γ)

+1
2

n∑
β,γ=1
β,γ 6=α

Kβγ(s†β − s
†
γ)2

 (2.8c)

The zero-th component was separated as it will be considered as the dust in Sec. 6.

Coefficients ζαβ are to be interpreted as mutual friction coefficients as in [3], and they are assumed to be
symmetric, i.e. ζαβ = ζβα. This symmetry can be regarded as the validity of Onsager reciprocal relations
[31, 32, 37] which has been recognised and accepted in particular in transport problems [25, 26]. Similarly, the
heat transfer coefficients Kαβ are also assumed to be symmetric, i.e. Kαβ = Kβα. In the following section,
we add coupling between mechanics of mixtures and electrodynamics.

3 Binary electromagnetohydrodynamics with friction

Since charged matter within electromagnetic fields is subject to the Lorentz force, we have to combine the
building blocks introduced in the previous section to formulate the evolution equations of the binary elec-
tromagnetohydrodynamic mixture with friction. First, we couple the fluid mechanics Poisson bracket (2.1)
with the electromagnetic Poisson bracket (2.5) using the semi-direct product technique, see [46]. Second, we
endow this coupled Poisson bracket with the irreversible terms generated by the dissipation potential (2.7e).
We present the resulting evolution equations below.
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Thermodynamic generalization of Maxwell-Stefan diffusion 5

3.1 Evolution equations

Evolution equations describing a binary charged mixture read

∂tρa = −∂i
(
ρav

i
a

)
, (3.1a)

∂tua,i = −ρa∂i
∂ε

∂ρa
− sa∂i

∂ε

∂sa
− ∂j

(
ua,iv

j
a

)
+ ρa

qa
ma

(
Ei + εijkv

j
aB

k
)

+ ζab(vib − via) , (3.1b)

∂tsa = −∂i
(
sav

i
a

)
+ 1
Ta + Tb

(
ζab(u†b − u†a)2 + 2KabTb(Tb − Ta)

)
, (3.1c)

∂tρb = −∂i
(
ρbv

i
b

)
, (3.1d)

∂tub,i = −ρb∂i
∂ε

∂ρb
− sb∂i

∂ε

∂sb
− ∂j

(
ub,iv

j
b

)
,

+ ρb
qb
mb

(
Ei + εijkv

j
bB

k
)

+ ζab(via − vib) , (3.1e)

∂tsb = −∂i
(
sbv

i
b

)
+ 1
Ta + Tb

(
ζab(u†b − u†a)2 + 2KabTa(Ta − Tb)

)
, (3.1f)

∂tD
i = εijk∂jHk −

(
qaρa
ma

via + qbρb
mb

vib

)
, (3.1g)

∂tB
i = −εijk∂jEk , (3.1h)

where we denoted electric E and magnetic intensities H, and electric D and magnetic field B, internal energy
ε and charge flux qα [38] for more details and relation to the kinetic theory. By integration of the equations
for D and B with respect to time, the static Maxwell equations are obtained,

divD = qaρa
ma

+ qbρb
mb

and divB = 0. (3.2)

Note that the total energy is conserved and the total entropy density,

s = sa + sb, (3.3)

grows. Volumetric total energy density can be prescribed, for example, as

e = 1
2ρav2

a + 1
2ρbv

2
b + ε(ρa, ρb, sa, sb) + 1

2εD2 + 1
2µB2 + ρava + ρbvb

ρa + ρb
· (D×B) , (3.4)

so that it consists of the total kinetic energy density, internal energy and we have E = ∂e
∂D , H = ∂e

∂B , see
[46]. In addition, we adopt the standard notation for µa,b = ∂ε

∂ρa,b
, Ta,b = ∂ε

∂sa,b
, and m = ∂e

∂va + ∂e
∂vb for the

chemical potentials, partial temperatures, and mass momentum, respectively.

The mixture is equipped with two entropies sa and sb. That means that the mixture has also two temperatures
Ta and Tb. This situation is usual in low-temperature plasma, where electrons have higher temperature than
ions because they absorb energy of rapidly varying electromagnetic field more efficiently [8].

3.2 Two-temperature local equilibrium thermodynamics

When summing the two equations for ua and ub, one can read the total pressure (noting that pressure follows
from the definition of the state variables and energy and hence is not subjected to any constitutive choices),

−p = −ε+ ρaµa + ρbµb + saTa + sbTb, (3.5)

and the Gibbs-Duhem relation

−dp = ρadµa + ρbdµb + sadTa + sbdTb (3.6)

or

−∇p = ρa∇µa + ρb∇µb + sa∇Ta + sb∇Tb. (3.7)

DOI 10.20347/WIAS.PREPRINT.2947 Berlin 2022



P. Vágner, M. Pavelka, J. Fuhrmann, V. Klika 6

Differential of the local equilibrium energy (standing for the internal energy per a small volume) can then be
written as

dE = TadSa + TbdSb − pdV + µadMa + µbdMb, (3.8)

the differential of the Gibbs free energy G = E − TaSa − TbSb + pV becomes

dG = −SadTa − SbdTb + V dp+ µadMa + µbdMb. (3.9)

Therefore, we obtain the Maxwell relations

sa = ρa

(
∂Sa
∂Ma

)
Ta,Tb,p,Mb

= −ρa
(
∂µa
∂Ta

)
Tb,p,Ma,Mb

. (3.10)

This definition of sa is indeed compatible with the foregoing definition, i.e. the local volumetric entropy density.
The Euler theorem for 1-homogeneous functions implies for the total entropy, which is extensive, that

S = Sa + Sb for Sa = sa
Ma

ρa
, Sb = sb

Mb

ρb
. (3.11)

Therefore, sa defined in (3.10) represent volumetric densities of entropies of the species (when assuming no
entropy attributed to the microscopic interfaces between constituents).

Moreover, we can define the partial enthalpy by

hα = µα + T
sα
ρα

= µα + T

(
∂Sα
∂Mα

)
T,p,Mβ 6=α

, (3.12)

which plays a role in the energy conservation below. In the next Section, we reduce the rather complicated
models from the current Section to less detailed descriptions.

4 Binary electrohydrodynamics within Classical Irreversible Thermo-
dynamics

Let us, in two steps, reduce model (3.1) to a less detailed model on the level of the Classical Irreversible
Thermodynamics (CIT) [10], that is to a description with only one velocity. In the first step, the temperatures
of the constituents Ta and Tb will be equalized to a single temperature Ta = T = Tb using the MaxEnt
principle. In the second step, the partial momenta uα and uβ will be approximated to the total momentum
u = uα + uβ and the diffusion velocity w† using the Dynamic MaxEnt. However, before proceeding to the
reductions, we let for simplicity the magnetic field relax to B = 0.

4.1 MaxEnt reduction to one-temperature continuum

In the two-temperature treatment we were equipped with two entropies, sa and sb. After the two temperatures
have locally relaxed to their common value T , we are equipped with only one entropy s = sa+sb. What is the
least-biased estimate of the partial entropies sa and sb in that case? We shall use the MaxEnt principle [15,
38, 27].

Since we are working with entropies as state variables, it is more comfortable to minimize energy rather than
maximize entropy.3 Consider a detailed energy ↑E(sa, sb, ρa, ρb,ua,ub). The reduction to the total entropy
s = sa + sb is carried out by the reducing Legendre transformation, see [15],

∂

∂sa

(
−↑E + 〈T, sa + sb〉

)
= 0 = ∂

∂sb

(
−↑E + 〈T, sa + sb〉

)
, (4.1)

3Both approaches are equivalent as far as we have entropy or energy as a state variable [7]. They are not equivalent for instance
in kinetic theory, where neither energy nor entropy are among the state variables and where only the distribution function plays
the role of state variable [38].
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Thermodynamic generalization of Maxwell-Stefan diffusion 7

which is equivalent to the equations

∂↑E

∂sa
= T = ∂↑E

∂sb
, (4.2)

solution of which are the dependencies s̃a(T, ρa, ρb) and s̃b(T, ρa, ρb), which we will further refer to as reduced
partial entropy densities. Note that these functions can be explicitly obtained only after an explicit formula for
↑E has been provided.

We can proceed in the Legendre transformation by defining the negative Helmholtz free energy

↓E∗(T, ρa, ρb,ua,ub) = −↑E(s̃a(T, ρa, ρb), s̃b(T, ρa, ρb), ρa, ρb,ua,ub) + T · (s̃a(T, ρa, ρb) + s̃a(T, ρa, ρb)).
(4.3)

Finally, the Legendre transformation (this time not reducing, but invertible)

∂

∂T

(
−↓E∗ + Ts

)
= 0, (4.4)

which leads to a dependency T (s, ρa, ρb,ua,ub) and the final formula for the reduced energy

↓E(s, ρa, ρb,ua,ub) = −↓E∗(T (s, ρa, ρb), ρa, ρb,ua,ub) + T (s, ρa, ρb,ua,ub)s. (4.5)

Differential of the free energy reads

d↓E∗ = −sdT + µadρa + µbdρb + viadu
i
a + vibdu

i
b, (4.6)

which leads to the Maxwell relations(
∂s

∂ρa,b

)
T,ua,ub

= −
(
∂µa,b
∂T

)
ρa,ρb,ua,ub

. (4.7)

Recalling that s = sa + sb, we can write, for instance, that(
∂sa
∂ρa

)
T

+
(
∂sb
∂ρa

)
T

= −
(
∂µa
∂T

)
ρa,ρb

, (4.8)

for fixed partial momenta ua, ub. If the second term on the left hand side vanishes, as in the case of non-
interacting ideal gases [38], we obtain (

∂sa
∂ρa

)
T

= −
(
∂µa
∂T

)
ρa,ρb

, (4.9)

which will become useful later on. Note however, that this formula ceases to hold in case of interacting gases
and one has to rely on (4.8).

4.2 DynMaxEnt reduction of the relative momentum w

In order to reduce the dynamical equations (3.1), we first rewrite the two partial momenta into the total
momentum u and relative momentum w, as follows,

u = ua + ub , (4.10a)

w = 1
2(ua − ub) , (4.10b)

and conversely,

ua = u
2 + w , (4.10c)

ub = u
2 −w. (4.10d)

DOI 10.20347/WIAS.PREPRINT.2947 Berlin 2022
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The corresponding conjugate variables with respect to energy

u† = 1
2(u†a + u†b) , (4.11a)

w† = u†a − u†b , (4.11b)

and conversely,

u†a = u† + 1
2w† , (4.11c)

u†b = u† − 1
2w† . (4.11d)

Note that the conjugate to the total momentum can be interpreted as the barycentric velocity, u† = v.

In order to identify the reduced version of dynamics, we have to specify the state variables on the lower (less-
detailed) level together with its link to the upper (more-detailed) level state variables. Consequently, entropy
and MaxEnt principle [27] provides the least biased estimate of the reduced dynamics.

Our aim is to identify the dynamics of the system with a single macroscopic velocity/momentum and temper-
ature. Hence, the lower state variables are (ρa, ρb,u, s). The MaxEnt estimate of the relative momentum w
(while keeping the total momentum unchanged) reads

ua = ρa
ρa + ρb

u , ub = ρb
ρa + ρb

u , (4.12a)

u = u , w = ρa − ρb
2(ρa + ρb)

u , (4.12b)

see e.g. [38], which we shall substitute into the equations. The conjugate variable w† is to be determined as
the solution to the stationary evolution equation for w [27]. Finally after the reduction, Eqs. (3.1) become

∂tρa = −∂i
(
ρa

(
vi + w†i

2

))
, (4.13a)

∂tρb = −∂i
(
ρb

(
vi −

w†i

2

))
, (4.13b)

∂tui = −ρa∂iµa − s̃a∂iT − ρb∂iµb − s̃b∂iT (4.13c)

− ∂j
(

ρa
ρa + ρb

ui

(
vj + w†j

2

)
+ ρb
ρa + ρb

ui

(
vj − w†j

2

))
+
(
ρa

qa
ma

+ ρb
qb
mb

)
Ei

= −ρa∂iµa − s̃a∂iT − ρb∂iµb − s̃b∂iT − ∂j
(
uiv

j + ρa − ρb
2(ρa + ρb)

uiw
†j
)

+
(
ρa

qa
ma

+ ρa
qb
mb

)
Ei ,

∂ts = −∂i
(
s̃a
(
vi + w†i/2

)
+ s̃b

(
vi − w†i/2

))
+ 1

2T ζab(va − vb)2 , (4.13d)

ζabw
†i = 1

2

(
−ρa∂iµa − s̃a∂iT + ρa

ma
qaEi + ρb∂iµb + s̃b∂iT −

ρb
mb

qbEi

)
+ 1

4∂j
(
uiw

†j) (4.13e)

∂tD
i = −

(
qaρa
ma

via + qbρb
mb

vib

)
, (4.13f)

where the total entropy s = s̃a + s̃b and the reduced partial entropies s̃a,b(T ) are defined as functions of
temperature T ; see Eqs. (4.2). We refer the reader to the section 5.2 where we work out an example of the
reduced entropies s̃a,b . Neither the term in the equation for u that depends on w†, nor the terms in the
equation for w† that depend on u could be seen without starting from the Liouville equation, which shows
the advantages of our approach to the standard approach based on balance equations [5].

4.2.1 Approximate diffusion velocity ŵ†

The velocity w† appears with alternating signs in the continuity equations (4.13a) and (4.13b) besides the
barycentric velocity v = u†. It is thus tempting to interpret w† as a diffusion velocity. How can one see that?
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Thermodynamic generalization of Maxwell-Stefan diffusion 9

To this end, let us neglect the divergence term ∂j(uiw†j) in equation (4.13e). We use the remaining terms to
define the approximate velocity,

ŵ†i := 1
2ζab

(
−ρa∂iµa − s̃a∂iT + ρa

ma
qaEi + ρb∂iµb + s̃b∂iT −

ρb
mb

qbEi

)
. (4.14)

Clearly, the velocity ŵ† is proportional to the difference of the thermodynamic forces4 acting upon the mixture
species. Hence, together with its role in the continuity equations, (4.13a) and (4.13b), ŵ† is the diffusion
velocity. This results is consistent with the canonical CIT formulation [10].

This observation that w† corresponds to diffusion velocity is in line with the definition of the direct variable w
itself. In particular, u†α is the partial velocity as can be seen from the standard choice of energy above, (3.4),
and the conjugate variables are related via u†α = u† ± 1

2w† and hence, as u† is the barycentric velocity, we
expect the w† variable to represent the diffusion velocity.

However, in contrast to the usual formulations of CIT, such as [10], the diffusive velocity appears in the
evolution equation of the total momentum (4.13c). What is its role therein? Let us integrate the momentum
equation (4.13c) over a volume V . We get

∂t

∫
V

ui =
∫
∂V

− (−ε+ ρaµa + ρbµb + (s̃a + s̃b)T ) νi +
∫
V

(
ρa

qa
ma

+ ρa
qb
mb

)
Ei

−
∫
∂V

ui

(
vj + ρa − ρb

2(ρa + ρb)
ŵ†j
)
νj , (4.15)

where νi denote components of the outer normal. The first integral on the right hand side represents the
material pressure; the second expresses the force acting upon V due to the electric field E; and the last integral
is the transport of the total momentum u across the boundary ∂V . In other words, the total momentum u is
on top of the (barycentric)-velocity field v also advected by the density-weighted diffusion velocity ρa−ρb

2(ρa+ρb)ŵ†.
In the case that ρa � ρb, for example a dilute aqueous solution of a salt, the ŵ† could become in certain flow
regimes comparable to v.

5 Reduction to mechanical equilibrium

In this Section, we further reduce the description to the level of mechanical equilibrium, where no velocity
plays the role of state variable and thus no inertial effects are present. We start again with system (3.1) and
use the MaxEnt single-temperature reduction from Section 4.1. The partial momenta are put equal to their
MaxEnt values, ua = 0 = ub; and as it follows from the Dynamic MaxEnt, the partial velocities va and vb
are governed by the reduced momentum balances. As in the previous section, we assume that magnetic field
is weak enough, putting B = 0 = H. The above-described reduction of the model (3.1) reads

∂tρa = −∂i
(
ρav

i
a

)
, (5.1a)

∂tρb = −∂i
(
ρbv

i
b

)
, (5.1b)

0 = −ρa∂iµa − s̃a∂iT + ρa
qa
ma

Ei + ζab(vib − via) (5.1c)

0 = −ρb∂iµb − s̃b∂iT + ρb
qb
mb

Ei + ζab(via − vib) (5.1d)

∂tD
i = −

(
qaρa
ma

via + qbρb
mb

vib

)
(5.1e)

∂ts = −∂i
(
s̃av

i
a + s̃bv

i
b

)
+ 1

2T ζab(va − vb)2, (5.1f)

where D = εE and E = −∇ϕ. Again, s̃a,b(T ) are given by Eqs. (4.2) and s = s̃a + s̃b. Note that the two
flux-force relations (following from the linear momentum balance) do yield a single equation for the unknown
flux ραvα while the second relation follows from the condition for mixture mechanical equilibrium. Hence
ραvα = −ρβvβ and the sum of (5.1)c,d yields Gibbs-Duhem relation. In addition, Galilean invariance has
been sacrificed as momentum is no longer among the state variables. The equations are thus valid only in the
chosen lab frame, where the total momentum vanishes, that is, ραvα + ρβvβ = 0.

4gradients of the chemical potential and temperature, and electric field
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P. Vágner, M. Pavelka, J. Fuhrmann, V. Klika 10

In the case of non-interacting gases, we use formula (4.9) to rewrite the gradient of chemical potential of
species a at constant temperature:

∇(µa)T =
(
∇µa + sa

ρa
∇Ta

)
Ta=Tb=T

= ∇µa +
(
∂S

∂Ma

)
T,p,Mb

∇T

= ∇µa −
(
∂µa
∂T

)
p,Ma,Mb

∇T , (5.2)

to further simplify the Eqs. (5.1c) and (5.1d),.

Equations (5.1c) and (5.1d) can be interpreted as the constitutive relations for the unknown velocities va and
vb. Sum of the two equations expresses the momentum balance, using the Gibbs-Duhem relation (3.7),

0 = −∇p+
(
ρa

qa
ma

+ ρb
qb
mb

)
E. (5.3)

The approximation of momentum balance in the mechanical equilibrium is thus implied. The total energy
density is of the following form e(ρα,D, s) =

∫
D2/(2ε) + ε(T, ρa, ρb). Entropy is clearly produced in Eqs.

(5.1) and energy is conserved. Indeed, one obtains by chain rule for the total energy density e(ρα,D, s) that

∂te = −∇ · Je, for Je =
∑
α=a,b

ραhαvα. (5.4)

The equations are thus compatible with the standard conservation laws of mass and energy and with the
balance of entropy.

The evolution equation for D can be integrated in time to obtain the Poisson equation (3.2), or

−div (ε∇ϕ) = qaρa
ma

+ qbρb
mb

, (5.5)

which can be solved instead of Eq. (5.1e). The advantage of having D among the state variables is the explicit
conservation of energy. On the other hand, the Poisson equation is more suitable for actual calculation because
boundary conditions are typically given by setting the electrostatic potential.

The friction coefficient ζab should disappear when ρa → 0 or ρb → 0, since then one of the components is
missing. Therefore, it is often expressed as

ζab = kBT

Dab

ρa
ma

ρb
mb

ρa
ma

+ ρb
mb

, (5.6)

where Dab is the Maxwell-Stefan interdiffusion coefficient as defined in [28]. The advantage is that the
interdiffusion coefficients are typically more or less independent of composition [28]. Equations (5.1c) and
(5.1d) can be also rewritten as

ρa
∇(µ̃α)T
kBT

= 1
ρa
ma

+ ρb
mb

∑
β 6=α

ρα
mα

ρβ
mβ

1
Dαβ

(vβ − vα) (5.7)

for α, β = a, b. These equations are also valid for mixtures with more than two components. Notice the
presence of the electrochemical potentials

µ̃α = µα + zae0

ma
ϕ, (5.8)

where za = qa/e0 is the charge number and e0 the elementary charge. Equations (5.7) are referred to as
the Maxwell-Stefan relations. Equations (5.1a), (5.1b), (5.7), (5.5) are referred to as the generalized Poisson-
Nernst-Planck equations, and they serve as the basic equations governing electrochemical processes. Note
that, in addition, the total momentum vanishes, 0 =

∑
ραuα, in mechanical equilibrium, which accompanies

the above velocity relations.
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Thermodynamic generalization of Maxwell-Stefan diffusion 11

5.1 Heat conduction

We have seen that energy can be transported by a motion of matter and by the electromagnetic field. Another
means of energy transport is the heat conduction. One can again formulate a detailed evolution equation
for heat including the inertia of the heat flux [27], but we shall restrict ourselves to the simplest possible
description of heat flux, the Fourier law. The heat flux, which represents a part of energy flux, is proportional
to the negative of the gradient of temperature so that heat flows to the lower temperatures, in accordance
with the second law of thermodynamics,

Jq = −λ∇T, (5.9)

where λ is the coefficient of thermal conductivity. The balance of energy then becomes

∂te = −∇ · (Je + Jq). (5.10)

The corresponding balance of entropy is

∂ts = −∇ ·
(∑

α

sαvα + Jq
T

)
+ Jq · ∇T−1 + 1

2T ζab(va − vb)2, (5.11)

so that Eq. (5.10) is satisfied. Note that the part of entropy balance that is not under the divergence is called
entropy production,

σs = λ

T 2∇T · ∇T + 1
4T ζab(va − vb)2, (5.12)

a clearly non-negative quantity.

The overall heat flux into the system is denoted by Q,

Q = −
∫
∂Ω

Jq · dS. (5.13)

5.2 Example: free energy model of a regular binary solution

Let us consider a free energy model of a regular solution: a binary mixture of ideal gasses with two temperatures
and a heat-of-solution term. The free energy, expressed in the number densities nα = ρα

mα
, reads

f(na, nb, Ta, Tb) =
∑

α∈{a,b}

cV
αnαTα

(
1− ln

(
cV
αn

1−γα
α TαΦα

))︸ ︷︷ ︸
ideal gas

+ (Taκa + Tbκb)
nanb
na + nb︸ ︷︷ ︸

generalized regular solution

, (5.14)

where cV
α is the isochoric heat capacity; γα is the adiabatic factor; Φα is a constant that follows from statistical

physics underpinning; and finally κa and κb are generalized heats of solution.

To illustrate the above theory, we identify the generalised Maxwell-Stefan governing equations. To this end,
we identify the s̃a as we assume a detailed knowledge on the macroscale (5.14). Although the partial entropies
sα have not been identified, the role of individual temperatures Tα is equivalent as sα = − ∂f

∂Tα
.

The condition (4.2) defining the unknown functions s̃α can be simplified in the current case when the total
free energy is a known function of the partial temperatures as s̃α = sα|Tα=T . Hence, we have

s̃α = cV
αnα ln

(
cV
αTn

1−γα
α Φα

)
− nanb
na + nb

κα. (5.15)

Further, the chemical potential (per kilogram, as defined above) reads

µα = ∂f

∂ρα

∣∣∣∣
Ta=Tb=T

=
∂f
∣∣
Ta=Tb=T
∂ρα

=

= T

mα

[
cV
αγα + κa + κb

(na + nb)2n
2
β − cV

α ln
(
cV
αTn

1−γα
α Φα

)]
where α, β ∈ {a, b} and α 6= β.
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The governing equations read

∂tρa = −∂i
(
ρav

i
a

)
,

∂tρb = ∂i
(
ρav

i
a

)
,

via = 1
ζab

ρb
ρ

(−ρa∂iµa − s̃a∂iT )

= 1
ζab

ρb
ρ

(
T

(na + nb)3

[
cV
a (1− γa)n3

a + 3cV
a (1− γa)n2

anb + (3cV
a (1− γa) + 2(κa + κb))nan2

b + cV
a (1− γa)n3

b

]
∂ina

+ 2(κa + κb)Tn2
anb

(na + nb)3 ∂inb

+ na
(na + nb)2

[
cV
a (1− γa)n2

a + (2cV
a (1− γa) + κa)nanb + (cV

a (1− γa)− κb)n2
b

]
∂iT

)
∂ts = −∂i

[(
s̃a −

ma

mb
s̃b

)
via

]
+ 1

4T ζab
(

1− ma

mb

)2
v2
a.

To this end, we calculate the thermodynamic force of the component α, which contributes to the momentum
equations (4.13c) and (4.13e), it reads

−nα∂iµα − s̃α∂iT =− (γα − 1)cV
αT (∂inα + nα∂i lnT )− T (κa + κb)

2nanb
(na + nb)3 (nα∂inβ − nβ∂inα)

+ (κa + κb)
nan

2
b

(na + nb)2 ∂iT − κa
nanb

(na + nb)
∂iT , (5.16)

where α, β ∈ {a, b} and α 6= β. The coefficients before the temperature gradient ∂iT in this case read

−nα(γα − 1)cV
α + nanb

(na + nb)2 (nbκb − naκa)︸ ︷︷ ︸
non-isothermal interaction

(5.17)

In the following Section, we show another application, namely the dusty gas model.

6 Dusty gas limit of the Maxwell-Stefan equations

Dusty gas is a widely applied model of porous medium, obtained as the limit of Maxwell-Stefan transport
equations [30], [28], [21]. To derive the dusty gas model, let us consider the system (5.1) with an additional
species, denoted with subscript D. This additional species, representing the dust, is assumed to be static and
uniformly-distributed. In other words, we assume that nD = const and vD = 0. Note that the last assumption
is the main difference from the mechanical equilibrium case developed in Section 5. We adjust the diffusion
coefficients, similarly as in (5.6) as in [30], we define ε

τ nDαβ = Dαβ(n+ nD), ετDαD = n+nD
nD

DaD, where ε
is the dust’s volume fraction and τ stands for the tortuosity. The force-flux relation yields

nα∂iµ̄α + sα∂iT + zαe0nα∂iϕ− kBT

∑
β 6=D

1
ε
τ nDαβ

(
nαJ

i
β − nβJ iα

)
− 1

ε
τDαD

J iα

 = 0 , for α 6= D ,

(6.1)

where n =
∑
α6=D nα and J iα = nαv

i
α. The dusty gas limit of the Maxwell-Stefan system reads

∂tnα + ∂iJ
i
α = 0 , for α 6= D , (6.2a)

∂i (ε0εr∂iϕ)− e0
∑
α

zαnα = 0 , (6.2b)

∂t

(
ε(nα, T ) + ε0εr

2 ∂iϕ∂iϕ
)

+ ∂i

−λ∂iT +
∑
α6=D

(
µα + T

s̃α
na

)
J iα

 = 0 . (6.2c)
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Thermodynamic generalization of Maxwell-Stefan diffusion 13

6.1 Ideal gas and dust – Fick’s law

In particular for a mixture of neutral ideal gas and dust at constant temperature, the dusty gas limit of the
Maxwell-Stefan equations (6.1) can be rewritten as

− ε
τ
DaD∇na = Ja, (6.3)

which is the Fick’s law, telling that flux of component a is proportional to negative of the gradient of concen-
tration of the component.

6.2 Nonisothermal binary mixture of neutral ideal gasses in a porous medium

Let us illustrate the system (6.2) on an example of a mixture of two neutral ideal gasses and dust: a, b and
D. The free energy of the mixture reads

ε∗(na, nb, T ) = cVa naT
(
1− ln

(
cVa n

1−γa
a TΦa

))
+ cVb nbT

(
1− ln

(
cVb n

1−γb
b TΦb

))
+ cVDnDT , (6.4)

where cVα is the isochoric heat capacity, γα is the adiabatic factor, and Φα = eγα 4πmα
3~2 is a constant that

follows from statistical physics underpinning, cf. Sackur-Tetrode entropy. The reduced momentum equations
read

cVa
kB

(γa − 1) (∂ina + na∂i lnT ) = na
na + nb

1
ε
τDab

J ib −
(

nb
na + nb

1
ε
τDab

+ 1
ε
τDaD

)
J ia , (6.5a)

cVb
kB

(γb − 1) (∂inb + nb∂i lnT ) = nb
na + nb

1
ε
τDab

J ia −
(

1
ε
τDbD

+ na
na + nb

1
ε
τDab

)
J ib . (6.5b)

A stationary numerical solution of the system (6.2) with Dirichlet boundary condition is illustrated in 6.2.1.
The model formulation and the finite volume discretization are summarized in the B.

6.2.1 Analysis of irreversibility of the nonisothermal binary mixture of neutral ideal gasses in a
porous medium

The particular form of the entropy production density follows from the general formula (6.6d) and it reads

σFourier = λ

(
∂iT

T

)2
(6.6a)

σMS = nanb
na + nb

kB
ε
τDab

(
J ia
na
− J ib
nb

)2

(6.6b)

σdust = na
kB

ε
τDaD

(
J ia
na

)2

+ nb
kB

ε
τDbD

(
J ib
nb

)2

(6.6c)

σ = σFourier + σMS + σdust (6.6d)

We can now plot a quantity assessing the locations of lost power. Once we know what is a useful power in
a given problem, typically determined by what can be controlled in a given system, we can define the map
of losses MOL(x)–the density of lost power5. Let us consider that we can control the mass fluxes across the
boundary but not temperature and temperature gradients. Then, the map of losses can be retrieved from the
stationary energy balance (6.2c) as follows

0 =
∫

Ω
∂i

(
−λ∂iT + T

s̃a
na
J ia + T

s̃b
nb
J ib

)
+ ∂i

(
µaJ

i
a + µbJ

i
b

)
=
∫

Ω
∂i

(
T

[
−λ∂iT

T
+ s̃a
na
J ia + s̃b

nb
J ib

])
+ ∂i

(
µaJ

i
a + µbJ

i
b

)
=
∫
∂Ω

(
µaJ

i
a + µbJ

i
b

)
· νi︸ ︷︷ ︸

∆̇G

+
∫

Ω

[
∂iT

(
−λ∂iT

T
+ s̃a
na
J ia + s̃b

nb
J ib

)
+ Tσ

]
︸ ︷︷ ︸

=:MOL(x)

. (6.7)

5energy dissipation rate
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Figure 1: Map of losses (MOL), see (6.7) shows the density of energy losses due to the binary diffusion and
heat conduction in a porous medium (B.1).

The spatial profile of MOL(x) is shown in Fig. 6.2.1, the entropy production density overestimates the power
losses which supports the findings in [39] and [47].

7 Full reduction to CIT

The reductions described in the preceding two sections are only approximate, as the reduction is not complete,
the reduced equations are not closed with respect to the lower state variables (e.g. sα still persist). One requires
to provide some information from the detailed level, detailed entropy in our case, to be able to calculate s̃a, s̃b.

Here, we take a different route where the reduction is complete and the reduced equations are closed with
respect to the less detailed state variables. The price we pay is the complexity of the obtained equations. To
this end, we consider a reduction in direct and conjugate state variables. As we shall see, the reduction in
conjugate variables is more natural and general because it does not require the particular knowledge of the
detailed entropy. In this sense, the approach presented above and the projection to CIT in direct variables is
similar as they both require the specification of the detailed entropy to proceed.

7.1 Projection to CIT in direct variables

Starting point is the binary mixture description without charge [38], i.e. Eqns (3.1) where E = B = 0. With
an explicit choice of entropy (entropy of ideal gases) we may use the dynamic MaxEnt [38, 15] to identify the
evolution equations on the CIT level in the mechanical equilibrium, i.e. state variables ρa, ρb, u = ua+ub, e =
ea + eb where momentum u is constant.

The dynamics on the microscale corresponding to binary fluid mechanics ρa, ρb, ua, ub, sa, sb is given by

∂ρα
∂t

= −div(ραu†α), (7.1a)

∂uα,i
∂t

= −ρα∂iρ†α − uα,j∂iu
†
α,j − sα∂is

†
α − ∂j(uα,iu

†
α,j)− (δaα − δbα)ζab(u†a,i − u

†
b,i) (7.1b)

∂sα
∂t

= −div(sαu†α) + 1
2

s†α

(s†a + s†b)2

∑
β,γ

ζγβ(u†γ − u†β)2 − 2
s†a + s†b

Kab(s†a − s
†
b)(δbαs

†
a − δaαs

†
b), (7.1c)

with a typical energy

E =
∫

dr
(

u2
a

2ρa
+ u2

b

2ρb
+ ε(ρa, sa, ρb, sb)

)
. (7.2)

The effect of temperature equilibration and mutual friction is described via a dissipation potential as above,
eq. (2.7e) while, to complete the description, we consider the entropy potential for a binary mixture of ideal
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gases

S(ρa, ρb,ua,ub, ea, eb) = Sa + Sb =
∑

α∈{a,b}

∫
drkB

ρα
mα

5
2 + ln

mα

ρα

4πmα

3h2

eα − u2
α

2ρα
ρα/mα

3/2

 . (7.3)

Finally, the classical irreversible thermodynamics (CIT) level is characterised by the following choice of state
variables ρa, ρb, u, s = sa+sb. It is again advantageous to change the state variables in binary hydrodynamics
prior to this projection to CIT level so that one can easily track the effects of different temperatures or
dissipation related to the relative motion. To this end we again introduce

u = ua + ub, w = 1/2(ua − ub)

and define
s = sa + sb, σ = 1/2(sa − sb).

Similarly as for u†, w† discussed above, one can show [38] that the conjugate variables are related via

u† = 1/2(u†a + u†b), w† = u†a − u†b, s
† = 1/2(s†a + s†b), σ

† = s†a − s
†
b.

With the above explicit choice of entropy, the MaxEnt (MaxEnt values of state variables are denoted with ME
in the upper index) gives

uME
α

ρα
= u
ρT
, ρT = ρa + ρb,

hence the most probable way of distributing the total momentum among partial momenta is via mass fractions.
Similarly MaxEnt values of partial energies satisfy

eME
α − (uME

α )2/(2ρα)
ρα

= e− u2/(2ρT )
ρT

,

where ρα = ρα/mα.

The explicit knowledge of entropy can be used to identify u = 0 in the mechanical equilibrium and similarly
wME = 1

2 (ua − ub) = u
2
ρa−ρb
ρa+ρb = 0 while

σME(ρa, ρb, s) = 1
2(sa − sb) = −5

2kB
ρa − ρb

2 + 2kB
ρaρb
ρT

ln
((

ma

mb

)3/2
ρb
ρa

)
+ ρa − ρb

ρT
s, (7.4)

where we introduced ρT = ρa + ρb.

Dynamic MaxEnt provides a relation for direct state variables of the relaxed state variables from the higher,
more detailed, level of description (in our case w, σ). The values of their conjugate variables have to be
identified so that the dynamics of the relaxed evolution on the lower level stays exactly on the MaxEnt values
in the direct variables.

Hence w†α and σ† have to be identified from their evolution equations following from their Max Ent values.
In particular,

∂tuME
a = 0 = −ρa∇ρ†a − ζab(u†a − u†b) − (s/2 + σME)︸ ︷︷ ︸

sa

∇ (s† + σ†/2)︸ ︷︷ ︸
s†a

, (7.5a)

∂tuME
b = 0 = −ρb∇ρ†b − ζab(u

†
b − u†a) − (s/2− σME)︸ ︷︷ ︸

sb

∇ (s† − σ†/2)︸ ︷︷ ︸
s†
b

, (7.5b)

where the boxed terms correspond to the classical Maxwell-Stefan model. The MaxEnt value of σ, σME , can
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be used to get

∂tσ
ME = −1

2div
[

(u†a + u†b)
(
−5

2kB
ρa − ρb

2 + 2kB
ρaρb
ρT

ln
[(

ma

mb

)3/2
ρb
ρa

])]
(7.6a)

− 1
4div

[
s

ρT

(
u†a(3ρa − ρb)− u†b(3ρb − ρa)

)]
−Kabσ

†

= ∂tρa

[
−5

4kB + 2kB
ρb
ρT

ln
[(

ma

mb

)3/2
ρb
ρa

]
− 2kB

ρb
ρT

+ 2 ρa
ρT
s

]
(7.6b)

+ ∂tρb

[
5
4kB + 2kB

ρa
ρT

ln
[(

ma

mb

)3/2
ρb
ρa

]
+ 2kB

ρa
ρT
− 2 ρb

ρT
s

]
+ ∂ts

ρa − ρb
ρT

,

where the first equality follows from the general evolution equations for σ, i.e. ∂tσ = 1
2 (∂tsa − ∂tsb), with

sa = s
2 + σME , sb = s

2 − σ
ME , while the second equality comes from the time derivative of the MaxEnt

estimate of σ, σME in Eq. (7.4).

These three relations, Eqs (7.5), (7.6), for the conjugate values of the relaxed state variables, u†a, u†b, σ†,
provide closures for the evolution of the lower state variables

∂tρα = −div(ραu†α), (7.7)

∂ts = −div
{

(u†a − u†b)
(
−5

2kB
ρa − ρb

2 + 2kB
ρaρb
ρT

ln
[(

ma

mb

)3/2
ρb
ρa

])
+ 1

2
s

ρT

(
u†a(3ρa − ρb) + u†b(3ρb − ρa)

)}
+

+ 1
s†

[
1
4ζab(u

†
a − u†b)

2 +Kab

(
σ†
)2]

. (7.8)

The standard Maxwell-Stefan model is obtained (the difference in the conjugate momenta provide a relation
for the chemical potentials ρ†α) when the entropy is allowed to equilibrate (when the temperature, s†, is such
that ∂ts = 0). In the extended version with the temperature effect, one has to solve for σ† which decouples
from the u†a, u†b dependency once the two relations (7.5) are added.

7.1.1 Fast dissipation

In the case of a fast dissipation (the time scale required for the entropy and momentum dissipation is signif-
icantly shorter than the time scale of reversible evolution), we may assume that the terms Kab and ζab are
significantly larger than the remaining ones (as in Chapman-Enskog solution of Boltzmann equation). Then
the leading order equation for σ† reads from (7.6) as

0 = Kabσ
† + 1

s†
Kab

(
σ†
)2 ρa − ρb

ρT
,

with two leading order solutions

σ† = 0, (7.9)

σ† = −s† ρT
ρa − ρb

. (7.10)

The second solution, however, is not a physically admissible as one of the corresponding partial temperatures
would have to be negative

s†a = s† + σ†/2 = −s† 2ρb
ρa − ρb

, s†b = s† − σ†/2 = s†
2ρa

ρa − ρb
.

However, the first leading order solution is always plausible and natural as it corresponds to the same partial
temperatures in CIT mixture where one measures just a single temperature without the possibility to distinguish
momenta of each constituent.
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In this setting the extended version of Maxwell-Stefan model simplifies to

∂tρα = −div(ραu†α) , (7.11)

0 = −ρa∇ρ†a − ζab(u†a − u†b) − (s/2 + σME(ρa, ρb, s))∇s†, (7.12)

0 = −ρb∇ρ†b − ζab(u
†
b − u†a) − (s/2− σME(ρa, ρb, s))∇s†, (7.13)

∂ts =− div
{

(u†a − u†b)
(
−5

2kB
ρa − ρb

2 + 2kB
ρaρb
ρT

ln
[(

ma

mb

)3/2
ρb
ρa

])}

− div
{

1
2
s

ρT

(
u†a(3ρa − ρb) + u†b(3ρb − ρa)

)}
+ 1
s†
ζab(u†a − u†b)

2. (7.14)

Note again that, in addition, the total momentum vanishes, 0 =
∑
ραuα, in mechanical equilibrium, which

closes the problem.

Finally note that s† = T and using the assumption of the explicit form of entropy one can rewrite both s and
s† in terms temperature (e = 3

2kBρTT in MaxEnt):

s = 5
2ρT kB + kB

[
ρa ln

(
m

3/2
a

ρa

)
+ ρb ln

(
m

3/2
b

ρb

)]
+ kBρT

3
2 ln

(
2π
h2 kBT

)
.

It is a straightforward calculation to show that total energy is conserved via

∂te = s†∂ts+ ρ†a∂tρa + ρ†b∂tρb,

as energy change occurs only via fluxes.

7.2 Projection to CIT in conjugate variables

An alternative method of extension is via a projection from the following binary mixture state variables
ρa, ρb, ua, ub, s†a, s

†
b to the lower level ρa, ρb, s where the projection is such that temperature differ-

ences disappear, σ† = 0, while reaching again mechanical equilibrium.

This approach has the advantage of generality (it is not necessary to specify entropy relation or look for the
leading order solutions) however, as we shall see, the resulting equations are somewhat more complex.

First, we need to rewrite the description of binary mixture to the new choice of state variables. For this we use

E∗ = −E + s†asa + s†bsb,

a free-energy. If we denote ρ‡a =
(
∂e∗

∂ρa

)
ρb,ua,ub,s†a,s†b

then

ρ‡α = −ρ†α,
u‡α = −u†α,(

s†α
)‡ = sα.

The evolution equations for conjugate variables are

∂ts
†
a = 1

det Hess(e∗)

[
∂2e∗

∂(s†b)2

(
∂tsa −

∂2e∗

∂s†aρa
∂tρa −

∂2ej

∂s†aρb
∂tρb −

∂2ej

∂s†aua
∂tua −

∂2ej

∂s†aub
∂tub

)
︸ ︷︷ ︸

1

−

− ∂2e∗

∂s†a∂s
†
b

(
∂tsb −

∂2ej

∂s†bρa
∂tρa −

∂2ej

∂s†bρb
∂tρb −

∂2ej

∂s†bua
∂tua −

∂2ej

∂s†bub
∂tub

)
︸ ︷︷ ︸

2

]
,

∂ts
†
b = 1

det Hess(e∗)

[
∂2e∗

∂(s†b)2
2 − ∂2e∗

∂(s†a)2
1
]
.
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Instead of using MaxEnt we prescribe the projection as equal partial temperatures on the lower lever, i.e.
σ† = Ta − Tb = 0 while s† = 1

2 (s†a + s†b).

With the assumption of mechanical equilibrium, the lower level is given by σ† = 0,ua = ub = 0 (i.e. no
dissipation due to the mutual friction or temperature equilibration) while the conjugate (σ†)‡ = σ variable is
given by

0 = ∂tσ
† = div

((s
2 + σ

)
u‡a
)
− div

((s
2 − σ

)
u‡b
)

+ div(ρau‡a)
(

∂2e∗

∂s†b∂ρa
− ∂2e∗

∂s†a∂ρa

)
+ div(ρbu‡b)

(
∂2e∗

∂s†b∂ρb
− ∂2e∗

∂s†a∂ρb

)
. (7.15a)

This constitutive relation can then be used to close the extended Maxwell-Stefan model

∂tρα = div(ραu‡α) , (7.15b)

0 = ρa∇ρ‡a + ζab(u‡a − u‡b) − (s/2 + σ)∇s†, (7.15c)

0 = ρb∇ρ‡b + ζab(u‡b − u‡a) − (s/2− σ)∇s†, (7.15d)

∂ts
† = 1

det Hess(e∗)

(
∂2e∗

∂(s†b)2
− ∂2e∗

∂(s†a)2

)[
div
((s

2 + σ
)

u‡a
)
− div(ρau‡a) ∂2e∗

∂s†a∂ρa
− div(ρbu‡b)

∂2e∗

∂s†a∂ρb

]
,

(7.15e)

where s† = T is temperature and s is related to it via the free energy e∗ as s = (s†)‡.

8 Soret coefficient as appearing from the multiscale analysis

An important outcome of our multiscale Maxwell-Stefan models is the ability to assess the Soret coefficient
based on a detailed description. The Soret coefficient is a coefficient between the density or composition
gradient and the temperature gradient in a steady state characterised by a zero mass flux

∇ρα = −LραT∇T, (8.1)

where LραT is the Soret coefficient describing the thermal diffusion of component α (positive Soret coefficient
have such components which concentrate in colder regions).

Although the Soret coefficient has been studied for a long time in non-equilibrium thermodynamics (being
an off-diagonal entry of the Onsager matrix relating thermodynamic fluxes and forces [10]), it is much less
explored than for instance the diffusion coefficient. A comprehensive review can be found in [22]. The Soret
coefficient can be approximated by means of kinetic theory [18, 43], where it comes from the collision integral or
activation energies, or by using non-equilibrium statistical mechanics [19]. Finally, a comprehensive comparison
between the theoretical results and experiments can be found in [20], where two origins of Soret coefficient
are identified: the kinetic origin (different properties of collisions of the constituents), and the thermodynamic
origin (different attraction/repulsion between the constituents). In this work, we show another possible origin
– different behavior in the two-temperature state (before relaxation of temperatures of the constituents to
their common value).

In our study, the flux-force relations provide (noting that the flux vanish as long as one of the components
disappears)

ρav
i
a = −ρaρb

ζabρ
(ρa∂iµa + sa∂iT ) = 0,

where the expression for sa depends on the chosen reduction. In the first approximate reduction where we
assume detailed knowledge of entropy, sa is given by s̃a while in the full reductions they follow from MaxEnt
estimate either in the direct or conjugate state variables.

By splitting the chemical potential gradient into the temperature gradient contribution and chemical potential
potential of species a at a constant temperature, we have

(∂iµa)T = −
[
∂µa
∂T

+ sa
ρa

]
∂iT.
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It is instructive to compare the various reductions. First, let us consider the approximative reduction in the
first part of this paper, i.e. sa = s̃a = sa

∣∣
Ta=T . Hence, Soret coefficient LραT satisfies

LρaT =
∂µβ
∂T + s̃β

ρβ
∂µβ
∂ρa

= 1
∂µβ
∂ρa

[
∂µβ
∂T
− ∂µβ
∂Tβ

∣∣∣∣
Tβ=T

+ 1
ρβ

(s̃β − sβ
∣∣
Tβ=T )

]
= 1

∂µβ
∂ρa

[
∂µβ
∂T
− ∂µβ
∂Tβ

∣∣∣∣
Tβ=T

]
. (8.2)

Hence, a nontrivial Soret coefficient is appearing only as an effect of a nonzero difference between partial
temperatures. If we consider the particular example described above in Section 5.2, we obtain

LρaT = mb

na(na + nb)2T

nb (na + nb)3κb
κa + κb

− 2κan3
a

(1−γb)cV
b

nb
− 2n2

a(κa+κb)
(na+nb)3

 .

On the other hand, if we use the results of the full reduction, we obtain direct expressions for sa in terms of
the less detailed state variables without a clear link to the necessity of having distinct partial temperatures.
Hence, our study suggests that a temperature difference on a microscale manifests on a macroscale as a Soret
effect of thermodiffusion, which provides an alternative origin of the Soret coefficient.

9 Discussion and Conclusion

Transport models are ubiquitous, attract a lot of attention, and are widely applicable, see for example the
recent monograph [48]. Here we focused on the extension of the successful diffusion Maxwell-Stefan model to
the nonisothermal case to obtain a minimalistic and yet plausible description of thermodiffusion. To this end,
we consider momentum exchange among the mixture components and keep track of the total entropy. To do
so, we adapt a thermodynamic multiscale framework and employ reduction techniques to reach the desired
level of detail.

In order to derive the hierarchy of theories of mixtures with two momenta and two temperatures, one mo-
mentum and one temperature, and finally without any momenta (mechanical equilibrium), we start from the
Liouville equation and reduce this complex behavior by Hamiltonian reductions. This way, we obtain a hier-
archy of models for multiscale binary homogeneous mixtures interacting with electrodynamics. In particular
we obtain new terms in the equations for binary mixtures that can not be obtained by the standard approach
based on balance equations.

The first approach, Sections 2-6, is the most intuitive one and easiest to use. It extends the classical Maxwell-
Stefan to the non-isothermal case and, in addition, includes the effect of electric field via electro-chemical
potential. Moreover it is straightforwardly extendable to a multicomponent mixture. However, the drawback is
that in this intuitive approach we circumvented the problem of reducing the number of state variables entailing
the presence of partial entropies in the final set of equations. Hence the problem is not closed and some form
of further approximation have to take place.

The second approach, Section 7, invoking MaxEnt to properly carry out the reduction to the lower level is more
precise and yields a closed system of evolution equations. However, in order to explicitly carry out the reduction
we needed to employ a particular choice of the upper entropy. If the ideal gas mixture is not appropriate, one has
to repeat the reduction. Additionally, the temperatures of the two constituents are subdued to the lower state
variables and are, in general, not equal. Note that when dissipation is dominant in the lower level evolution,
one can show that the difference in temperatures vanishes.

Finally, the last approach used again MaxEnt dynamic reduction to yield the lower level evolution being the
extension of Maxwell-Stefan equations. This time, the MaxEnt is carried out in the conjugate rather than
direct state variables as to control the temperature difference of the two constituents being zero. Additionally,
the yielded evolution equations are general – one can chose free energy as the last step and thus specify the
evolution equations.

Note that in principle all these approaches are extendable to a mixtures with a higher number of constituents
but in the latter two approaches we do not include such extensions explicitly here. In addition, our approach
reminds, at least in principle, the model of Lorentz diffusive gas [1], where the need to include momentum
exchange among constituents resulted in evolution equations for new state variables in the spirit of Extended
irreversible thermodynamics. The obtained governing equations are also Maxwell-Stefan-like equations.
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We apply the obtained Maxwell-Stefan theory to a dusty gas model, which we numerically solve to illustrate
the novelty of the nonisothermal extension of the theory. One can see such effects directly from the equations
themselves as, for example from (7.15) one can expect nonfickian behaviour even in binary mixtures due to
the presence of temperature gradients. Another application of our models is a non-isothermal generalization
of the dusty gas model, its generalized thermodynamic efficiency analysis, and finally the identification of a
new origin of the Soret coefficient.

In future, we would like test the obtained equation in fast processes where the inertial effects and new terms
might play a significant role.
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A MaxEnt is equivalent to MinEne

Let us now recall that maximization of concave entropy S(E, x) with respect to x is equivalent to minimization
of energy E(S, x), as shown for instance in [7, 13].

Assume a stationary MaxEnt point (
∂S

∂x

)
E

∣∣∣
x̄,E

= 0. (A.1)

By the implicit function theorem one gets(
∂E

∂x

)
S

= −
(
∂S
∂x

)
E(

∂S
∂E

)
x

= 0 (A.2)

and thus (
∂E

∂x

)
S

∣∣∣
x̄,S(E,x̄)

= 0. (A.3)

Energy thus also has a stationary point at x̄.

Positivity of temperature means that entropy grows as energy grows (keeping x constant).

Imagine now a the surface σ described by S(x,E) = const within the three-dimensional space (E, x, S). Plane
σE is a plane satisfying E = const. The point with x̄ is the point with the highest value S from the curve
γE = σ ∩ σE . Plane σS is the plane characterized by S = const containing the point x̄. Because entropy
grows with energy, the curve γS = σS ∩ σ has its point with lowest energy located at x̄ while other points of
that curve have higher energy. Curves γE and γS have only one common point, namely x̄. Maximization of
entropy along the curve γE is equivalent to miminization of energy along the curve γS . Therefore, MaxEnt is
equivalent with MinEne for convex entropies.

B Finite volume discretization of binary DGM

We summarize the binary, neutral, non-isothermal dusty gas model for ideal gasses described by Equations (6.2),
(6.4), and (6.5). It is given by

∂tnα + ∂iJ
i
α = 0 , for α ∈ {a, b} , (B.1a)

∂t
(
T
(
cV
a na + cV

b nb + cV
DnD

))
+ ∂i

(
−λ∂iT + T

(
γac

V
a J

i
a + γbc

V
b J

i
b

))
= 0 . (B.1b)
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where the force-flux relation are given as follows,

[
∂ina + na∂i lnT
∂inb + nb∂i lnT

]
=


−
(

1
na+nb

nb
ε
τDab

+ 1
ε
τDaD

)
na

na+nb
1

ε
τDab

nb
na+nb

1
ε
τDab

−
(

1
ε
τDbD

+ 1
na+nb

na
ε
τDab

)


︸ ︷︷ ︸
M

[
J ia
J ib

]
. (B.1c)

Let us assume a Voronoi tessellation {ωk}Nk=1 of the domain Ω. For a control volume ωk, the discrete values
of the densities and temperature in the collocation point xk ∈ ωk are defined as

nα,k := 1
|ωk|

∫
ωk

nαdx , α ∈ {a, b} , (B.2)

Tk := 1
|ωk|

∫
ωk

Tdx . (B.3)

Integration over a control volume ωk and application of the divergence theorem gives the discrete mass balance
which reads

|ωk|∂tnα,k +
∑
σkl 6=∅

|σkl|Jnum
α,kl = 0 , α ∈ {a, b} (B.4)

|ωk|∂t
(
Tk
(
cVa na,k + cVb nb,k + cVDnD

))
+
∑
σkl 6=∅

|σkl|Jnum
T,kl = 0 , (B.5)

where Jnum
α,kl is the numerical flux of density nα across the edge σkl = ∂ωk ∩ ∂ωk; Jnum

T,kl is the numerical flux
The discrete heat flux is defined as

Jnum
T,kl = λ

hkl
[TlB(QT,kl)− TkB(−QT,kl)] (B.6)

where QT,kl = 1
hklλ

∑
α=a,b

γαc
V
α J

num
α,kl .

Here B(x) = x
ex−1 is the Bernoulli function and hkl = |xk−xl| denotes the distance of the collocation points.

F num
α,kl = 1

hkl
(nα,lB(Qkl)− nα,kB(−Qkl)) , α ∈ {a, b} , (B.7)

where Qkl = − 1
hkl

(log Tl − log Tk) , for k = 1, . . . , N , .

We assume the following discrete version of the mobility matrix M

Mnum
kl = τ

ε


−
(
n̄b,kl
n̄kl

1
Dab

+ 1
DaD

)
n̄a,kl
n̄kl

1
Dab

n̄b,kl
n̄kl

1
Dab

−
(
n̄a,kl
n̄kl

1
Dab

+ 1
DbD

)
 (B.8)

where n̄α,kl := 1
2 (nα,k + nα,l) and n̄kl := n̄a,kl + n̄b,kl. The linear system,

F num
kl = Mnum

kl Jnum
kl , (B.9)

gives the discrete mass fluxes.

B.1 Numerical solution in 1D

We wrote a Pluto.jl notebook which shows a solution of the discrete system (B.3) endowed with Dirichlet
boundary conditions on an interval. The solution of the discrete system itself is solved by the finite volume
package Voronoi.jl [12]. Additionally, we coded a parallel solution with analytically invertedM , that is Jnum

kl =
(Mnum

kl )−1
F num
kl , to check the implicitly calculated fluxes in equation (B.9). The two approaches agree, the

notebook can be downloaded here [45].
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Figure 2: Relaxation of system (B.1) after temperature step of the boundary condition (∆T = 130K). The
Dirichlet boundary conditions for the pressure p and the molar fraction xa are constant and equal for the both
boundaries.
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