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Limiting shape for first-passage percolation models on

random geometric graphs
Cristian F. Coletti, Lucas R. de Lima, Alexander Hinsen, Benedikt Jahnel, Daniel R. Valesin

Abstract

Let a random geometric graph be defined in the supercritical regime for the existence
of a unique infinite connected component in Euclidean space. Consider the first-passage
percolation model with independent and identically distributed random variables on the
random infinite connected component. We provide sufficient conditions for the existence
of the asymptotic shape and we show that the shape is an Euclidean ball. We give some
examples exhibiting the result for Bernoulli percolation and the Richardson model. For
the Richardson model we further show that it converges weakly to a branching process
in the joint limit of large intensities and slow passing times.

1 Introduction, main results and examples

First-passage percolation (FPP) was initially introduced by Hammersley and Welsh [3] to
study the spread of fluids through random medium. Since then, several variations of the
percolation process have been extensively investigated (see Auffinger et al. [1] for an overview
of FPP on Z%) due to their considerable amount of theoretical consequences and applications.
It determines a random metric space by assigning random weights to the edges of a graph.

We consider the FPP model defined on a random geometric graph (RGG) in R? with d > 2.
Here, the RGG is defined as in Penrose [9]] by setting the vertices to be given by a homogeneous
Poisson point process (PPP) with intensity A > 0 and the edges are defined between any pair
of vertices that are within an Euclidean distance smaller than a fixed threshold » > 0. This
random graph is also known as the Poisson—Gilbert disk model. It is a graph associated to
the Poisson—-Boolean model in continuum percolation, and it can also be seen as a particular
case of the random-connection model (see for instance Meester and Roy [7]).

The properties and other details regarding the structure and definition of the process will be
given later in the text. We present here the basic definition in general lines. Let the parameters
(A, r) of the RGG be supercritical for the almost-sure existence of a random infinite connected
component H. Note that the infinite component H is unique almost surely and we define the
FPP model on H with independent and identically distributed random variables on the joint

probability space (Q, <7, P).

The aim of this paper is to investigate the [P-a.s. existence of the limiting shape of the above
defined process. In fact, we show that, under some conditions, the random balls of H converge
P-a.s. to the deterministic shape of an Euclidean ball. The additional conditions refer to the
distribution of zero passing time on the edges and the at-least linear growth of the process.

The model will be formally defined in the next sections, we give below a simplified description
of the process to state the main result. Let 7 be a random variable which defines the common
distribution of the i.i.d. passage times 7. along each edge ¢ € E(H).
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Set 7.(A) > 0 to be the critical r for the existence of the infinite connected component H of
the RGG G, ,.. Let By(x) stand for the open Euclidean ball of radius s > 0 centered at z € R?
and denote by v, be volume of the unit ball in d-dimensional Euclidean space. Denote by H;
the random subset of R? of points for which their closest point in # is reached by the FPP
model up to time ¢ > 0. We let Hj be the set of points that have the same closest point in H
as the origin. Here is our first main theorem.

Theorem 1.1 (Shape theorem for FPP on RGGs). Letd > 2 and r > r.()). Consider the FPP
with i.i.d. random variables defined on the infinite connected component H of G . Suppose that
the following conditions are satisfied:

(A1) We have that

1
P(r = —.
(T 0) < Vg rd \
(As) There existn > 2d + 1 such that
E[T"] < +o0.

Then, there exists @ > 0 such that, for all ¢ € (0, 1), one has P-a.s. that
1
(1 —¢)By(o) € —H, C (14+¢)By(0) (1.1)
n
for sufficiently largen € N.

The existence of the limiting shape is particularly interesting because the RGG is a random
graph which exhibits unbounded degrees. The interest of applications for this class of models
has already been pointed out by Jahnel and Koénig [5]. In particular, they suggested the
theorem for the Richardson model on telecommunication networks. The example is naturally
associated with the contact process by stochastic domination as studied by Ménard and Singh
[8], and Riblet [1T]. Another interesting application is a lower bound for the critical probability
of bond percolation on the RGG, which is also presented below.

It is worth pointing out that one can find in the literature a bigger class of random geometric
graphs studied by Hirsch et al. [4] where the graph distance was interpreted as a FPP model.
It suggests that the class of RGGs could also be expanded in our case. We chose to focus
our attention on the standard definition in this work due to the usage of intermediate results
presented in the next section.

Before we state our second main result, let us present some examples.

Example 1 (Bond percolation). We define the bond percolation by considering the clusters
of the Bernoulli FPP only at time zero, see Figure [1| for an illustration. For this, let us call
e € E(H) an open edge when 7, = 0. Set 7. ~ Ber(1 — p) independently for every e € E(H)
and observe that is immediately satisfied.

Then, the open clusters are maximally connected components defined by sites with passage
time zero between them. Let us define the critical probability p. for the bond percolation on
the d-dimensional RGG by

pe .= inf{p € [0, 1] : P(3 an infinite open cluster in H) > 0,7, ~ Ber(1 — p)}.

Note that by Theorem[1.1]the case p < 1/(v47? \) implies the existence of the limiting shape.
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Figure 1: Simulation of the open clusters for a bond percolation model on a 2-dimensional
RGG with p < 1/(vg74\).

Thus, an immediate consequence of the theorem is the following lower bound for the critical
probability
Pe > ]-/(Ud Td )‘>7

and for p = 0 we recover H. We observe that the same lower bound can also be obtained by
exploration methods.

Example 2 (Richardson’s growth model). Consider the interacting particle system known
as the Richardson model defined on the infinite connected component H of the RGG with
parameter A\; > 0. It is a random growth process based on a model introduced by Richardson
[12] and illustrated in Figure [2| It is commonly referred to as a model for the spread of an
infection or for the growth of a population.

Ateachtimet > 0, asite of H is in either of two states, healthy (vacant) or infected (occupied).
Let ¢; : V(H) — {0, 1} indicate the state of the sites at time ¢ assigning the values 0 and 1
for the healthy and infected states, respectively. The process evolves as follows:

B A healthy particle becomes infected at rate A1 >, ;(y) and

B an infected particle remains infected forever.

It is easily seen that the process is determined by FPP with edge passage times 7, ~ Exp(\)
independently for each e € E(H). In particular, this version of the Richardson model
conventionally stochastically dominates the basic contact process.

Conditions and are straightforward since P(7 = 0) = 0 < 1/(vg7%\) and since
Elexp(at)] < +oo for v € (0, \r). Hence, Theorem|1.1]is valid for the Richardson model on
‘H for any supercritical r > 7.()).

Futhermore, it is immediate to see that Theorem [1.1] still holds for any initial configuration
7 C R? of infected particles whenever Z C By /(o) for some s’ > 0. In that case, we simply
replace Hy by H/ :=J,, H;.

DOI 10.20347/WIAS.PREPRINT.2877 Berlin 2021
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Figure 2: Simulation of the spread of an infection given by the Richardson model on a
bidimensional RGG.

Our second main result concerns the asymptotic behavior of the Richardson model in the
limit as « diverges to infinity in a\ and A\j/a. In words, we consider a coupled limit of high
densities and slow infection rates. The limiting process is a branching process (7;’\’)‘1)@0
defined as follows. At time zero, the process has a node only at the origin, i.e., 76>‘”\1 = 0. Then,
iteratively, each node X; € R? of the process produces offsprings independently according to
a Poisson process in time with intensity v;7\\; and the offsprings are placed independently
and uniformly within B,.(X;). We will write subscript [0, ] in cases where we consider the
whole path from time 0 to time ¢ and HZ\”\I for the set of points in H reached by the FPP
model up to time t > 0, where we also indicate system parameters. As above, we let ;""" be
the closest point in H to the origin and define 1™ = () if there is no infinite component. Let
us note that this process has similarities with the growth process as presented in Deijfen [2]].
Here is our second main result.

Theorem 1.2 (Time-space rescaling for Richardson models). Let d > 2. For the Richardson
model with parameters v, A\, \ where r > r.(\), we have that for allt > 0

a\A/a A
Mg — Tol's

weakly with respect to the Skorokhod topology based on the vague topology, as o tends to infinity.

The rest of the manuscript is organized as follows. In Section [2, we have compiled some
basic facts about the RGG and show results on the asymptotic behaviour of the infinite
component H. The FPP model is defined in detail in Section [3| where we also present the
proof of Theorem[1.1] Finally, in Section [4 we present the proof of Theorem 1.2

DOI 10.20347/WIAS.PREPRINT.2877 Berlin 2021
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2 On the random geometric graph

In this section we present the definition and parameters for the RGG and the existence of
the infinite connected component. We also show some results about its geometry in order to
study the asymptotic shape in the next section.

Let P be the random set of points determined by the homogeneous PPP on R? with intensity
A > 0. The RGG Gy, = (V, E) on R? is defined by

V=P, and E={{u,v} CV:|u—v|<r, u+v},

where || - || is the Euclidean norm. Since A™Y/4P, ~ P;, we may regard ) as fixed due to
the homogeneity of the norm. We write G, := Gy, and P = Py. Set (Z,.%, uu) to be the
probability space induced by the construction of P. Let us now introduce the group action
9 : RY ~ Z which is determined by the spatial translation as a shift operator. That is,
Pod, = {v —z:veEeP } The following lemma is a classical result on PPPs, which can
be found for example in Meester and Roy [[7, Proposition 2.6].

Lemma 2.1. The homogeneous PPP is mixing on (=, % , i, 9).

Remark 2.1. Let S : R* — R? be an isometry. Then, it is known that S induces a j-preserving
ergodic function o : = — = where S[P] = P oo.

We are interested in studying the spread of an infection on an infinite connected component
of G,. It is a well-known fact from continuum percolation theory (see Meester and Roy [7] or
Penrose [9, Chapter 10] for details) that, for all d > 2, there exists a critical . > 0 such that
G, has an infinite component H p-a.s. for all » > r.. Moreover, H is p-a.s. unique. Since H is
a subgraph of G,, we denote by V(#) and E(H) its sets of vertices and edges, respectively.

From now on, write (Z',.%’, 1) for the probability space of the PPP conditioned on the
existence of H when r > r.. It suffices for our purposes to know that r. > 1/vd1/d where vy
denotes the volume of the unit ball in the d-dimensional Euclidean space. Indeed, improved
lower and upper bounds can be found in Torquato and Jiao [[14] and . approximates to 1 /v,'/¢
from above as d — +o0.

Let us write 6, := p(B,(0) N V() # 0) and denote the cardinality of a set by | - |.

Proposition 2.2. (Weaker version of Penrose and Pisztora [10, Theorem 1]). Letd > 2,7 > r.
ande € (0,1/2). Then, there exists ¢ > 0 and sy > 0 such that, for all s > s,

i ((1 —e)f, < V(#H) N [S—ds/Q, s/2] < (1+ 5)(%) > 1 —exp(—cs™™).

As a consequence of the last result, we present the following lemma without proof (see Yao
et al. [15, Lemma 3.3]).

Lemma 2.3. Letr > r.. Then, there exists C, C' > 0 such that, for each © € R and all s > 0,

1(Bs(z) NV (H) =0) < Cexp(—C's" ).

Let Z(x,y) denote the set of self-avoiding paths from x to y in H. The simple length of a
path v = (x = xg, x1,...,2m = y) € P(x,y) is denoted by |y| = m.

DOI 10.20347/WIAS.PREPRINT.2877 Berlin 2021
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Write D(z, y) for the H-distance between =,y € V(H) given by
D(z,y) = inf{|y| : v € P(z,v)}.
Let 2 € R% then we define ¢ : RY — V() by

q(x) := argmin{{ly — =/} (2.1)
yeV(H)
the closest point to x in the infinity cluster. Observe from that ¢ may be multivalued for
some z € R In that case, we assume that ¢(z) is uniquely defined by an arbitrarily fixed
outcome of (2.1). Hence ¢ induces a Voronoi partition of R? with respect to H, see Figure
for an illustration.

Figure 3: A random geometric graph on R? with the Voronoi partition generated by the infinite
connected component H (in blue).

We now extend the domain of the #-distance by defining D(x,y) := D(q(x), ¢(y)) for every
z,y € R% The proposition below can be immediately adapted from the proof of Yao et al. [15,
Theorem 2.2] by applying properties of Palm calculus and Lemma 2.3

Proposition 2.4. (Adapted from Yao et al. [15, Theorem 2.2]). Letd > 2 andr > r.. Then there
exists p, > 0 depending on r such that, u-a.s., for all x € RY,
D(z,y)

im —= = p,.

lolit+oo [ly — 2]
The constant p, is called stretch factor of H. Observe that p, > 1/ r. Due to the subadditivity
of the H{-distance, one can easily see that E,[D(o, z)] with ||z|| = 1 is an upper-bound for p,.
We have the following result about the tail behaviour of D(o, z).

Lemma 2.5. Letd > 2 andr > r.. Then, there exist c1,co > 0 and ' > 1 such that, for all
z € R and everyt > f'||x

5

1(D(0,x) > t) < ¢ exp(—cat).

DOI 10.20347/WIAS.PREPRINT.2877 Berlin 2021



Limiting shape for FPP models on RGGs 7

Proof. Let us write i, ,, for the Palm measure p * 9, * d,, for any given v, w € R? Set D to be
the simple G,-distance. In what follows, v «~ w stands for the existence of a path between v

and w in G,. It is clear that D(v, w) = D(v,w) whenever v,w € V(H). By [15, Lemma 3.4],
there exist ¢;,¢ > 0 and 3’ > 1 such that

fvw (v & w, and D(v, w) > t) < & exp(—2at) (2.2)

forall t > f'|[v — w||/2. Consider now B,(z) := B,(z) N P. We apply Lemma|[2.3] (2.2), and
Campbell’s theorem to obtain that there exist C, C" > 0 such that

p(D(o,x) > t) < u(llalo)ll = t/(26) + n(lla(x) — =|l > t/(25))

+ 1 U {v s wand D(v,w) > t}
UEBt/(ZB,)(O)VwEBt/(QB,)(m)
2
_ v _
<2Cexp (—C't/(28)) + 012—2‘215% exp(—cat) (2.3)
forallt > f3'||z||. Hence, we can conclude the proof of (2.3) by suitably choosing ¢1, ¢, > 0. O

Next, let us define for every 2 € R? the quantity
W .= {self-avoiding paths of length n in G, starting at x}
and note that using Jahnel and Konig [5, Theorem 4.6.11]), we have that
E.[[Wy]] = (aR")".

Consider now ‘Wg(o) ‘, the number of self-avoiding paths in H starting at g(0). We apply the
previous result to prove the following lemma.

Lemma2.6. Letd > 2,7 > r.,and k > 1. Then, one has pi-a.s. that for sufficiently largen € N,
|Wg(°)} < (K V4 rd)n.
Proof. Let n € N and define the events
A, = {|Wf{(°)| > (kvgr?)"} .

Recall the notation B,(0) := B,(0) NP. Then

A (U A= (o), lao) | < n}) U{lla(o)| = n}.

vEBR(0)
Hence, by Markov’s inequality, one has for any given 2 € R? that
u(IW31 > (woar)") < B, [[W3[]/(xvar)" = 1/x".
Thus, by Lemmaand Campbell’s theorem, there exist C, C” > 0 such that

+oo +oo ’I’Ld +o0o
> uA) <va ) P > e~ < too,
n=1 n=1 n=1

and hence, an application of the Borel-Cantelli lemma completes the proof. [

DOI 10.20347/WIAS.PREPRINT.2877 Berlin 2021
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3 First-passage percolation

We proceed to formally define our process. Let {7.}.cr be a family of independent and
identically distributed random variables taking values in the time set [0, +00). We say that 7,
is the passage time of the edge e € E(H).

Set (Q, o7, P) to be the joint probability space associated with the construction of the random
geometric graph G, and the independent assignment of the random passage times {7, }.cp.
The joint probability space can be constructed as a product space and we will write I} = [Ep
for short.

Given any path v = (z,21,...,2m,y) € P(z,y) for z,y € V(H), we write e € v for an
edge e € E(H) between a pair of consecutive vertices of . We denote the passage time of

the path v by
T(y) := Z’Te.

eey

The passage time between z,y € R? is then defined by the random variable

T(x,y) :=inf {T(7) : v € P(q(x),q(y))} -

In fact, we can see later that T'(z, y) is a random pseudo-metric when associated with a group
action. To avoid cumbersome notation, we set T'(z) := T'(0, z) for all z € R%.

Using these definitions, we have
Hy = {r eR": T(x) <t}
for the set of Voronoi cells induced by H reached up to time ¢ with the FPP starting in g(0).

Next, consider & : R? ~ Q to be an extension of the group action introduced in Sectionsuch
that 9, will induce 7, ) + 7T{z—.y—.) independently in the product space. It is easily seen
that ¥ inherits the ergodic property of the previously defined group action and that Remark
still holds for actions on Q associated with isometries by extending them in the same
fashion. Then, we observe that T'(xz,z + y) = T(y) o 9, and that the subadditivity

T(x+y) <T(x)+T(y) o, (3.1)

for all z,y € R is straightforward.

We have the following lemma.

Lemma3.1. Letd > 2,7 > 1., and P(1 = 0) < 1/(vq7?). Then, there exists a > 0 depending
onr such that, for all x € R,
allz| < E[T(2)].

Proof. It suffices to prove this statement for large ||z|| as due to subadditivity (3.1) and
stationarity of T'(nz, (n + 1)z) for all n € N we have

E[T (ma)]/|mz|| < ZE[T((Z' — Dz, iz)]/[|mz| = E[T'(2)]/|z|.
Define the event

Ay = {max{[lg(o)], lq(=) — [} < [l=[| /4}-

DOI 10.20347/WIAS.PREPRINT.2877 Berlin 2021



Limiting shape for FPP models on RGGs 9

In order to simplify the notation, let us abbreviate m, = [||z||/(27)]. Note that on Al, every
path v € 2(q(0),q(x)) has || > m, and therefore includes a sub-path of length at least
m,. Consequently, for any ¢t > 0,

P ({T(z) <t} N A3)

P ({37 € 2(q(0),q(x)): T(7) <t} N A})
<P(3yeWl):T(y) <),

In order to proceed, first observe that, using Chernoff’s bound for the binomial distribution
with X ~ Binomial(n, p), we have

-p
— (pfc(l _p)(lfc) 'Cc(l . C)(lfc))—n7

where for ¢ — ( the base converges to (1 — p)~'. Also, because of the right continuity of the
cumulative distribution function associated to 7, there exist kK > 1 and § > 0 such that

1—
P(X <cn) <exp (—n (clogE + (1 —c¢)log . C))
p

P(r <6) < 1/(kvgr?).

Further, consider a random variable X’ ~ Binomial(n, P(7 > §)) with respect to PP. Note
that 7 > d1{7 > ¢} and therefore on any (self-avoiding path) of length |y| = n the sum of n
i.i.d. copies of 7, stochastically dominates 6 X'. Therefore, there exists ¢ > 0 and ' > 1 such
that foralln € Nand |[y| =n

P(T(7) < cn) < P(X' > en/d) < (kvgr®) .
Fix 1 < k” < k" and define
A2 = (W] < (K"vgr?)™} and A, = AL N A2

Then, we have

P (T(z) < emy) <P ((A)) + P (A, N {3y € WL T(y) < emy, })
<P((A)) +E Lo+ > 1T() < omy}]

WGW%(;))
<P ((A)°) + (K"vgr®)™ - (Kugr®) ™,
where P ((A,)¢) can be made arbitrarily small by choosing ||z|| large enough via Lemma

and Lemmal2.6l As k" < &/, the exponent in the second summand is negative and dominates
the polynomial term for large x. Therefore, there is a k such that for all 2 € R with ||z| > ,

P (T(z) < emy) <1/2.
Setting a = c¢/4r we arrive at the statement al|z|| < E[T(x)] when ||z|| > k. O

Remark 3.1. Observe that E[T(z)] < E[D(o,z)]E[r] due to the subadditivity and Fubini’s
Theorem. Moreover, condition implies that E[7] < +o00. One can easily see from
Proposition and L' convergence given by Kingman’s subadditive ergodic theorem [6]]
applied to the H-distance, that, for all z € R,

b:= p, E[r] > limsup E[T (nz)]/||nz||.

ntoo

DOI 10.20347/WIAS.PREPRINT.2877 Berlin 2021
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Denote by P, the quenched probability of the propagation model given a realization £ € ='.
The lemma below ensures the at-least linear growth of the passage times.

Lemma 3.2. Lletd > 2, r > r., and assume that holds. Then, there exist deterministic
B> 0and x > 1 such that, for every z,y € RY, and for each ¢ € =/,

Pe (T(z,y) >t) <t @+

forallt > fD(x,y).

Proof. Lety € Z(x,y)(§) be a geodesic given by the H-distance. Then, one has by Markov’s
inequality that, for ¢ > E[7] D(x,y) and 1) from (A4J),

Ee [(See, (e~ El))]

Pe (T(x.y) 21) <P (T() 2 1) < — o —prape—

(3.2)

Rosenthal’s inequality [13] states that, if Y7,...,Y,, are independent random variables with
mean zero and finite moment of order p, with p > 2, then

(=)

where C,, > 0 is a constant that depends only on p. Since holds and (7. — E[r.]) are
identically distributed for all e € +, it yields

E

n n p/2
< G, max ZHmm(ZHmﬂ> ,

i=1

Fe[(3 (e~ ElD)"] < €Dy, (33)

ecy

where C' is now a constant that depends both on 7 and on the distribution of the random
variables.

In case t > 2E[r] D(z, y) we have t — E[7] D(x,y) > t/2. Using this and (3.3), the right-hand
side of is smaller than
21C Dz, y)" ",

If we also have that t > 4C?/" D(x, y), this is smaller than t~7/2. We have thus proved that
Pe (T(z,y) > t) < t=4) forallt > BD(x,y),
with 8 := max {2 E[r],4C%"} and k := /2 —d > 1. O

Before proving our first main theorem, we state and prove the following result.

Lemma 3.3. Letd > 2,1 > r.. Consider the i.i.d. FPP on the RGG satisfying (As). Then, there
exist constants 9, C' > 0, and k > 1 such that for allt > 0 and all x € R?, one has

P ( sup T(z,y) > t> <Ot~
yEBsi ()

DOI 10.20347/WIAS.PREPRINT.2877 Berlin 2021



Limiting shape for FPP models on RGGs 11

Proof. Due to the translation invariance it suffices to prove the lemma for x = 0. Let
§ = (8'8)~! with 8’ and 3 from Lemmas [2.5 and Set ¢q > 0 to be such that Bys(0) C
[—ca/2, cq/2]* and write Cy := 20,cq with 6, > 0 from Proposition Let us now define the
following events:

= { G Bgt } N {|B52t (H)’ <Cy- td}
:{ sup D(o,y) <t/5}ﬁG1
llyll<dt
:{ sup T(0,y) >t}mG1m02
lyl|<dt
Now,
P( sup T(o,y) >t) <P(Gs)+P(GS) + P(GY), (3.4)
yEB,;t(O)

where the last two summands decrease exponentially in ¢ due to Proposition[2.2] and Lemmas
2.3and [2.5] By Lemma|3.2] there exists k > 1 such that

P(Gy) < B [1{E € GiN G} P ((sup T(y) > t) | < Cat? /1t (3.5)

llyll<dt

Combining with (3.4), the desired bound is obtained by choosing a suitable C' > 0. [

After this preparatory work, we now proceed to prove Theorem

Proof of Theorem[1.1 We begin by verifying properties of T'(nz). Note that for every z € R4
one has that E[T(z)] < 400 by Lemmas [2.5/and Recall that the process is mixing on
(Q, o, P,d) by Lemma[2.1} Then, by the subadditivity (3.1), we apply Kingman’s subadditive
ergodic theorem to obtain that, P-a.s., for all x € R?,

lim T(nz)
ntT4o0 n

= Qb(x)v (3-6)

where ¢ : RY — [0, +00) is a homogeneous and subadditive function given by

o(z) = inf LD ) BT (o))

n>1 n nT+oo n

Since the process is rotation invariant, there exists a constant ¢ (the time constant) such that
o(x) = @ ||z|| for all z € R% In fact, one has from Lemmaand Remark 3.1/ that

0<a<o@ '<b=p E[r] <.

Let us now prove the P-a.s. asymptotic equivalence

) _ 1 (3.7)

im —=
lylt+oo |lyll @

For the lower bound of the theorem we prove the equivalent statement that for every
€ (0,1),

T T 1
lim sup sup ) = limsup sup M < — P -a.s.,

sToo lyll<(1=e)s S meNmtoo  |ly[|<(1—e)ym T @
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where the first equation holds as |s]/s converges to 1. Fix ¢ € (0,1) and let § be given
by Lemma Due to compactness, there exists a finite cover of open balls with centers
(i)ieq1,..ny € R with ||ly;|| <1 — € such that

-----

Bi_(0) S |J Bsyeei).

1e{1,...,n}

Furthermore B,,1_¢(0) C Uie{l,...,n} Binse/20)(my;) for every m € N. Applying Lemma
we obtain

Z P ( sup T(myi,y) > me/(?(p)) < 00.

meN ly—my;||<mde/(2¢)

Therefore, by the Borel-Cantelli lemma,

T )
lim sup sup M < £ p_gs

meN,mtoo  ||my;—y||<mde/(2¢) m 2(P

Applying and subadditivity, we obtain

T(y) ( T(o, my;)

lim sup —— S hm sup max
mtoos||yl|<(1—e)m T mtoo ie{l,..n} m

T Iz
+ o swp M)
lmy; —yl|[<mde/(2¢) m

< ax uill/@ +¢/(20) <1/o P-as,

where we used that [|y;|| <1 —e.

For the upper bound of the theorem define A; := By142¢(0) \ Bia+e)(0) and observe that it
suffices to prove

T 1
lim inf inf M > —
meN,mToo  y€Ar M ()

P —a.s.

for arbitrary but fixed ¢ > 0, as for (for ¢ > €) any x with ||z|| > t(1 + 2¢) there exists an
T € A, with T(Z) < T(x).

Similar as in the lower bound of the theorem, fix ¢ > 0 and 6 > 0 small enough that Lemma
holds. There exists a set of centers (v;)ic{1,...n} € R? with llyi|| > 1 + € such that

A, C U Bse/2¢) (Y1)

i€{1,...,n}
and hence
T T i
lim inf inf M > liminf ( min M
meN,mToo yEAm M meN,mtoo \ ie{l,...n} m
T(myz-,y)>
lmy;—yl|<mde/(2¢) m

> min _||yill/e —€/(29) > 1/,
i€{l,..n}

which concludes the proof of the asymptotic equivalence (3.7). The proof of the theorem is
now complete by standard arguments of the P-a.s. uniform convergence given by (3.7). [
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4 Proof of Theorem

Throughout this section, we fix 7, A\, A;. For the process (H?A’AI/Q)QO, we let T, , = 0 and
let 7! ., T ,, ... denote the jump times in increasing order. We let Z,, o := ¢q(0) and fori € N

o,y T2
we let Z,,; denote the point of R? that joins the process at time 77, ;, so that

a,i?

ta/\y)\l/a = {Za,Oa Za,b ce Za,i} fort e [T/

a,i)

We also let
Ta,O = O, Ta,i = T(;7i - T(;7i—17 1 € N.
For the process (7;’\’)‘1)@0, we define sequences Zy, Z1, Zs, ... and Ty, 11,15, . .. in the same

way (except that Z, := o in this case). With this notation, we can state:

Proposition 4.1. Letk € N, fo,..., fr : RY = Randgy,...,gr : (0,00) — R; assume all
these functions are continuous with compact support. We then have

k

11 7:(2)a:(T)

i=1

2% fi(0) - E 1)

k
E | fo(Zao) [ [ fi(Zai)9i(Tas)
=1

We will prove this proposition later; for now let us show how it implies Theorem|1.2

Proof of Theorem[1.2 Let M denote the space of finite point measures on R? endowed
with the topology of vague convergence, and let D([0, 0c0), M) denote the space of cadlag
functions v : [0, 0c0) — M; this space of functions is endowed with the Skorokhod topology.

We now want to define the space to which the sequences of jump times and growth locations
defined above belong, and endow this space with a topology. We let

O = {(ZO,Zl,tl,ZQ,tQ, ) eRYx (R x (0,00))N Yooyt = oo}

The topology we take in @ is the infinite product topology, where each copy of R¢ and each
copy of (0, 00) is endowed with the corresponding Euclidean topology.

For z = (z0,21,t1,22,t2,...) € O, define 'z € D([0,00), M) as follows (with the
convention ty = 0):

(FZ)(t) = ié{zk} : ]l{t Z tk}, t Z 0.

In words, I'z is the cadlag function constructed from z by starting from 4y, at time zero, and

prescribing that at each time of the form Zf:o t;, a pointmass at zj is added to the process
(and the trajectory is kept constant between jumps). We then have

( ta)\’)\l/a)tzo = F(Zoz,Oa Za,b Ta,la Za,27 Tan’ t ')7
(77\’/\1)20 = F(Zm 2y, Ty, 23, T, . )

Using the definition of the Skorokhod topology, it is standard to prove that I' is a
homeomorphism between © and a measurable subset of D([0,00), M). Hence, in order to
prove the convergence stated in the theorem, it suffices to prove that

(Za,07 Za,lu Ta,17 Za,27 Ta,27 .. ) OH—OO> (ZO7 Zl; T17 Z27 T27 .- ')7
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in distribution. Convergence in the infinite product topology is implied by convergence of all
finite-dimensional distributions, so it is sufficient to prove that for all £ we have

(Za,Oa Za,17 Toz,la R Za,k7 Ta,k) 04*>—00> (Zo, Zla T17 R Zka Tk)

in distribution. In order to check this, by approximation arguments it is sufficient to check
convergence of the integral of functions as taken in (4.1), so the result readily follows from

Proposition O

In order to prove Proposition it will be important to have a more explicit description of
the expectations that appear in (4.7). To this end, let us give some definitions. Recall that P,
denotes a PPP on R? with intensity a)\; we assume that this is the point process that gives rise
to the infinite cluster in which the growth process (”H?A”\I/Q)Qo is defined. Given a realization

of P, and a finite set S C P,,, define
Na(8) = Z | (Pax N By (z)\S| = Z {zeS: lz—yl <r}
zeS YEPLA\S

We now introduce probability kernels for each value of a; these encode the jump rates of
the dynamics of the growth process, conditioned on the realization of P,,. We start with the

temporal kernel
ﬁa(S’ dt) e A@ -t -exp <_/\@ . t) dt,

where S is any finite subset of P, and £,(S, -) gives a measure on the Borel sets of (0, c0),
described above in terms of its density with respect to Lebesgue measure. Next, define the
spatial kernel

1
NL(S)

Ko(S, A) == Y Hres: a—yl <r}|-oy(A).

yepa)\\s

where S is any finite subset of P,, and A is a Borel subset of R?, so that K,(S, ) gives a
probability measure on R% Finally, define the kernel

Ko(S,d(x, 1)) i= Ka(S, da) @ La(S, dt),

that is, K, (S, ") is the measure on R? x (0, 00) that satisfies, for any functions f : R? — R
and g : (0,00) — R both continuous with compact support:

/R o )f(a:)g(t) Ko(S,d(x,t) = Rdf(x)/Ca(S,dx)x /(O g(t) L[S, dt).

,00)

Now, using the strong Markov property, we can write

E

k
fo(Zmo) H fi(Za,i)gi(Ta,i)

_E {fo(Q(O)) [ Eoatodta )i nn)
/ Ko({q0), 21}, d(22, 1)) faz2)ga (1) -
/ Ko ({q(0), 21, 20} Az ) i (o) g ()

(4.2)
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We now define the analogous kernels for the limiting growth process. The temporal kernel is
given by
L(S,dt) := |SJoar® i - t - exp (— [SJuarfA; - t) dt,
where S C R? is finite, and again we obtain a measure on (0, 00). Next, the spatial kernel is
given by
1
K(S,dy) = | —— 1{y € B, (x dy,
(S.dy) <|S|vdrd; {y € B.( )}> y

for S C R?finite. So K(S, -) is the probability measure on R? obtained from first choosing = €
S uniformly at random, and then choosing a point y € B,.(x) uniformly at random. We again
let K(S,d(z,t)) := K(S,dz) ® L(S,dt). Again by the Markov property, the equality in
holds for the limiting process with respect to this kernel (that is, the same equality with ¢(0)
replaced by o and all a’s omitted).

The following will be the essential ingredient in the proof of Proposition

Lemma 4.2. Let f : RY — Rand g : (0,00) — R be both continuous with compact
support, k € N and € > 0. There exists oy > 0 such that for any o > «p, we have that
with probability larger than 1 — ¢, P, satisfies the following. For any set S C By, (0) N Py
with |S| < k, we have

[ F)ot) Ku(S.a(e.0) ~ [ F)gle) (.l 1) <

We postpone the proof of this lemma; it will immediately follow from Lemma and
Lemma [4.2] below, which separately treat the spatial and temporal kernels. For now, let us
show how Lemmal[4.2implies Proposition[4.1]

Proof of Proposition[4.1. We will abbreviate
Kafgl8)i= [ S0 (S d(w.0)

R4 x (0,00)
and also
Sak ={Za0: Zaps -y Zak}, k€ Ny,
and similarly when « is absent.

We proceed by induction on k£ € Ny. We interpret the case £ = 0 to mean that

Elfo(Za0)] == fo(0),

which holds because Z,o = ¢(0) converges in probability to 0 as @« — o0, as is easily
seen. Now assume that the statement has been proved for £ — 1 > 0, and take functions
fis-- fx, 91, - - -, gk as in the statement. It will be convenient to add and subtract as follows

(for k = 1, we interpret ‘H?Zl’ as being equal to one):

k—1
E | fo(Zao) [ [ fi(Zai)gi(Ta )
=1

=K fo(Za,o) H fi(Za,i)gi(Ta,i) ) [Kafkgk’](sa,k)]

k-1
=E H [i(Z0.)9i(Twi) - ([Kafrgr] (Sar) £ [kagk](sa,k)>] :
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Noting that the function that maps (2o, 21,1, ..., 2k—1, tx—1) into

ZO Hfz zz gz z kagk]({Z(),Zl,...,Zk_l})

is continuous, the induction hypothesis and the definition of weak convergence give

k-1

E fO(Za,0> H fi(Za,i)gi(Ta,i)[kagk] (Sa,k)]

k

E | fo(Zo) || £:(Zi)gi(T)

i=1

a~>oo

E | fo(Zo) Hfz (T3) [ K fugr](Sk)

Next, we bound

E fo(Za,o) H fi(Za,i)gi(Ta,i) : HKafkngSoz,k) - [kagk](sa,k)’]

k
< (s V) ) - B0 finl(Sn) = K i 5ol
By Lemmal[4.2] the right-hand side converges to zero as o« — 0. This completes the proof. [

It remains to prove Lemma To do so, let us now introduce some more notation. For
each 0 > 0, we define the collection of cubes

Cs={0z+[-5,9)": 2€Z%}.

Additionally, given o > 0, ¢/ € N and § > 0, we define the event (involving the set P,,, but
not the passage times):

REG,( Par 0 QI < d forall Q € Cs with Q C By(o) » .
T andd
By the law of large numbers we have
lim P (REG4(¢,6)) = 1. (4.3)

Lemma 4.3. Foranye > 0 and k € N there exists 01 = d1(¢, k) such that the following holds
ford € (0,6,]. Forany € > r, if v is large enough and the event REG,, (¢ + 1, 6) occurs, then for
any S C PN By_,.(0) with |S| < k we have

< €. (4.9)

ZZ “MQHB IN\S| /Q]l{ny—xng}dy

€S QECs

Proof. It is not hard to see that we can choose ¢’ > 0 so that for any § < ¢’ we have

' sup S 1{QN B, (z) # ) < 3% (4.5)

d
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’ QUdT‘d

where B, (z) := {y € R?: ||z — y|| = r}. Next, we let §; := min <5’ £ )

Now, assume that 6 < d; and that REG,(¢+1,6) occurs. Fix S C P, N B,_,.(0) with |S| < k,
and also fix x € S. For each () € Cs define

|(Pax N QN B, (2))\S5]

& (Q) = — | Hlly—=l <rpdy|.
a\ /Q ‘

If @ N OB, (x) # & we bound

|Po<)\ N Q| + 5d
A

by the triangle inequality and the definition of REG,, (¢, 6).If Q C B,(z) with QNOB,(z) = &

we have

&(Q) < < (1+6)0% + 64 = (24 0)6¢,

Parx N QN By ()| _ [Pax N
a\ a\

€ ((1-4)8% (1 +0)8%),

so we bound L
&:(Q) < X +6- 0% < 25!

Q

(the factor % is there to account for the possibility that ) contains some points of .S; the
second inequality holds if « is large enough that k/(a)\) < §%*1). Now, also using (4.3), we

have that the left-hand side of is at most

>N 4(Q) Z(2+55d21{QmaB()¢z}+25d+1véd>

€S QECs z€S QeCs
(2+0)e g Vare
<k- 200 | .
= ( 3% 54
If & is small enough, the right-hand side is smaller than ¢, completing the proof. [

Lemma 4.4. Let f : RY — R be continuous with compact support, k € N and ¢ > 0. There
exists ag > 0 such that for any o > o, we have that with probability larger than 1 — ¢, P,
satisfies the following. For any set S C By,(0) N Py with | S| < k, we have

g f(z) Ko(S,dz) — » flz) K(S,dz)| < e

Proof. Fix f, k and ¢ as in the statement of the lemma. We choose constants as follows:

B since f is continuous with compact support, it is easy to see that we can choose 9y small
enough that for any § € (0, ) we have

sup
Hop!

Jdi — / | < <
R4 Rd

where the supremum is taken over all pairs of probability measures i, i’ on Borel sets

of R with
> - i@ <. (4.6)
QeCs
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B next, let &/ 50”—‘" , and choose 0; = §1(¢’, k) as in Lemma

Letting ¢ be large enough that the support of f is contained in By(0), assume that the
event REG,, (¢ 4+ rk + 1,07) occurs, and let S C B, (0) NP,y be a set with at most & points.
Using the triangle inequality and Lemma[4.3] we bound

a(S
Z ./\% : ]Ca(Sv Q) - |S|Ud’]”d ’ IC<S7 Q)‘
QECs,
(4.7)
Porx N ﬂB S ’
<Y Y [PoR@EBENS [y - ol < rpay <
z€S QeCs, Q
Using the fact that ), Ko (S, Q) = >, K(S, Q) = 1, this readily gives
Nl o = ‘Na(s) —Soart 3 K(S, Q)‘
@ QGC(S QeCs (4.8)

<3 [

Q€eCs,

o(S, Q) — [SJvar® - K(S, Q)‘ <¢

Next, the triangle inequality gives, for any ) € Cy,

a5, - K5, < i (fistvart = 22482 k5.0

+Na5
A

Ka(S, Q) — |Slvar® - K(S, Q)D .

Combining this with and (4.8), we obtain

S Ka(8,Q) —K(S,Q) < = | 3 Ka(S,Q) 1| < == =4,

Slugrd v rd
Q€Cs, |STvd Q€Cs, d

This shows that /C,, (S, -) and IC(S, -) are close enough in the sense that is satisfied. The
proof is now completed using (4.3). O

The following is proved in a similar manner as Lemma[4.4] only simpler, so we omit the details.

Lemma 4.5. Let g : (0,00) — R be continuous with compact support, k € N and ¢ > 0. There
exists ag > 0 such that for any o > «, we have that with probability larger than 1 — ¢, Py
satisfies the following. For any set S C By,.(0) N Py with |S| < k, we have

‘/000 o(S,dt) — /(Ovoo)g(t) L(S, dt)‘ <e
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