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Abstract

For a singularly perturbed parabolic problem with Dirichlet conditions we prove the
existence of a solution periodic in time and with boundary layers at both ends of the space
interval in the case that the degenerate equation has a double root. We construct the
corresponding asymptotic expansion in the small parameter. It turns out that the algorithm
of the construction of the boundary layer functions and the behavior of the solution in
the boundary layers essentially differ from that ones in case of a simple root. We also
investigate the stability of this solution and the corresponding region of attraction.

1 Formulation of the problem

Consider the singularly perturbed parabolic equation

ε2

(
∂2u

∂x2
− ∂u

∂t

)
= f(u, x, t, ε), (1.1)

(x, t) ∈ D = (0 < x < 1)× (−∞ < t <∞),

where ε > 0 is a small parameter and f is T -periodic in t, under the boundary conditions

u(0, t, ε) = u0(t), u(1, t, ε) = u1(t) for −∞ < t <∞, (1.2)

where u0 and u1 are T -periodic functions. We are interested in the existence of a solution
u(x, t, ε) of (1.1), (1.2) which is T -periodic in t

u(x, t+ T, ε) = u(x, t, ε) for (x, t) ∈ D̄. (1.3)

Such equations are often used as mathematical models of reaction-diffusion processes in chem-
ical kinetics, astrophysics, biology and in another applications. Some traditional fields of appli-
cations can be found in the book [1]. It is well-known (see, e.g. [2] and [3]) that if the functions
f, u0 and u1 are sufficiently smooth and if the degenerate equation

f(u, x, t, 0) = 0 (1.4)

has a smooth root

u = ϕ(x, t) for (x, t) ∈ D̄ (1.5)

which is T -periodic in t and stable, that is, the condition

fu(ϕ(x, t), x, t, 0) > 0 for (x, t) ∈ D̄ (1.6)
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is fulfilled, and if the boundary functions u0 and u1 are located in the region of attraction of the
root ϕ(x, t), then for sufficiently small ε the boundary value problem (1.1) – (1.3) has a solution
u(x, t, ε) with the asymptotic representation

u(x, t, ε) = ū(x, t, ε) + Π(ξ, t, ε) + Π̃(ξ̃, t, ε) for (x, t) ∈ D̄, (1.7)

where

ū(x, t, ε) =
∞∑
i=0

εiūi(x, t) (1.8)

is the regular part of the asymptotic representation whose main term is the root ϕ(x, t) of the
degenerate equation, that is, ū0(x, t) = ϕ(x, t),

Π (ξ, t, ε) =
∞∑
i=0

εiΠi(ξ, t), Ãĺ Π̃
(
ξ̃, t, ε

)
=
∞∑
i=0

εiΠ̃i(ξ̃, t) (1.9)

are the boundary layer parts of the asymptotic representation whose coefficients (the boundary
layer functions Πi and Π̃i) depend on t and on the boundary layer variables ξ = x

ε
and ξ̃ =

1−x
ε

, respectively and exponentially decay to zero as the corresponding boundary variable tends
to∞, that is, the following estimates hold true

|Πi(ξ, t)| ≤ c exp(−κξ) for ξ ≥ 0, −∞ < t <∞,
|Π̃i(ξ̃, t)| ≤ c exp(−κξ̃) for ξ̃ ≥ 0, −∞ < t <∞,

(1.10)

where the positive constants c and κ do not depend on ε.

We note that according to the condition (1.6) the root (1.5) of the degenerate equation (1.4) is
a simple root. It is known, that this assumption can be violated in some interesting applications.
Particularly, the case of intersecting roots of the degenerate equation has been considered by
the authors in the papers [4] and [5]. In what follows we study the problem (1.1) – (1.3) under
the condition that the function f has the form

f(u, x, t, ε) ≡ h(x, t) (u− ϕ(x, t))2 − εf1(u, x, t, ε). (1.11)

In that case the root u = ϕ(x, t) of the degenerate equation is a double root.

We will show that under some conditions (e.g. under the conditions (A1)–(A3) below) problem
(1.1) – (1.3) in case of a double root has a solution with the asymptotics (1.7) but the series
(1.8) and (1.9) change their qualitative behavior (cf. (2.2) – (2.4)), and the boundary layers can
be devided into three zones in which the solution of our problem exhibits different behavior, and
also the algorithm for the construction of the boundary layer functions differs from that one in
case of a simple root.

We note that in the more general case when the function h in (1.11) also depends on u, that
is, h = h(u, x, t), where h(ϕ(x, t), x, t) 6= 0 for (x, t) ∈ D̄, all features of the asymptotics
associated with the existence of a double root ϕ(x, t) of the degenerate equation remain, but
their implementations are more sophisticated.

We mention that the analogous problem of the existence of a T -periodic solution with bound-
ary layers of the equation (1.1), where the function f has the structure (1.11) but satisfying
Neumann boundary conditions

∂u

∂x
(0, t, ε) = 0,

∂u

∂x
(1, t, ε) = 0 for −∞ < t <∞
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has been considered in [6]. In that case, different to our situation, the asymptotics of the form
(1.7) is constructed by using the standard algorithm, and the boundary layers show a one-zone
character with exponentially decaying boundary layer functions as in case of a simple root of the
degenerate equation. The difference to the case of a simple root is manifested only in another
scale of the boundary layer variables ξ and ξ̃, namely

ξ =
x

ε
3
4

, ξ̃ =
1− x
ε

3
4

.

Note also, that a specific case of the double root has been considered in our paper [7], the
phenomenon of multi-zones behaviour in the boundary layer has been studied for the initial
value problem with a double root in [8].

The structure of our paper is as follows. In section 2 we construct a formal asymptotic expansion
of a solution to the problem (1.1) – (1.3) in case that the function f has the form (1.11), in section
3 we prove the existence of a solution with the constructed asymptotics. Finally, in section 4 we
study the stability of this solution and its region of attraction.

2 Construction of the asymptotics of a solution

2.1 Assumptions and form of the asymptotics

Concerning the functions f, u0, u1 we assume

(A1). The function f has the form (1.11), the functions h, ϕ, f1, u
0 and u1 are sufficiently

smooth and T -periodic in t, additionally we assume

h(x, t) > 0 for (x, t) ∈ D̄. (2.1)

We note that the required smoothness is determined by the order of the constructed asymp-
totics. In case of arbitrarily high order asymptotics we suppose that the functions are infinitely
often differentiable.

(A2).
f̄1(x, t) := f1 (ϕ(x, t), x, t, 0) > 0 for (x, t) ∈ D̄.

As can be seen in the following, this assumption plays a fundamental role in the construction
of the boundary layer asymptotics as well as in the proof of the existence of a solution with the
constructed asymptotics. This condition implies, that in the considered case of a double root of
the degenerate equation (different from the case of a simple root) the terms of order O(ε) on
the right hand side of equation (1.1) play a crucial role.

(A3).
u0(t) > ϕ(0, t), u1(t) > ϕ(1, t) for −∞ < t <∞.
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This condition is essential for the construction of the boundary layer functions.

Under the conditions (A1)− (A3) we construct an asymptotic expansion of the solution to the
problem (1.1)–(1.3) in the form (1.7), but an essential difference to the case of a simple root
consists in the fact that the regular part ū(x, t, ε) of the asymptotics will be now a power series
in
√
ε (and not in ε as in the case of a simple root), and the boundary layer series are series in

4
√
ε, where their coefficients, that is, the functions Πi and Π̃i depend not only on ξ, t and ξ̃, t,

respectively but also on ε, that is, we have

ū(x, t, ε) =
∞∑
i=0

ε
i
2 ūi(x, t), (2.2)

Π(ξ, t, ε) =
∞∑
i=0

ε
i
4 Πi(ξ, t, ε), (2.3)

Π̃(ξ̃, t, ε) =
∞∑
i=0

ε
i
4 Π̃i(ξ̃, t, ε). (2.4)

The boundary variables ξ and ξ̃ have the same scaling as in the case of a simple root of the
degenerate equation

ξ =
x

ε
, ξ̃ =

1− x
ε

.

2.2 Regular part of the asymptotics

By the standard approach, we have for the series (2.2) the relation

ε2

(
∂2ū

∂x2
− ∂ū

∂t

)
= f(ū, x, t, ε)

where we compare the coefficients belonging to the same powers of
√
ε of the expansions on

both sides. By this way we get equations for the determination of the coefficients ūi(x, t) of the
series (2.2). For ū0(x, t) we obtain the equation

h(x, t) (ū0 − ϕ(x, t))2 = 0,

which implies ū0(x, t) = ϕ(x, t).

For ū1(x, t) we get the quadratic equation

h(x, t)ū2
1 − f̄1(x, t) = 0.

Taking into account (2.1) and condition (A2), this equation has two roots. As ū1(x, t) we take
the positive root

ū1(x, t) =
[
h−1(x, t)f̄1(x, t)

] 1
2 > 0. (2.5)

This choice will turn out to be suitable for the study of the equations for the boundary layer
functions and for the proof of the existence of a solution with the constructed asymptotics.
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For the determination of the coefficients ūi(x, t), i = 2, 3, . . . , of the series (2.2) we get the
linear algebraic equations

[2h(x, t)ū1(x, t)] ūi = Fi(x, t),

where the function Fi(x, t) depends on the functions ūj(x, t) with j < i. Since h(x, t)ū1(x, t)
is different from zero for all (x, t) ∈ D̄, these equations uniquely define the functions ūi(x, t).
Obviously, all functions ūi(x, t) are T -periodic functions in t.

2.3 Boundary layer part of the asymptotics

The determination of the boundary layer functions Πi(ξ, t) is based on the relation

∂2Π

∂ξ2
− ε2∂Π

∂t
= Πf := f(ū(εξ, t, ε) + Π(ξ, t, ε), εξ, t, ε)

−f(ū(εξ, t, ε), εξ, t, ε) = h(εξ, t)
[

(ū(εξ, t, ε) + Π(ξ, t, ε)− ϕ(εξ, t))2

− (ū(εξ, t, ε)− ϕ(εξ, t))2 ]− εΠf1 for ξ > 0, −∞ < t <∞

(2.6)

with the boundary conditions

Π(0, t, ε) = −ū(0, t, ε), Π(∞, t, ε) = 0 for −∞ < t <∞. (2.7)

Equation (2.6) and the boundary conditions (2.7) follow from the standard approach for the
boundary functions (see [2]), but the method to derive the equations for the functions Πi(ξ, t, ε)
of the series (2.3) from the relation (2.6) after substituting (2.3) into (2.6) will be different from
the standard approach since that approach cannot be applied in the case of a multiple root (see
[9]).

Now we describe the algorithm for deriving the equations which determine the functions Πi(ξ, t, ε).

To determine Π0(ξ, t, ε) we use the differential equation

∂2Π0

∂ξ2
= h(0, t)

[
Π2

0 + 2
√
εū1(0, t)Π0

]
for ξ > 0. (2.8)

If we would apply the standard scheme to derive the equation for Π0, then the term multiplied
by
√
ε would not appear in the differential equation (2.8). As a consequence, Π0 would tend to

zero of order O( 1
ξ2

) as ξ → ∞ which contradicts the true behavior of the solution of problem
(1.1) – (1.3) in the boundary layer.

From (2.7) we get the following boundary conditions for Π0(ξ, t, ε)

Π0(0, t, ε) = u0(t)− ϕ(0, t), Π0(∞, t, ε) = 0 for −∞ < t <∞. (2.9)

The boundary value problem (2.8), (2.9) can be reduced to the following initial value problem

∂Π0

∂ξ
= −

[
2h(0, t)

(
1

3
Π0 +

√
εū1(0, t)

)] 1
2

Π0 for ξ > 0, (2.10)

Π0(0, t, ε) = u0(t)− ϕ(0, t) =: Π0(t). (2.11)
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Problem (2.10), (2.11) can be solved explicitly. Using the relations Π0(t) > 0 which follows
from assumption (A3) and ū1(0, t) > 0 (see (2.5)), we can conclude that Π0(ξ, t, ε) tends
monotonically to zero as ξ →∞.

We write the solution in the following form

Π0(ξ, t, ε) =
12
√
εū1(0, t)

[
1 +O(ε

1
4 )
]

exp
(
−ε 1

4k0(t)ξ
)

{
1−

[
1− (12ū1(0, t)(Π0(t))−1)

1
2 ε

1
4 +O(

√
ε)
]

exp
(
−ε 1

4k0(t)ξ
)}2 ,

(2.12)

where k0(t) := [2h(0, t)ū1(0, t)]
1
2 > 0. The terms O(ε

1
4 ) and O(

√
ε) have the required

decay order as ε→ 0 uniformly on the half line ξ ≥ 0.

We note that in case Π0(t) < 0 the boundary value problem (2.8), (2.9) has no solution. The
case Π0(t) ≡ 0 which implies Π0(ξ, t, ε) ≡ 0 requires a special investigation.

A straightforward analysis of the expression (2.12) yields that the decay of the function Π0(ξ, t, ε)
for increasing ξ exhibits a different behavior in different intervals of the variable ξ. We can dis-
tinguish three zones.

As the first zone we consider the interval 0 ≤ ξ ≤ ε−γ (that is, 0 ≤ x ≤ ε1−γ), where γ is any

number of the interval [0, 1
4
). In this zone we have Π0(ξ, t, ε) = O

(
1

1+ξ2

)
, that means, the

function Π0(ξ, t, ε) exhibits a polynomial decay.

As the second zone (transition zone) we take the interval ε−γ ≤ ξ ≤ ε−
1
4 (that is, ε1−γ ≤

x ≤ ε
3
4 ). Here, we can observe a change of the character of the decay and of the scaling of the

boundary layer variable.

Finally, as the third zone we take the interval ξ ≥ ε−
1
4 (that is, x ≥ ε

3
4 ). Here, the function

Π0(ξ, t, ε) satisfies the estimate

Π0(ξ, t, ε) = O(
√
ε) exp(−k0(t)ζ), where ζ = ε

1
4 ξ =

x

ε
3
4

,

that means, the boundary layer variable ζ for this zone has another scaling as the former vari-
able ξ, and the function Π0(ζ, t, ε) decays exponentially in the third zone as ζ → ∞. We
emphasize once more that the positivity of the function ū1(0, t) plays a fundamental role for the
described behavior of the function Π0(ξ, t, ε).

From (2.12) we get for Π0(ξ, t, ε) the estimate

|Π0(ξ, t, ε)| ≤ cΠκ(ξ, ε) for ξ ≥ 0, −∞ < t < +∞, (2.13)

where

Πκ(ξ, ε) :=

√
ε exp

(
−ε 1

4κξ
)

[
1− (1− ε 1

4 ) exp
(
−ε 1

4κξ
)]2 , (2.14)

and κ satisfies 0 < κ < min
0≤t≤T

k0(t). The function Πκ(ξ, ε) has the same three-zones be-

havior as the function Π0(ξ, t, ε). It plays the role of an estimator for the functions Πi(ξ, t, ε)
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of the series (2.3) as an analogon to the function exp(−κξ) which plays the same role for the
boundary layer functions in case of a simple root of the degenerate equation (see (1.10)).

The derivative ∂Π0

∂t
(ξ, t, ε) satisfies the same estimate as the function Π0(ξ, t, ε)∣∣∣∣∂Π0

∂t
(ξ, t, ε)

∣∣∣∣ ≤ cΠκ(ξ, ε) for ξ ≥ 0, −∞ < t < +∞.

This can be verified by differentiating the expression (2.12) with respect to t or by studying the
boundary value problem for ∂Π0

∂t
, which we get from the boundary value problem (2.8), (2.9) by

differentiating with respect to t.

The boundary value problems for determining the functions Πi(ξ, t, ε), i = 1, 2, . . ., of the
series (2.3) read as follows

∂2Πi

∂ξ2
= α(ξ, t, ε)Πi + πi(ξ, t, ε) for ξ > 0, −∞ < t <∞ (2.15)

Πi(0, t, ε) =

{
−ū i

2
(0, t) if i is even,

0 if i is odd,
Πi(∞, t, ε) = 0,

where
α(ξ, t, ε) := 2h(0, t)

[
Π0(ξ, t, ε) +

√
εū1(0, t)

]
,

and the functions πi(ξ, t, ε) are recursively defined by means of the functions Πj(ξ, t, ε) with
j < i by an approach which differs from the standard one. In order to describe this procedure,
we first rewrite the right hand side of equation (2.6) in the following form, where we take into
account the relation x = ε

3
4 ζ :

Πf = h(ε
3
4 ζ, t)

[ (
ū(ε

3
4 ζ, t, ε) + Π(ξ, t, ε)− ϕ(ε

3
4 ζ, t)

)2

−
(
ū(ε

3
4 ζ, t, ε)− ϕ(ε

3
4 ζ, t)

)2 ]
− εΠf1.

Now we expand the right hand side of this relation into a power series of ε
1
4 and denote by

βi(ζ,Π0, . . . ,Πi−1) the coefficient belonging to ε
i
4 . In this coefficient we do not include the

summand 2h(0, t)Π0(ξ, t, ε)Πi which is included into the expression α(ξ, t, ε)Πi in equation
(2.15).

If the modulus of the summand βij(ζ,Π0, . . . ,Πi−1) belonging to
βi(ζ,Π0, . . . ,Πi−1) can be estimated by a product containing at least two factors |Πk(ξ, t, ε)|
with k < i, that is,

|βij| ≤ c|Πk(ξ, t, ε)| |Πl(ξ, t, ε)|, k < i, l < i,

then this summand after replacing ζ by ε
1
4 ξ belongs to the expression πi(ξ, t, ε); if the estimate

of |βij| contains only one factor |Πk(ξ, t, ε)| with k < i, then this summand after replacing ζ

by ε
1
4 ξ and multiplying it by

√
ε belongs to the expression πi−2(ξ, t, ε).

Moreover, for i ≥ 6 we include the summand
√
ε∂Πi−6

∂t
(ξ, t, ε) appearing as part of the term

−ε2 ∂Π
∂t

on the left hand side of (2.6) into πi(ξ, t, ε).
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We note that it holds π1(ξ, t, ε) ≡ 0. Thus we have

Π1(ξ, t, ε) ≡ 0

and we can represent the expression π2(ξ, t, ε) in the form

π2(ξ, t, ε) =
√
ε (2h(0, t)ū2(0, t)Π0(ξ, t, ε)− Π0f1) ,

where
Π0f1 = f1 (ϕ(0, t) + Π0(ξ, t, ε), 0, t, 0)− f1 (ϕ(0, t), 0, t, 0) .

The described procedure to determine the functions πi(ξ, t, ε) permits to derive the following
estimates

|πi(ξ, t, ε)| ≤ c
[
Π2
κ(ξ, ε) +

√
εΠκ(ξ, ε)

]
, (2.16)

where the functions Πκ(ξ, ε) are defined in (2.14). The constant c and the index κ depend on
the index i.

The inequality (2.16) implies the following estimate of the type (2.13) (see [9])

|Πi(ξ, t, ε)| ≤ cΠκ(ξ, ε) for ξ ≥ 0, −∞ < t < +∞, i = 2, 3, . . . ., (2.17)

where c and κ depend on i. From this estimate we get that all Πi(ξ, t, ε) feature the same
three-zones behavior as Π0(ξ, t, ε). The proof of the inequality (2.17) is based on the use of
the explicit representation of Πi(ξ, t, ε)

Πi(ξ, t, ε) = Φ(ξ, t, ε)Φ−1(0, t, ε)Πi(0, t, ε)

+Φ(ξ, t, ε)

∫ ξ

0

Φ−2(s, t, ε)

∫ s

∞
Φ(σ, t, ε)πi(σ, t, ε)dσds,

where

Φ(ξ, t, ε) =
∂Π0

∂ξ
(ξ, t, ε).

It follows the same line as in [9].

The derivatives ∂Πi

∂t
also satisfy an estimate of type (2.17). We note that all functions Πi(ξ, t, ε)

and their derivatives are T -periodic in t.

The coefficients of the series (2.4), that is, the boundary layer functions Π̃i(ξ̃, t, ε) are defined
analogously to the functions Πi(ξ, t, ε) and satisfy estimates also of type (2.17).

By this way, we have constructed the formal asymptotics of the solution of the boundary value
problem (1.1) – (1.3) in the form (1.7), and the corresponding summands appearing in (1.7) are
determined in form of the series (2.2), (2.3) and (2.4).
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3 Proof of the existence of a solution with the constructed
asymptotics

We denote by Un(x, t, ε) the partial sum of the constructed expansion (1.7) consisting of the
three series (2.2), (2.3) and (2.4)

Un(x, t, ε) =
n∑
i=0

ε
i
2 ūi(x, t) +

2n+1∑
i=0

ε
i
4

[
Πi

(x
ε
, t, ε

)
+ Π̃i

(
1− x
ε

, t, ε

)]
. (3.1)

It is obvious that Un(x, t, ε) is a T -periodic function in t.

Theorem 3.1 Under the assumptions (A1) – (A3) there is a sufficiently small ε0 > 0 such that
for 0 < ε < ε0 problem (1.1) – (1.3) has a solution uT (x, t, ε) for which the function Un(x, t, ε)
is an asymptotic approximation of order

O
(
ε

n+1
2

)
uniformly in D̄ for any n = 0, 1, 2, . . ., that is,

uT (x, t, ε) = Un(x, t, ε) +O
(
ε

n+1
2

)
for (x, t) ∈ D̄. (3.2)

Proof. The proof is based on the asymptotic method of differential inequalities. The essence
of this approach is to construct upper and lower solutions to the problem (1.1) – (1.3) by means
of the partial sum Un(x, t, ε) defined in (3.1) which yield the formal asymptotics of the solution
of problem (1.1) – (1.3).

From the construction of the function Un(x, t, ε) it follows that it satisfies the asymptotic rela-
tions

LεUn := ε2

(
∂2Un
∂x2

− ∂Un
∂t

)
− f(Un, x, t, ε) = O

(
ε

n+1
2

)
for (x, t) ∈ D, (3.3)

Un(0, t, ε) = u0(t) + o(εN), Un(1, t, ε) = u1(t) + o(εN)

for any natural number N and −∞ < t < +∞.
(3.4)

These relations imply that Un(x, t, ε) yields the formal asymptotics of the solution of (1.1) –
(1.3).

Now we recall the definition of the lower and upper solutions for the problem (1.1) – (1.3).

Definition 3.1 The functions U(x, t, ε) and Ū(x, t, ε) are called lower and upper solutions of
(1.1) – (1.3) in D if they satisfy the conditions

(1). LεU := ε2
(
∂2U
∂x2 − ∂U

∂t

)
− f(U, x, t, ε) ≥ 0 ≥ LεŪ for (x, t) ∈ D;

(2). U(0, t, ε) ≤ u0(t) ≤ Ū(0, t, ε), U(1, t, ε) ≤ u1(t) ≤ Ū(1, t, ε)
for −∞ < t < +∞;

9



(3). U(x, t, ε) and Ū(x, t, ε) are T -periodic functions in t.

The lower and upper solutions are called ordered if it holds

U(x, t, ε) ≤ Ū(x, t, ε) for (x, t) ∈ D̄. (3.5)

It is well known (see, e.g. [1]) that the existence of ordered lower and upper solutions to the
problem (1.1) – (1.3) implies the existence of a solution u(x, t, ε) of (1.1) – (1.3) satisfying the
inequalities

U(x, t, ε) ≤ u(x, t, ε) ≤ Ū(x, t, ε) for (x, t) ∈ D̄. (3.6)

We will show that for n ≥ 2 and for sufficiently small ε the function

U(x, t, ε) = Un(x, t, ε)−Mε
n
2 (3.7)

is a lower solution of (1.1)–(1.3), whereUn(x, t, ε) is defined in (3.1) andM > 0 is a sufficiently
large number not depending on ε.

As we already noticed, the functionU(x, t, ε) is T -periodic in t, that is, condition (3) in Definition
3.1 is fulfilled.

Next, using the first relation in (3.4) we get

U(0, t, ε) = u0(t) + o(εN)−Mε
n
2 .

Hence, we have U(0, t, ε) < u0(t) for sufficiently small ε and for −∞ < t < ∞, that is, the
first inequality of condition (2) in Definition 3.1 is satisfied.

By the same way, we can prove that the second inequality of condition (2) in Definition 3.1 is
fulfilled, that is, we have U(1, t, ε) ≤ u1(t) for sufficiently small ε and for −∞ < t <∞.

Now we will verify condition (1) in Definition 3.1. Using the relations (3.3) and (3.7) we obtain

LεU = LεUn −
[
f(Un −Mε

n
2 , x, t, ε)− f(Un, x, t, ε)

]
= O

(
ε

n+1
2

)
−
[
fu(Un, x, t, ε)

(
−Mε

n
2

)
+

1

2
f ∗uu
(
−Mε

n
2

)2
]
,

(3.8)

where

fu(Un, x, t, ε) = 2h(x, t)(Un(x, t, ε)− ϕ(x, t)) + εf1u(Un, x, t, ε),

f ∗uu = 2h(x, t) + εf ∗1uu = 2h(x, t) +O(ε)
(3.9)

(the mark ∗ means that the derivative is taken at some intermediate point).

Now we show that for sufficiently small ε the inequality

fu(Un, x, t, ε) > c0

√
ε for (x, t) ∈ D̄ (3.10)
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holds, where c0 is some positive number not depending on ε. From (3.9) we get that for−∞ <
t <∞, 0 ≤ x ≤ 1

2
the relation

fu(Un, x, t, ε) = 2h(x, t)
[√
εū1(x, t) + Π0(ξ, t, ε) +

√
εΠ2(ξ, t, ε)

]
+O

(
ε

3
4

)
(3.11)

is valid since in that interval we have Π̃i(ξ̃, t, ε) = o(εN) for any natural number N . For 0 ≤
ξ ≤ ξ0, where ξ0 is any fixed number not depending on ε, we get for Π0(ξ, t, ε) from (2.12) the
estimate

Π0(ξ, t, ε) ≥ c

(1 + ξ0)2
.

Therefore, for sufficiently small ε it holds

Π0(ξ, t, ε) +
√
εΠ2(ξ, t, ε) > 0 for 0 ≤ ξ ≤ ξ0.

Because of ū1(x, t) > 0 (see (2.5)), we obtain from (3.11)

fu(Un, x, t, ε) ≥ 2h(x, t)
√
εū1(x, t) +O(ε

3
4 ) > 2c0

√
ε

for 0 ≤ x ≤ ξ0ε, −∞ < t < +∞,
(3.12)

where

0 < c0 < min
(x, t) ∈ D̄

[h(x, t)ū1(x, t)].

Now we choose ξ0 sufficiently large such that the inequality holds

1

2
min

(x, t) ∈ D̄
ū1(x, t) + Π2(ξ, t, ε) ≥ 0 for ξ ≥ ξ0, −∞ < t < +∞.

The existence of such ξ0 follows from the property Π2(ξ, t, ε) → 0 as ξ → ∞. Taking into
account Π0(ξ, t, ε) > 0 we get from (3.11)

fu(Un, x, t, ε) ≥ 2h(x, t)
√
ε

1

2
ū1(x, t) +O

(
ε

3
4

)
> c0

√
ε

for ξ0ε ≤ x ≤ 1

2
, −∞ < t < +∞.

(3.13)

The inequalities (3.12) and (3.13) imply the validity of (3.10) for 0 ≤ x ≤ 1
2
, −∞ < t <∞.

Analogously we prove that for sufficiently small ε the inequality (3.10) is valid for 1
2
≤ x ≤

1, −∞ < t <∞.

Using the inequality (3.10) and the fact that for n ≥ 2 the last summand 1
2
f ∗uuM

2εn on the right

hand side of (3.8) for any fixed number M has a higher order of smallness than O
(
ε

n+1
2

)
as

ε→ 0 , then we get from (3.8)

LεU > O
(
ε

n+1
2

)
+ c0Mε

n+1
2 .
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Consequently, for sufficiently small ε and sufficiently large M the inequality

LεU ≥ 0 for (x, t) ∈ D

is valid, that is, the function U(x, t, ε) satisfies condition (1) of Definition 3.1 for a lower solution.
By this way, the function U(x, t, ε) defined in (3.7) is for sufficiently small ε and sufficiently large
M a lower solution of the boundary value problem (1.1) – (1.3).

Analogously it can be proved that the function

Ū(x, t, ε) = Un(x, t, ε) +Mε
n
2 (3.14)

is for sufficiently small ε and sufficiently large M an upper solution of (1.1) – (1.3).

The lower and upper solutions defined in (3.7) and (3.14) are obviously ordered lower and
upper solutions. Hence, we can conclude that there exists a solution of problem (1.1) – (1.3)
(we denote it by uT (x, t, ε)) satisfying the inequalities in (3.6). Thus, we have

uT (x, t, ε) = Un(x, t, ε) +O
(
ε

n
2

)
for (x, t) ∈ D̄. (3.15)

Taking into account
Un(x, t, ε) = Un−1(x, t, ε) +O

(
ε

n
2

)
we obtain from (3.15) (for n ≥ 2)

uT (x, t, ε) = Un−1(x, t, ε) +O
(
ε

n
2

)
for (x, t) ∈ D̄.

Replacing in this relation n by n+ 1 we obtain for n ≥ 1

uT (x, t, ε) = Un(x, t, ε) +O
(
ε

n+1
2

)
for (x, t) ∈ D̄.

Putting n = 1 we get
uT (x, t, ε) = U1(x, t, ε) +O(ε).

Taking into account U1(x, t, ε) = U0(x, t, ε) +O(
√
ε) we obtain

uT (x, t, ε) = U0(x, t, ε) +O(
√
ε),

that is, (3.2) is valid also for n = 0.

By this way, the proof of Theorem 3.1 has been completed. �

4 Stability and region of attraction of the solution uT (x, t, ε).

Theorem 4.1 Assume the conditions (A1) – (A3) to be satisfied. Then for sufficiently small ε
the solution uT (x, t, ε) of (1.1) – (1.3) is asymptotically stable in the sense of Lyapunov.

This theorem claims that any solution u(x, t, ε) of the equation (1.1) satisfying the boundary
conditions (1.2) and the initial condition

u(x, t0, ε) = u0(x, ε) for 0 ≤ x ≤ 1,

12



where t0 is an arbitrary time moment and where u0(x, ε) is sufficiently near to uT (x, t0, ε), that
is,

max
0 ≤ x ≤ 1

|u0(x, ε)− uT (x, t0, ε)|

is sufficiently small, remains near uT (x, t, ε) for t > t0, additionally it holds

lim
t→+∞

[u(x, t, ε)− uT (x, t, ε)] = 0 for 0 ≤ x ≤ 1. (4.1)

Proof. We consider the derivative of the function f(u, x, t, ε) with respect to u along the
solution uT (x, t, ε) of problem (1.1) – (1.3)

fu(uT (x, t, ε), x, t, ε) = 2h(x, t) (uT (x, t, ε)− ϕ(x, t)) + εf1u(uT (x, t, ε), x, t, ε).

Using the asymptotics of the solution uT (x, t, ε) (see (3.2)) we get

fu(uT (x, t, ε), x, t, ε) = fu(Un(x, t, ε), x, t, ε) +O
(
ε

n+1
2

)
.

For n ≥ 1, sufficiently small ε and taking into account the relation (3.10) it follows from this
relation

fu(uT (x, t, ε), x, t, ε) > c0

√
ε for (x, t) ∈ D̄. (4.2)

The inequality (4.2) implies the asymptotic stability of the solution uT (x, t, ε) for sufficiently
small ε (see [1]). This complets the proof of Theorem 4.1. �

Now we study the region of attraction of the solution uT (x, t, ε). We define to any initial time t0
the region of attraction of the asymptotically stable solution uT (x, t, ε) of (1.1) – (1.3) as the set
A of functions u0(x, ε) such that to each u0 ∈ A there exists a solution u(x, t, ε) of equation
(1.1) with the following properties

(i). u(x, t, ε) satisfies the boundary conditions (1.2).

(ii). u(x, t, ε) satisfies the initial condition

u(x, t0, ε) = u0(x, ε) for 0 ≤ x ≤ 1, (4.3)

and the compatibility condition

u0(0, ε) = u0(t0), u0(1, ε) = u1(t0)

and exists for t > t0.

(iii). u(x, t, ε) obeys the limit relation (4.1).

The following theorem provides a sufficient condition for a function u0(x, ε) to belong to the set
A.
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Theorem 4.2 Suppose the assumptions (A1) – (A3) to be valid. Let u0(x, ε) be any smooth
function satisfying the condition

u0(x, ε) ≥ uT (x, t0, ε) for 0 ≤ x ≤ 1. (4.4)

Then, for sufficiently small ε, problem (1.1), (1.2), (4.3) has a solution u(x, t, ε) which exists for
all t > t0, and this solution obeys the limit relation (4.1).

Proof. Again we use the method of differential inequalities.

Definition 4.1 The functions U(x, t, ε) and Ū(x, t, ε) are called lower and upper solutions of
the problem (1.1), (1.2), (4.3), if they satisfy the following conditions:

(1). LεU ≥ 0 ≥ LεŪ for 0 < x < 1, t > t0;

(2). U(0, t, ε) ≤ u0(t) ≤ Ū(0, t, ε) and U(1, t, ε) ≤ u1(t) ≤ Ū(1, t, ε) for t ≥ t0;

(3) U(x, t0, ε) ≤ u0(x, ε) ≤ Ū(x, t0, ε) for 0 ≤ x ≤ 1.

We construct an upper solution in the form

Ū(x, t, ε) = uT (x, t, ε) + AE(t, ε), (4.5)

where

E(t, ε) = exp

[
−p(t− t0)

ε
3
2

]
,

A and p are positive numbers not depending on ε chosen below.

It is obvious that for any A > 0 and p > 0 the function Ū(x, t, ε) fulfills the inequalities
of condition (2) in Definition 4.1, and for sufficiently large A the inequality of condition (3) is
satisfied too.

Now we show that for sufficiently small p the inequality for Ū(x, t, ε) of condition (1) in Definition
4.1 is fulfilled. We have

LεŪ = ε2

(
∂2Ū

∂x2
− ∂Ū

∂t

)
− f(Ū , x, t, ε) = ε2

(
∂2uT
∂x2

− ∂uT
∂t

)
+
√
εpAE(t, ε)− h(x, t)

[
(uT − ϕ(x, t))2 + 2(uT − ϕ(x, t))AE(t, ε)

+ A2E2(t, ε)
]

+ εf1(uT , x, t, ε) + εf ∗1uAE(t, ε)

=

{
ε2

(
∂2uT
∂x2

− ∂uT
∂t

)
− h(x, t)(uT − ϕ(x, t))2 + εf1(uT , x, t, ε)

}
+
[√
εp− 2h(x, t)(uT − ϕ(x, t))− h(x, t)AE(t, ε) + εf ∗1u

]
AE(t, ε).

(4.6)
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The expression in the curly brackets vanishes since uT (x, t, ε) is a solution of equation (1.1).
The second summand in the squared brackets can be estimated as follows

−2h(x, t)(uT − ϕ(x, t)) < −c0

√
ε for (x, t) ∈ D̄, (4.7)

which can be verified in the same way as it was done for (3.10).

Therefore, we get from (4.6) the inequality

LεŪ ≤
√
ε
[
p− c0 +O(

√
ε)
]
AE(t, ε).

If we choose p less than c0 then we obtain for sufficiently small ε the inequality

LεŪ < 0 for 0 < x < 1, t > t0,

that is, Ū(x, t, ε) satisfies the inequality of condition (1) in Definition 4.1.

Hence, the function Ū(x, t, ε) defined in (4.5) is for sufficiently large A, sufficiently small p and
sufficiently small ε an upper solution of problem (1.1), (1.2), (4.3).

The function

U(x, t, ε) = uT (x, t, ε)− εE(t, ε) (4.8)

is a lower solution of the same problem. Indeed, the inequalities for U(x, t, ε) of conditions (2)
and (3) in Definition 4.1 are fulfilled obviously.

Now we show that U(x, t, ε) satisfies the inequalities of condition (1). Analogously to (4.6), we
obtain the relation

LεU = ε
[
−
√
εp+ 2h(x, t)(uT − ϕ(x, t))− εh(x, t)E(t, ε)− εf ∗1u

]
E(t, ε).

Using (4.7) we get from this relation the inequality

LεU ≥ ε
3
2

[
−p+ c0 +O(

√
ε)
]
.

Choosing p < c0 we have for sufficiently small ε

LεU > 0 for 0 < x < 1 and t > t0.

Therefore, the function U(x, t, ε) defined in (4.8) is for sufficiently small ε a lower solution of
problem (1.1), (1.2), (4.3).

The existence of a lower and of an upper solution of problem (1.1), (1.2), (4.3) implies the
existence of a solution u(x, t, ε) of this problem satisfying the inequalities [10]

U(x, t, ε) ≤ u(x, t, ε) ≤ Ū(x, t, ε) for 0 ≤ x ≤ 1 and t ≥ t0.

Using the expressions (4.5) and (4.8) for the functions Ū(x, t, ε) and U(x, t, ε), we get from
these inequalities

−εE(t, ε) ≤ u(x, t, ε)− uT (x, t, ε) ≤ AE(t, ε) for 0 ≤ x ≤ 1 and t ≥ t0.

From E(t, ε)→ 0 as t→ +∞ we get

lim
t→∞

[u(x, t, ε)− uT (x, t, ε)] = 0 for 0 ≤ x ≤ 1.

Consequently, the solution u(x, t, ε) of problem (1.1), (1.2), (4.3) satisfies the limit relation (4.1).
This completes the proof of Theorem 4.2. �
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