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Abstract

In Brokate-Sprekels-1996, it was shown that scalar-valued hysteresis operators for
scalar-valued continuous piecewise monotone input functions can be uniquely represented
by functionals defined on the set of all finite alternating strings of real numbers. Using this
representation, various properties of these hysteresis operators were investigated.

In this work, it is shown that a similar representation result can be derived for hysteresis
operators dealing with inputs in a general topological linear vector space. Introducing a
new class of functions, the so-called monotaffine functions, which can be considered as
a vector generalization of monotone scalar functions, and the convexity triple free strings
on a vector space as a generalization of the alternating strings allows to formulate the
corresponding representation result.

As an example for the application of the representation result, a vectorial formulation of
the second and third Madelung rule are discussed.

1 Introduction

In [2, 4], Brokate and Sprekels derived a representation formula for hysteresis operators acting
on scalar-valued continuous piecewise monotone input functions by considering functionals act-
ing on alternating strings. This representation result was used in a number of papers, see, e.g.,
[2, 3, 4, 10, 12, 13, 14, 15, 20, 21, 24, 26, 28], to define and to investigate hysteresis operators.
For example, in [4, Sec. 2.7], a set of conditions for the string representation of a hysteresis
operator was formulated that are satisfied, if, and only if, the operator is a Preisach operator.

In the current work, hysteresis operators dealing with inputs in a general topological vector
space are investigated. To be able to formulate a corresponding representation result, a general-
ization of the notion of monotone functions for vector-valued functions is introduced by consider-
ing the composition of a monotone and an affine function, which will be denoted as monotaffine
functions. In the light of the observation that a string of real numbers is an alternating string as
defined in [4] if and only if no element in the string can be written as the convex combination of
its its predecessor and its successor, this condition is used to define convexity triple free strings
of elements of the vector space as a generalization of alternating strings.

These preparations allow to formulate and to prove an extension of to the representation result
in [2, 4] to hysteresis operators acting on vector-valued continuous piecewise monotaffine input
functions. It will be shown that these operators can be generated by considering functions acting
on convexity triple free strings of elements of the vector space. The author of this paper has
already presented these definitions in [18], and the representation result has been announced
there without proof.

1



This result will be used to investigate the second and third Madelung rules by generalizing the
notion of Madelung deletion introduced in [2, 4].

The paper is organized as follows: In Section 2, some fundamental definitions will be presented;
in Section 3 the representation result by Brokate and Sprekels will be briefly recalled, and the
extension of this result to hysteresis operators with vector-valued inputs, being the main result of
this paper, will be presented. The monotaffine functions and the convexity triple free strings will
be introduced in Section 4. Section 5 contains the proof of the main result of the paper. In Sec-
tion 6, a generalization of the Madelung deletion is formulated. Some examples for hysteresis
operators and their representation by functions on strings will be shown in Section 7.

2 Fundamental Definitions

Let T > 0 denote some final time. Let X be some topological linear vector space, let Y be
some nonempty set, and let Map ([0, T ], Y ) := {v : [0, T ]→ Y }.
The following notations correspond to the ones in [4, Def. 2.2.2]:

2.1 Definition. Let a function u : [0, T ] → R be given. Let ta, tb ∈ [0, T ] with ta < tb be
given.

a) The function u is denoted as (strictly) increasing on [ta, tb] if for all s, t ∈ [ta, tb] with s < t
holds u(s) ≤ u(t) (resp. u(s) < u(t)).

b) The function u is denoted as (strictly) decreasing on [ta, tb] if for all s, t ∈ [ta, tb] with s < t
holds u(s) ≥ u(t) (resp. u(s) > u(t)).

c) The function u is denoted as monotone on [ta, tb] if u is increasing on [ta, tb] or/and de-
creasing on [ta, tb].

Following the monographs [4, 19, 27], it is defined:

2.2 Definition. Let H : D(H)(⊆ Map ([0, T ], X)) → Map ([0, T ], Y ) with D(H) 6= ∅ be
some operator.

a) The operator H is denoted as hysteresis operator, if it is causal and rate-independent ac-
cording to the following definitions.

b) The operator H is said to be causal or to have the Volterra property, if for every v, w ∈
D(H) and every t ∈ [0, T ] it holds: If v(τ) = w(τ) is satisfied for all τ ∈ [0, t] then it
follows thatH[v](t) = H[w](t).

c) The operator H is called rate-independent, if for every v ∈ D(H) and every admissible
time-transformation α : [0, T ] → [0, T ] (see Def. 2.3 below) with v ◦ α ∈ D(H) it holds
thatH[v ◦ α](t) = H[v](α(t)) for all t ∈ [0, T ].

2.3 Definition. A function α : [0, T ]→ [0, T ] is an admissible time transformation if and only if
α(0) = 0, α(T ) = T , α is continuous, and α is increasing (not necessary strictly increasing).
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3 Representation results for hysteresis operators

3.1 Representation results for hysteresis operators with scalar-valued in-
puts

In [2, 4], Brokate and Sprekels investigated hysteresis operators for scalar-valued continuous
piecewise monotone input functions.

Following [4, Def. 2.2.3], it is defined:

3.1 Definition. Let SA denote the set of all finite alternating strings of real numbers, i.e. ,

SA := {(v0, v1, . . . , vn) ∈ Rn+1 |n ≥ 1, (vi+1 − vi)(vi − vi−1) < 0, ∀ 1 ≤ i < n}.
(3.1)

Following [4, p. 34], it is considered

3.2 Definition. Let a function u : [0, T ]→ R be given.

a) A partition 0 = t0 < t1 < · · · < tn = T of [0, T ] is a monotonicity partition of [0, T ] for u
if u is monotone on [ti−1, ti] for all i = 1, . . . , n.

b) u is denoted as piecewise monotone if there exists a monotonicity partition of [0, T ] for u.

c) If u is piecewise monotone the standard monotonicity partition of [0, T ] for u is the uniquely
defined decomposition 0 = t0 < t1 < · · · < tn = T of [0, T ] so that ti is the maximal
number in ]ti−1, T ] with u being monotone on [ti−1, ti] for all i = 1, . . . , n .

3.3 Definition. Let Mpm[0, T ] be the set of all piecewise monotone functions from [0, T ] to R,
and let Cpm[0, T ] be the set of all continuous piecewise monotone functions from [0, T ] to R,
i.e.:

Mpm[0, T ] :=
{
u : [0, T ]→ R |u is piecewise monotone

}
, (3.2)

Cpm[0, T ] :=
{
u ∈ Mpm[0, T ] |u is continuous

}
. (3.3)

Combining the representation result in [4, Pro. 2.2.5] with [4, Rem. 2.2.6, (2.18), (2.19), Def. 2.2.8,
Prop. 2.2.9], one gets the following definition and the following theorem:

3.4 Definition. Let a function G : SA → R be given.

a) For u ∈ Mpm[0, T ] let HGENG [u] : [0, T ] → R be defined by considering the standard
monotonicity partition 0 = t0 < t1 < · · · < tn = T of [0, T ] for u and defining

HGENG [u](t) := G (u(t0), u(t)) , ∀ t ∈ [t0, t1], (3.4a)

HGENG [u](t) := G (u(t0), . . . , u(ti−1), u(t)) , ∀ t ∈]ti−1, ti], i = 2, . . . , n. (3.4b)

b) The mapping Mpm[0, T ] 3 u 7→ HG[u] is the operator on Mpm[0, T ] generated by G. Its
restriction to Cpm[0, T ] is denoted as the operator on Cpm[0, T ] generated by G.
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3.5 Theorem. a) Let a function G : SA → R be given. The operator on Mpm[0, T ] generated
by G and the operator on Cpm[0, T ] generated by G are hysteresis operators.

b) For every hysteresis operator B : Cpm[0, T ] → Map ([0, T ],R) there exists a unique
functional G : SA → R such that B is the operator on Cpm[0, T ] generated by G.

3.6 Remark.

a) For a given hysteresis operator H : Cpm[0, T ] → Map ([0, T ],R) the function G :
SA → R so thatB is the operator on Cpm[0, T ] generated byG can be determined by
evaluating B for the linear interpolates considered in [4, p. 34], i.e. , for the piecewise
affine functions as in Def. 4.17 with X = R.

b) The representation result yields that for evaluating a hysteresis operator for continuous
piecewise monotone input it is sufficient to memorize the local maxima and minima of
the input, and one does not need to keep track of the details of the input between these
extrema.

c) The representation result allows to formulate conditions for a hysteresis operator on
Cpm[0, T ] as conditions for the functional on SA generating the operator, and to in-
vesigate these conditions. There is a number of conditions which can be easiear be
formulated and be checked for the string representation, e.g., the forgetting according
to some deletion rule. Examples can be found in [2, 4].

3.2 Representation result for hysteresis operators with vector-valued in-
puts

Now, the main result of this paper is presented. The exact formulation of the addaptions to
vector-valued inputs replacing the definitions used above will be presented in Section 4.

The set of all alternating strings considered above is replaced by the set SF (X) of all convexity
triple free string of elements of X that will be defined in Def. 4.1.

The piecewise monotone functions are replaced by piecewise monotaffine functions, see Def. 4.9.
The set Mpm[0, T ] is replaced by the set Mpw.m.a.([0, T ];X) of all piecewise monotaffine
functions from [0, T ] to X , see also Def. 4.9. The set Cpw.m.a.([0, T ];X) of all of continuous
functions in Mpw.m.a.([0, T ];X), being also introduced in Def. 4.9, replaces Cpm[0, T ].

The standard monotonicity partition is replaced by the standard monotaffinicity decomposition
defined in Def. 4.12.

3.7 Definition. Let some function G : SF (X)→ Y be given.

a) Let u ∈ Mpw.m.a.([0, T ];X) and let 0 = t0 < t1 < · · · < tn = T be the standard
monotaffinicity decomposition of [0, T ] for u be given. Now, HGENG [u] : [0, T ] → Y is
defined by requesting that the equations in (3.4) are satisfied, using that Lemma 4.14 yields
that the right-hand sides in the equations in (3.4) are well defined.
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b) The mapping HGENG : Mpw.m.a.([0, T ];X) → Map ([0, T ], Y ) that is defined by a) is de-
noted as the operator on Mpw.m.a.([0, T ];X) generated by G or as the hysteresis operator
on Mpw.m.a.([0, T ];X) generated by G.

c) The mapping HGEN ,CG : Cpw.m.a.([0, T ];X) → Map ([0, T ], Y ) is defined as the restric-
tion ofHGENG to Cpw.m.a.([0, T ];X) and is denoted as the operator on Cpw.m.a.([0, T ];X)
generated by G or as the hysteresis operator on Cpw.m.a.([0, T ];X) generated by G.

3.8 Theorem. a) Let some function G : SF (X) → Y be given. The operator HGENG on
Mpw.m.a.([0, T ];X) generated byG and the operatorHGEN ,CG on Cpw.m.a.([0, T ];X) gen-
erated by G are hysteresis operators.

b) For every hysteresis operator G : Cpw.m.a.([0, T ];X)→ Map ([0, T ], Y ) it holds: There is
a unique functionG : SF (X)→ Y such that G is the hysteresis operator on Cpw.m.a.([0, T ];X)
generated by G. This function is the string function F gen

G : SF (X) → Y generated by G
according to Def. 4.18.

3.9 Remark.

a) If one needs to evaluate a hysteresis operator H acting on all continuous piecewise
monotaffine functions, then it is sufficient to keep track of the positions of the changes
of direction of the input function, and to use these values as input for the string function
F gen
G : SF (X)→ Y generated byH (see Def. 4.18).

b) If a function G : SF (X) → Y satisfies appropriate locally uniform continuity con-
ditions, one can extend the hysteresis operator HGEN ,CG on Cpw.m.a.([0, T ];X) gen-
erated by G to a hysteresis operator on C ([0, T ];X). Details can be found in the
forthcoming thesis [16].

c) As it is done for hysteresis operatos with scalar inputs in [2, 4, 21], one can investigated
properties of a hysteresis operator with vector-valued input by considering the string
function generated by the operator. See, for example, Section 6, Section 7 and the
forthcoming thesis [16].

d) The results in Theorem 3.8 are also satisfied, if X is replaced by some convex supset
of X . Details, and considerations for dealing with more general subsets of X can be
found in the forthcoming thesis [16].

e) If one is dealing with a hysteresis operator H acting on all monotaffine functions,
then one can consider the string function F gen

H : SF (X) → Y generated by H
and the restrictionHC ofH to Cpw.m.a.([0, T ];X) that is also the hysteresis operator
on Cpw.m.a.([0, T ];X) generated by F gen

H .

It can be shown (see the forthcoming paper [17]) that the hysteresis operator on
Mpw.m.a.([0, T ];X) generated by F gen

H is just the restriction to Mpw.m.a.([0, T ];X)
of the arclen-extension of HC to BV ([0, T ], X) considered in [25]. These operator
may be different fromH.
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For example, the hysteresis operator

H : Mpw.m.a.([0, T ];X)→ Map ([0, T ], X) , (3.5)

H[u](t) =

{
u(t), if the restriction of u to [0,t] is continuous,

0X , otherwise,
(3.6)

is well defined and its restriction to Cpw.m.a.([0, T ];X) is just the identity. Hence,
we see that the string function F gen

H : SF (X) → X generated by H satisfies
F gen
H (v0, . . . , vn) = vn . The hysteresis operator on Mpw.m.a.([0, T ];X) generated

by F gen
H maps every piecewise monotaffine functions to itself, and is therefore different

fromH.

Further investigation for hysteresis operators dealing with discontinuous inputs and
their representation by function on strings can be found in the forthcoming paper [17]
and in the forthcoming thesis [16].

4 Monotaffine functions and convexity triple free strings

4.1 Convexity triple free strings

The observation that a string of real numbers is an alternating string as defined in Def. 3.1, i.e. ,
as in [2, 4], if and only if no element in the string can be written as the convex combination of its
its predecessor and its successor has been the reason for the following definition of convexity
triple free strings.

4.1 Definition. a) A string of elements of X is any (v0, . . . , vn) ∈ Xn+1 with n ∈ N.

b) A string (v0, . . . , vn) of elements of X is a convexity triple free string of elements of X if
vi /∈ conv(vi−1, vi+1) for all i = 1, . . . , n− 1, with

conv(x,w) := {(1− λ)x+ λw |λ ∈ [0, 1]} , ∀x,w ∈ X. (4.1)

c) Let SF (X) denote the set of all convexity triple free string of elements of X .

4.2 Remark. A string (v0, . . . , vn) ∈ Rn+1 is an alternating string according to Def. 3.1, i.e. , to
[4, Def. 2.2.3], if it is a convexity triple free strings of elements of R according to the definition
above.

Hence it holds SF (R) = SA.

4.2 Monotaffine functions

To define an appropriate generalization of monotonicity for scalar function for functions with val-
ues in the vector spaceX , the composition of a monotone with an affine function is considered
and leads to a monotaffine function according to the following definition.
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4.3 Definition. Let some t1, t2 ∈ [0, T ] with t1 < t2 and some function u : [0, T ] → X be
given.

a) u is denoted as affine on [t1, t2] if

u(t) =
t2 − t
t2 − t1

u(t1) +
t− t1
t2 − t1

u(t2), ∀ t ∈ [t1, t2]. (4.2)

b) u is denoted as monotaffine on [t1, t2] if there exists a monotone increasing (not necessary
strictly increasing) function β : [t1, t2]→ [0, 1] such that

u(t) = (1− β(t))u(t1) + β(t)u(t2), ∀ t ∈ [t1, t2]. (4.3)

4.4 Remark. It is easy to see that a scalar valued function is monotone on some closed interval
if and only if it is monotaffine according to the above definition.

4.5 Remark. Let some t1, t2 ∈ [0, T ] with t1 < t2 and some function u : [0, T ] → X be
given. If u is monotaffine on [t1, t2], then it holds for all s1, s2 ∈ [t1, t2] with s1 < s2 that

a) u is monotaffine on [s1, s2],

b) It holds
u([s1, s2]) ⊆ conv(u(s1), u(s2)) ⊆ conv(u(t1), u(t2)) (4.4)

with conv(·, ·) defined as in (4.1).

4.6 Lemma. Let some t1, t2, t3 ∈ [0, T ] with t1 < t2 < t3 and some function u : [0, T ]→ X
be given so that u is monotaffine on [t1, t2] and monotaffine on [t2, t3]. Then it holds: u is
monotaffine on [t1, t3] if and only if u(t2) ∈ conv(u(t1), u(t3)).

Proof. =⇒: If u is monotaffine on [t1, t3], then there is some β : [t1, t3] → [0, 1] such that
(4.3) holds with t2 replaced by t3. Considering the resulting equation for t = t2, we have

u(t2) = (1− β(t2))u(t1) + β(t2)u(t3) ∈ conv(u(t1), u(t3)). (4.5)

⇐=: If u(t2) ∈ conv(u(t1), u(t3)), then there is some λ ∈ [0, 1] such that

u(t2) = (1− λ)u(t1) + λu(t3). (4.6)

Since u is monotaffine on [t1, t2] and monotaffine on [t2, t3], there exist increasing func-
tions β1 : [t1, t2]→ [0, 1] and β2 : [t2, t3]→ [0, 1] such that

u(t) = (1− β1(t))u(t1) + β1(t)u(t2), ∀ t ∈ [t1, t2], (4.7)

u(t) = (1− β2(t))u(t2) + β2(t)u(t3), ∀ t ∈ [t2, t3]. (4.8)

Defining now γ : [t1, t3]→ [0, 1] by

γ(t) =


λβ1(t), if t < t2,

λ, if t = t2,

λ+ β2(t)(1− λ), if t > t2,

(4.9)
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we have an increasing function. Recalling (4.6)–(4.8), we deduce that

u(t) = (1− γ(t))u(t1) + γ(t)u(t3), ∀ t ∈ [t1, t3]. (4.10)

Hence, it is shown that u is monotaffine on [t1, t3].

4.7 Corollary. Let some t1, t2, t3, t4 ∈ [0, T ] with t1 < t2 < t3 < t4 and some function
u : [0, T ]→ X be given, so that u is monotaffine on [t1, t3] and monotaffine on [t2, t4]. Then
it follows that u is monotaffine on [t1, t4].

Proof. Since u is monotaffine on [t2, t4] and t3 ∈ [t2, t4], it holds that u(t3) ∈ conv(u(t2), u(t4))
and that u is monotaffine on [t3, t4]. Recalling that u is monotaffine on [t1, t3] and using Lemma
4.6 yields that u is is monotaffine on [t1, t4].

4.8 Corollary. Let some t1, t2, t3, t4 ∈ [0, T ] with t1 < t2 < t3 ≤ t4 and some function
u : [0, T ] → X be given, so that u is monotaffine on [t1, t2] and monotaffine on [t2, t4].
Moreover, assume that u(t2) /∈ conv(u(t1), u(t4)). Then it holds that u is not monotaffine on
[t1, t3].

Proof. For a proof by contradiction, assume that u is monotaffine on [t1, t3]. Hence, Corollary
4.7 yields that u is monotaffine on [t1, t4]. This implies that u(t2) ∈ conv(u(t1), u(t4)), which
is a contradiction.

4.3 Piecewise monotaffine function

The following definition generalizes Def. 3.2:

4.9 Definition. a) A function u : [0, T ] → X is denoted as piecewise monotaffine if there
exists a decomposition 0 = t0 < t1 < · · · < tn = T of [0, T ] such that u is monotaffine
on [ti−1, ti] for all i = 1, . . . , n .

b) Let Mpw.m.a.([0, T ];X) be the set of all piecewise monotaffine functions from [0, T ] to X ,
i.e. , Mpw.m.a.([0, T ];X) := {u : [0, T ]→ X |u is piecewise monotaffine}.

c) Let Cpw.m.a.([0, T ];X) be the set of all continuous, piecewise monotaffine functions form
[0, T ] to X , i.e. , Cpw.m.a.([0, T ];X) := Mpw.m.a.([0, T ];X) ∩ C ([0, T ];X).

4.10 Remark. It holds Cpw.m.a.([0, T ];R) = Cpm[0, T ].

In Fig. 1, the graph of a function u ∈ Cpw.m.a.([0, T ];R2) is shown and the values u(ti) of
the function computed for the corresponding standard monotaffinicity partition 0 = t0 < t1 <
· · · < tn = T of [0, T ] for u are marked.

4.11 Lemma. Let u ∈ Mpw.m.a.([0, T ];X) and let sa ∈ [0, T [ be given. Then there exists a
maximal element in the following set:

M :=
{
s ∈]sa, T ] |u is monotaffine on [sa, s]

}
. (4.11)
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Proof. Thanks to the assumption, there exists a decomposition 0 = t0 < t1 < · · · < tn = T
of [0, T ] such that u is monotaffine on [ti−1, ti] for all i = 1, . . . , n . Hence, there is some
j ∈ {1, . . . , n} such that sa ∈ [tj−1, tj[. It follows that u is monotaffine on [sa, tj].

� It j = n, then u is monotaffine on [sa, tj] = [sa, T ]. Therefore, we see that T is the
maximal number in the set M .

� It j < n and u(tj) /∈ conv(u(sa), u(tj+1)), then if follows by Corollary 4.8 that, for all
t ∈]tj, tj+1], it holds that u is not monotaffine on [sa, t]. Therefore, tj is the maximal
element in the set M .

� It j < n and u(tj) ∈ conv(u(sa), u(tj+1)), then there exist some maximal k ∈
{j + 1, . . . , n} such that u(ti) ∈ conv(u(sa), u(ti+1)) holds for all i = j, . . . , k − 1.
Applying Lemma 4.6 for i = j, . . . , k − 1, we deduce that u is monotaffine on [sa, ti+1]
for all i = j, . . . , k − 1.

Hence, is follows that u is monotaffine on [sa, tk].

� If tk = T , then it follows that T is the maximal element in the set M defined in
(4.11).

� If tk < T , then it follows that k < n and that u(tk) /∈ conv(u(sa), u(tk+1)).
For all t ∈]tk, tk+1], we use Corollary 4.8 and deduce that u is not monotaffine on
[sa, t]

Therefore, tk is the maximum of the set M defined in (4.11).

The above lemma allows to formulate the following definition:

4.12 Definition. Let u ∈ Mpw.m.a.([0, T ];X) be given.

The standard monotaffinicity partition of [0, T ] for u is the uniquely defined decomposition 0 =
t0 < t1 < · · · < tn = T of [0, T ] so that, for all i = 1, . . . , n, it holds that

ti := max
{
s ∈]ti−1, T ] |u is monotaffine on [ti−1, s]

}
. (4.12)

u(t0)
u(t1)

u(t2)

u(t3)

u(t4)

u(t5)

u(t6)

u(t7)

u(t8)

u(t9)

Figure 1: Graph of a monotaffine function mapping [0, T ] to R2 and values of u(ti) for the
standard monotaffinicity partition 0 = t0 < t1 < · · · < t9 = T of [0, T ] for u.
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To prepare further investigations, the following lemma is formulated:

4.13 Lemma. Let u ∈ Mpw.m.a.([0, T ];X) be given and let α : [0, T ] → [0, T ] be an
admissible time transformation.

a) It holds u ◦ α ∈ Mpw.m.a.([0, T ];X) .

b) Let the standard monotaffinicity partition 0 = t0 < t1 < · · · < tn = T of [0, T ] for u be
given. Let s0, . . . , sn ∈ [0, T ] be defined by s0 = 0 and

si := max {s ∈ [0, t] |α(s) = ti} , ∀ i = 1, . . . , n. (4.13)

Then it follows that 0 = s0 < s1 < · · · < sn = T is the standard monotaffinicity partition
of [0, T ] for u ◦ α.

Proof. Using induction, it remains to show that for all i = 1, . . . , n it holds that si−1 < si, that
u ◦α is monotaffine on [si−1, si], and that for all s ∈]si−1, T ] such that u ◦α is monotaffine on
[si−1, s] it holds that s ≤ si.

1 Since α(si−1) = ti−1 < ti = α(si) = ti and α is an admissible time transformation of
[0, T ], we have si−1 < si and

α([si−1, si]) = [ti−1, ti]. (4.14)

2 Since u is monotaffine on [ti−1, ti] there exists an increasing (not necessary strictly in-
creasing) function β : [ti−1, ti]→ [0, 1] such that

u(t) = (1− β(t))u(ti−1) + β(t)u(ti), ∀ t ∈ [ti−1, ti]. (4.15)

Thanks to (4.14), we can define γ : [si−1, si] → [0, 1] by γ := β ◦ α
∣∣
[si−1,si]

. We see
that for all s ∈ [si−1, si] holds:

u ◦ α(s) = u (α(s)) = (1− β(α(s)))u(ti−1) + β(α(s))u(ti)

= (1− γ(s))u ◦ α(si−1) + γ(s)u ◦ α(si). (4.16)

Hence, we see that u ◦ α is monotaffine on [si−1, si].

3 Consider any s ∈]si−1, T ] such that u ◦α is monotaffine on [si−1, s]. Hence, there is an
increasing function γ : [si−1, s]→ [0, 1] such that

u ◦ α(s) = (1− γ(s))u ◦ α(si−1) + γ(s)u ◦ α(s), ∀ s ∈ [si−1, s]. (4.17)

Since α and γ are monotone increasing functions, and α is also continuous, it is easy to
see that β : [ti−1, α(s)]→ [0, 1] with

β(t) :=

{
0, if t = ti−1,

γ (max {s ∈ [si−1, s] |α(s) = t}) , otherwise
(4.18)

defines an increasing function. A straightforward calculation, using that α is continuous
and that (4.16) holds, yields that (4.15) is satisfied with ti replaced by α(s) and β re-
placed by β. Hence, it is proved that u is monotaffine on [ti, α(s)]. The definition of ti
yields that α(s) ≤ ti = α(si). Recalling the monotonicity of α, we deduce that s ≤ si.
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4.4 Connections between piecewise monotaffine functions and strings

4.14 Lemma. Let u ∈ Mpw.m.a.([0, T ];X) be given. Let 0 = t0 < t1 < · · · < tn = T be the
standard monotaffinicity partition of [0, T ] for u. Then it holds.

(u(t0), u(t)) ∈ SF (X), ∀ t ∈ [t0, t1], (4.19a)

(u(t0), u(t1), . . . , u(ti−1), u(t)) ∈ SF (X), ∀ t ∈]ti−1, ti], i = 2, . . . , n. (4.19b)

Proof. Def. 4.1 yields that X × X ⊂ SF (X). Hence, we see that the first assertion follows.
To prove the second assertion by a contradiction argument, assume that there exists some
t ∈]ti−1, ti] and some i ∈ {2, . . . , n} such that (u(t0), u(t1), . . . , u(ti−1), u(t)) /∈ SF (X).
Then there is some k ∈ {1, . . . , i− 1} such that

u(tk) ∈ conv
(
u(tk−1), u(t̃k)

)
(4.20)

with

t̃k :=

{
tk+1, if k < i− 1,

t, if k = i− 1.
(4.21)

Since t̃k ∈]tk, tk+1] and u is monotaffine on [tk, tk+1], it holds therefore by Remark 4.5 that
u is monotaffine on [tk, t̃k]. Using that u is moreover monotaffine on [tk−1, tk] and that (4.20)
holds, we deduce by recalling Lemma 4.6 that u is monotaffine on [tk−1, t̃k].

The definition of the standard monotaffinicity partition of [0, T ] for u yields that therefore t̃k must
be smaller or equal to tk. This is a contradiction since t̃k > tk.

4.15 Definition. Let V = (v0, . . . , vn) ∈ SF (X) be given. The function πpw.af.[V ] : [0, T ]→
conv{v0, . . . , vn} is defined as the piecewise affine function that is equal to vi at time i

n
T for all

i = 0, . . . , n and that is affine on
[
i−1
n
T, i

n
T
]

for all i = 1, . . . , n . Hence, for all i = 1, . . . , n,
it holds that

πpw.af.[V ](t) =
(
i− n

T
t
)
vi−1 +

(n
T
t− (i− 1)

)
vi , ∀ t ∈

[
i− 1

n
T,

i

n
T

]
. (4.22)

4.16 Lemma. Let V = (v0, . . . , vn) ∈ SF (X) be given. Then it holds that 0 = 0
n
T < 1

n
T <

· · · < i
n
T < · · · < n

n
T = T is the standard monotaffinicity partition of [0, T ] for πpw.af.[V ].

Proof. It holds that u is monotaffine on
[
i−1
n
T, i

n
T
]

for all i = 1, . . . , n. For all i = 1, . . . , n−1
it holds

u

(
i

n
T

)
= vi /∈ conv(vi−1, vi+1) = conv

(
u

(
i− 1

n
T

)
, u

(
i+ 1

n
T

))
, (4.23)

such that recalling Corollary 4.8 yields that i
n
T is the maximal number t in [ i−1

n
, T ] with u being

monotaffine on
[
i−1
n
T, t
]
. Moreover, since u is monotaffine on

[
n−1
n
T, n

n
T
]
, T = n

n
T is the

maximal number t ∈ [ i−1
n
, T ] with u being monotaffine on

[
n−1
n
T, t
]
.
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4.5 Functions acting on strings generated from operators

4.17 Definition. Let Cpw.af.([0, T ];X) be the set of all piecewise affine functions.

4.18 Definition. Let H : D(H)(⊆ Map ([0, T ], X)) → Map ([0, T ], Y ) be an operator so
that all piecewise affine functions belong to its domain of definition, i.e. , so that Cpw.af.([0, T ];X) ⊆
D(H). Now, the string function F gen

H : SF (X)→ Y generated byH is defined by

F gen
H (V ) := H[πpw.af.[V ]](T ), ∀V ∈ S(X). (4.24)

5 Proof of Theorem 3.8

The following proofs and lemmas have been inspirated by considerations for operatos with
scalar inputs and strings with elements in R in [4, Sec. 2].

5.1 Proof of assertion a) in Theorem 3.8

Proof. Let some function G : SF (X)→ Y be given.

To prove that the mappingHGENG : Mpw.m.a.([0, T ];X)→ Map ([0, T ], Y ) defined in Def. 3.7
is a hysteresis operator, we have to check that the operator is causal and rate-independent.

1 Proof of causality: Let v, w ∈ Mpw.m.a.([0, T ];X) and t ∈ [0, T ] be given so that
v(τ) = w(τ) is satisfied for all τ ∈ [0, t]. Let 0 = t0 < t1 < · · · < tn = T be the
standard monotaffinicity decomposition of [0, T ] for v and let 0 = s0 < s1 < · · · <
sm = T be the standard monotaffinicity decomposition of [0, T ] for w.

� If t ∈ [t0, t1], then we know that w is monotaffine on [t0, t], and therefore s1 ≥ t.
Using now (3.4a), we observe that

HGENG [v](t) = G (v(t0), v(t)) = G (w(t0), w(t)) = HGENG [w](t). (5.1)

� If t ∈]ti−1, ti] for some i ∈ {2, . . . , n}, then we have i ≤ m and tk = sk for all
k = 0, . . . , i− 1. Recalling now (3.4b), we see that

HGENG [v](t) = G (v(t0), . . . , v(ti−1), v(t)) = G (v(s0), . . . , v(si−1), v(t))

= G (w(s0), . . . , w(si−1), w(t)) = HGENG [w](t). (5.2)

Hence, it is shown thatHGENG is causal.

2 Proof of rate-independency: Let u ∈ Mpw.m.a.([0, T ];X) and let α : [0, T ]→ [0, T ] be
an admissible time transformation. Thanks to Lemma 4.13 it holds u◦α ∈ Mpw.m.a.([0, T ];X)
and for the standard monotaffinicity partitions 0 = s0 < s1 < · · · < sn = T of [0, T ]
for u ◦α holds: 0 = α(s0) < α(s1) < · · · < α(sn) = T is the standard monotaffinicity
partitions of [0, T ] for u, and it holds α(s) > ti for all s ∈]ti, T ] and all i = 0, . . . , n−1.

12



� For all s ∈ [s0, s1], it holds α(s) ∈ [t0, t1]. In the light of (3.4a), we see that

HGENG [u ◦ α](s) = G (u ◦ α(s0), u ◦ α(s)) = G (u(t0), u(α(s))) = HGENG [u](α(s)).

� For all i = 2, . . . , n − 1 and all s ∈ [si−1, si], it holds α(s) ∈]ti−1, ti]. Recalling
now (3.4b), we deduce that

HGENG [u ◦ α](s) = G
(
u ◦ α(s0), . . . , u ◦ α(si−1), u ◦ α(t)

)
= G

(
u(t0), . . . , u(ii−1), u(α(s))

)
= HGENG [u](α(s)).

Thus, it is shown that HGENG is a hysteresis operator. Hence, this holds also for its restriction
HGEN ,CG to Cpw.m.a.([0, T ];X).

5.2 Preparations of proof of assertion b) in Theorem 3.8

5.1 Lemma. Let a hysteresis operator H : D(H) (⊆ Map ([0, T ], X)) → Map ([0, T ], Y )
be given. Let u ∈ D(H) and t1, t2 ∈ [0, T ] be given, so that u is constant on [t1, t2].

Then it follows thatH[u] is also constant on [t1, t2].

Proof. Let α1, α2 : [0, T ]→ [0, T ] be defined by

α1(t) =


t, if t ≤ t1,

t1 if t1 < t ≤ t1+t2
2
,

2t− t2, if t1+t2
2

< t ≤ t2,

t, if t2 < t,

(5.3)

α2(t) =


t, if t ≤ t1,

2t− t1, if t1 < t ≤ t1+t2
2
,

t2 if t1+t2
2

< t ≤ t2

t, if t2 < t,

(5.4)

for all t ∈ [0, T ]. Hence, we see that α1 and α2 are admissible time transformation on [0, T ],
differing only on [t1, t2]. Both function map this interval to itself. Since u is constant on this
interval, we have D(H) 3 u = u ◦ α1 = u ◦ α2.

Because of the rate-independency ofH, it holds, for all t ∈
[
t1,

t1+t2
2

]
:

H[u](t1) = H[u] (α1(t)) = H[u ◦ α1](t) = H[u ◦ α2](t) = H[u] (α2(t)) . (5.5)

Since α2

([
t1,

t1+t2
2

])
= [t1, t2], we have shown thatH is constant on [t1, t2].

5.2 Lemma. Let some function H : SF (X) → Y be given. Following Def. 3.7 and Def. 4.18
to create H := HGEN ,CH : Cpw.m.a.([0, T ];X) → Map ([0, T ], Y ) and F gen

H = F gen

HGEN ,CH

:

SF (X)→ Y , respectively, it holds
F gen

HGEN ,CH

= H. (5.6)
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Proof. Let V = (v0, . . . , vn) ∈ SF (X) be given. Combining Def. 4.18, Def. 3.7, and Lemma
4.16, we observe that

F gen
H (V ) = H[πpw.af.[V ]](T ) = HGEN ,CH [πpw.af.[V ]](T )

= H

(
πpw.af.[V ]

(
0

n
T

)
, πpw.af.[V ]

(
1

n
T

)
, . . . , πpw.af.[V ]

(n
n
T
))

= H(v0, . . . , vn) = H(V ).

Hence, it follows that (5.6) is proved.

5.3 Lemma. Let two hysteresis operators G,H : Cpw.m.a.([0, T ];X) → Map ([0, T ], Y ) be
given.

Then the following assertions are equivalent:

a)
H = G. (5.7)

b)
H[u](T ) = G[u](T ), ∀u ∈ Cpw.m.a.([0, T ];X). (5.8)

c) For the functions F gen
G , F gen

H : SF (X)→ Y defined as in Def. 4.18 holds

F gen
G = F gen

H . (5.9)

Proof. a) =⇒ c) clear.

b) =⇒ a) Assume that (5.8) is true.

Let u ∈ Cpw.m.a.([0, T ];X) and s ∈ [0, T ] be arbitrary. Defining ũs : [0, T ]→ X by

ũs(t) := u (min(t, s)) , (5.10)

we have a function ũs ∈ Cpw.m.a.([0, T ];X) that is constant on [s, T ] and that coincides
with u on [0, s]. Thanks to the causality of the operators, Lemma 5.1, and (5.8), we
deduce that

H[u](s) = H[ũs](s) = H[ũs](T ) = G[ũs](T ) = G[ũs](s) = G[u](s). (5.11)

Hence, a) is proved.

c) =⇒ b) Assume that (5.9) is satisfied.

Let u ∈ Cpw.m.a.([0, T ];X) be given. Let 0 = t0 < t1 < · · · < tn = T be the standard
monotaffinicity partition of [0, T ] for u. It holds that u is monotaffine on [ti−1, ti] for all
i = 1, . . . , n.

For every i = 1, . . . , n, there exists some monotone increasing function βi : [ti−1, ti]→
[0, 1] such that

u(t) = (1− βi(t))u(ti−1) + βi(t)u(ti)

= u(ti−1) + βi(t) (u(ti)− u(ti−1)) , ∀ t ∈ [ti−1, ti]. (5.12)
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� If u(ti) − u(ti−1) 6= 0, then it follows that βi(ti−1) = 0 and that βi(ti) = 1.
Since βi : [ti−1, ti] → [0, 1] is an increasing function, we see that the one-sided
limits for βi exists for all t ∈ [ti−1, ti]. Using that the multiplication of scalars and
vectors is continuous, that u is continuous, and that (5.12) holds, we deduce that
one-sided limits are equal to βi(t) for all t ∈ [ti−1, ti]. Hence, it is proved that βi is
continuous.

� If u(ti) − u(ti−1) = 0, then we can replace βi by the affine function satisfying
βi(ti−1) = 0 and βi(ti) = 1. Also after this replacement, (5.12) is satisfied.

Defining now α : [0, T ]→ [0, T ] by

α(t) =

{
0, if t = 0,
i−1
n
T + βi(t)

T
n
, if t ∈]ti−1, ti], i ∈ {1, . . . , n},

(5.13)

we deduce that we have constructed an admissible time transformation with α(ti) = i
n
T

for all i = 0, . . . , n.

Let V := (u(t0), u(t1), . . . , u(tn)). Considering πpw.af.[V ] : [0, T ]→ X as in Def. 4.18,
we have

πpw.af.[V ] ◦ α(0) = πpw.af.[V ] (0) = u(t0), (5.14)

and, for all i = 1, . . . , n and all t ∈]ti−1, ti], it holds that

πpw.af.[V ] ◦ α(t) = πpw.af.[V ]

(
i− 1

n
T + βi(t)

T

n

)
= (1− βi(t))u(ti−1) + βi(t)u(ti) = u(t). (5.15)

Hence, we have πpw.af.[V ] ◦ α = u and therefore, thanks to the rate-independence of
H,

H[u](T ) = H[πpw.af.[V ] ◦ α](T ) = H[πpw.af.[V ]](α(T ))

= H[πpw.af.[V ]](T ) = F gen
H (V ). (5.16)

Since the rate-independence of G leads to a analogous equation for G, we see that (5.9)
yields that (5.8) is satisfied.

5.3 Proof of assertion b) in Theorem 3.8

Proof. Let some hysteresis operator H : Cpw.m.a.([0, T ];X) → Map ([0, T ], Y ) be given.
Let G := F gen

H with F gen
H : SF (X)→ Y being defined as in Def. 4.18. Now, it is to prove that

HGEN ,CG = H and that this is the only function with this property.

1 Thanks to Lemma 5.2, it holds that F gen

HGEN ,CG

= G = F gen
H . Recalling Lemma 5.3, we

deduce thatHGEN ,CG = H.
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2 Let any function E : SF (X) → Y with H = HGEN ,CE be given. Thanks to the Lemma
5.2, we have

G = F gen
H = F gen

HGEN ,CE

= E.

6 Madelung rules, Madelung deletion and forgetting accord-
ing do Madelung deletion

For describing the relations between applied fields and generated magnetization observed dur-
ing magnetization experiments, Madelung formulated in [22] some rules. The following transla-
tions of these rules can be found in [4] on p. 27:

i. Any curve Γ1 emanating form a turning point A of the input-output graph is uniquely deter-
mined by the coordinates of A.

ii. If any point B on the curve Γ1 becomes a new turning point, then the curve Γ2 originating
at B leads back to the point A.

iii. if the curve Γ2 is continued beyond th point A, then it coincides with the continuation of the
curve Γ which led to the point A before the Γ1–Γ2–cycle was traversed.

The second Madelung rule is also denoted as return point memory property, the combination
of second and third as wiping out property.

To investigate, if the second and the third Madelung rules are satisfied for an hysteresis operator
with scalar inputs, it has been checked, if the string representation the operator is invariant to
the so-called Madelung deletion rule, see [2, Sec. 4] or [4, Def. 2.6.1]. The following definitions
generalizes this consideration to the case of strings with elements of the vector space X .

6.1 Definition. Let V = (v0, . . . , vn) ∈ Xn+1 and W = (w0, . . . , wn−2) ∈ Xn−1 with
n ∈ N and n > 2 be given.

W is denoted as the result of a Madelung deletion in V , if there is some j ∈ {1, . . . , n − 2}
such that

W = (v0, . . . , vj−1, vj+2, . . . , vn), i.e. ,

wi = vi, ∀ i = 0, . . . , j − 1, wi′ = vi′+2, ∀ i′ = j, . . . , n− 2, (6.1a)

conv (vj, vj+1) ⊆ conv (vj−1, vj+2) , (6.1b)

vj /∈ conv (vj−1, vj+1) , vj+1 /∈ conv (vj, vj+2) . (6.1c)

6.2 Remark. Let n ∈ N with n > 2 be given.
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a) Let (v0, . . . , vn) ∈ Xn+1 and j ∈ {1, . . . , n − 2} be given. If (6.1b) and (6.1c) are
satisfied, then it holds that

vj ∈ conv (vj+1, vj+2) , vj+1 ∈ conv (vj−1, vj) , (6.2a)

conv(vj−1, vj+2) = conv(vj−1, vj) ∪ conv(vj+1, vj+2), (6.2b)

conv(vj, vj+1) = conv(vj−1, vj) ∩ conv(vj+1, vj+2). (6.2c)

b) Let V ∈ Xn+1 ∩ SF (X) be given. If W ∈ Xn−1 is the result of a Madelung deletion
in V , then it holds W ∈ SF (X).

The following definition is inspired by a more abstract definition for hysteresis operators with
scalar inputs in [2, Def. 4.4] and in [4, Def. 2.6.2 and Def. 2.7.1].

6.3 Definition. a) Let a function G : SF (X)→ Y be given. The function G forgets according
to the Madelung deletion, if for all V ∈ Xn+1 and W ∈ Xn−1 with n ∈ N and n > 2
holds: If W is the result of a Madelung deletion in V , then G(V ) = G(W ) is satisfied.

b) Let some hysteresis operator H : Cpw.m.a.([0, T ];X) → Map ([0, T ], Y ) be given. The
operatorH forgets according to the Madelung deletion, if the string functionF gen

H : SF (X)→
Y generated byH forgets according to the Madelung deletion.

7 Examples

7.1 Vectorial relay

Let N be some natural number. Let ‖·‖ denote the Euclidian norm on RN .

The vectorial relay operator introduced by Della Torre, Pinzaglia, and Cardelli, see [5, 6, 7, 8, 9],
is also denoted as Della Torre-Pinzaglia-Cardelli model or as DPC model. Considering this
operator for the special case that the critical surface is the boundary ∂Br(ξ) of the open ball
Br(ξ) ⊆ RN with radius r > 0 around some ξ ∈ RN leads to the vectorial relay operator
investigated in [11, 20, 21]:

Rξ,r : ∂B1(0X)× C
(
[0, T ];RN

)
→ Map

(
[0, T ],RN

)
, (7.1a)

Rξ,r[η
0, u](t) :=


ζξ(u(t)), if ‖u(t)− ξ‖ ≥ r,

η0, if ‖u(s)− ξ‖ < r, ∀s ∈ [0, t],

ζξ

(
u
(
max

{
s ∈ [0, t]

∣∣ ‖u(s)− ξ‖ ≥ r
} ))

, otherwise,

(7.1b)

with

ζξ : RN \ {ξ} → ∂B1(0RN ), ζξ(v) :=
v − ξ
‖v − ξ‖

. (7.2)

The vectorial relay operator is a hysteresis operator.

Considering Figure 2, we observe that for all η0 ∈ ∂B1(0X) and all u ∈ C
(
[0, T ];RN

)
it

holds:
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ξ
r

ζξ,r

Rξ,r[η0, u] is frozen

Rξ,r[η0, u](t) = ζξ,r(u(t))

Figure 2: Values of the vectorial relay. (Figure follows inspiration from Löschner-Greenberg
2008.)

� Rξ,r[η0, u] = ζξ(u(t)) if u(t) is not in the blue circle in the Figure 2.

� If u(t) enters the blue circle, thenRξ,r[η0, u] becomes constant, i.e. ,Rξ,r[η0, u] “freezes”.

7.1 Lemma. Let ξ ∈ RN , r > 0, and η0 ∈ ∂B1(0X) be given.

a) The string function generated by the relay operator R(ξ,r)[η0, ·] is equal to GR,(ξ,r),η0 :
SF (RN)→ RN with

GR,(ξ,r),η0 (v0, v1, . . . , vn)

:=



ζξ(vn), if ‖vn − ξ‖ ≥ r,

η0, if ‖vi − ξ‖ < r ∀ i = 0, 1, . . . , n,

ζξ ((1− χr)vk + χrvk+1) with

k := max
{
i ∈ {0, . . . , n− 1}

∣∣ ‖vi − ξ‖ ≥ r
}
,

χr ∈ [0, 1] being the (unique) solution to

‖(1− χr)vk + χrvk+1 − ξ‖ = r,

otherwise

(7.3)

with ζξ as in (7.2).
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b) The relay operatorR(ξ,r)[η0, ·] forgets according to the Madelung deletion.

Proof. a) Let V = (v0, v1, . . . , vn) ∈ SF (RN) be given.

� If ‖vn − ξ‖ ≥ r, then it holds ‖πpw.af.[V ](T )− ξ‖ ≥ r. Recalling now (7.1) yields
that

R(ξ,r)[η0, πpw.af.[V ]](T ) = ζξ (πpw.af.[V ](T )) = ζξ (vn) .

� If ‖vi − ξ‖ < r for all i = 0, . . . , n, then we can use the triangle inequality to justify
that the same inequality holds for all convex combinations of vi−1 and vi for all i =
1, . . . , n. This allows to conclude that ‖πpw.af.[V ](t)− ξ‖ < r for all t ∈ [0, T ].
Owing to (7.1), we deduce that

R(ξ,r)[η0, πpw.af.[V ]](T ) = η0.

� Otherwise, we see that the formula for k in (7.3) generates a unique defined k satisfy-
ing

‖vk − ξ‖ ≥ r, ‖vi − ξ‖ < r, ∀ i = k + 1, . . . , n. (7.4)

It follows that ∥∥∥∥πpw.af.[V ]

(
k

n
T

)
− ξ
∥∥∥∥ = ‖vk − ξ‖ ≥ r, (7.5)

and, with an argumentation similar to the one used above, we deduce that

‖πpw.af.[V ](t)− ξ‖ < r, ∀ t ∈ [
k + 1

n
T, T ].

Hence, it holds

k

n
T ∈

{
s ∈ [0, t]

∣∣ ‖πpw.af.[V ](s)− ξ‖ ≥ r
}
⊆
[
0,
k + 1

n
T

[
. (7.6)

Since ‖vk − ξ‖ ≥ r > ‖vk+1 − ξ‖ and
(
RN , ‖·‖

)
is strict convex, it follows that

there exists a unique solution χr ∈ [0, 1[ to

‖(1− χr)vk + χrvk+1 − ξ‖ = r. (7.7)

It holds

max
{
s ∈ [0, t]

∣∣ ‖πpw.af.[V ](s)− ξ‖ ≥ r
}

= (1− χr)
k

n
T + χr

k + 1

n
T. (7.8)

Recalling now (7.1) and the definition of πpw.af. in Def. 4.15 yields that

R(ξ,r)[η0, πpw.af.[V ]](T ) = ζξ
(
(1− χr)vk + χrvk+1

)
. (7.9)

b) Let V = (v0, . . . , vn) ∈
(
RN
)n+1

and W = (w0, . . . , wn−2) ∈
(
RN
)n−1

with n ∈ N
and n > 2 be given, such that W is the result of a Madelung deletion in V . Then there
exists some j ∈ {1, . . . , n− 2} such that (6.1) holds.
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If ‖vn − ξ‖ ≥ r holds or if ‖vi − ξ‖ < r holds for all i = 0, 1, . . . , n, then we obtain by
recalling (7.3) and (6.1a) that GR,(ξ,r),η0 [V ] = GR,(ξ,r),η0 [W ] is proved.

Otherwise, let χr and k be defined as in (7.3). Then we see that (7.4) and

GR,(ξ,r),η0 [V ] = ζξ
(
(1− χr)vk + χrvk+1

)
(7.10)

are satisfied. If k < j − 1 holds or if k ≥ j + 2 holds, then we conclude by using (7.3) and
(6.1a) that GR,(ξ,r),η0 [V ] = GR,(ξ,r),η0 [W ].

Hence, it remains to consider the situations k = j − 1, k = j, and k = j + 1.

� Assume that k = j − 1.

In the light of (6.1a) and (7.4), we see that

wk = vk = vj−1, wk+1 = wj = vj+2, (7.11a)

‖wk − ξ‖ = ‖vk − ξ‖ ≥ r, (7.11b)

‖wi − ξ‖ = ‖vi+2 − ξ‖ < r, ∀ i = k, . . . , n− 2. (7.11c)

Thanks to (6.1b), there is some λ ∈ [0, 1] such that

vk+1 = vj = (1− λ)vj−1 + λvj+2. (7.12)

Recalling (7.11), we deduce that

(1− λχr)wk + λχrwk+1 = (1− χr)wk + χr ((1− λ)wk + λwk+1)

= (1− χr) vk + χr ((1− λ)vj−1 + λvj+2) = (1− χr) vk + χrvk+1. (7.13)

Utilizing the definition of χr in (7.3), it follows that

‖(1− λχr)wk + λχrwk+1 − ξ‖ = ‖(1− χr) vk + χrvk+1 − ξ‖ = r. (7.14)

Thanks to λχr ∈ [0, 1[, (7.3), (7.11), (7.13), and (7.10), we have

GR,(ξ,r),η0 [W ] = ζξ
(
(1− λχr)wk + λχrwk+1

)
= ζξ

(
(1− χr) vk + χrvk+1

)
= GR,(ξ,r),η0 [V ]. (7.15)

� We will now show that k 6= j. Recalling (6.2a), we deduce that

vj ∈ conv (vj+1, vj+2) . (7.16)

Hence, we can conclude from the triangle inequality that

‖vj − ξ‖ ≤ max (‖vj+1 − ξ‖ , ‖vj+2 − ξ‖) . (7.17)

Utilizing (7.4), we deduce that if k = j held, then the above inequality would imply that
r < r, i.e., it would lead to a contradiction.

Therefore, if follows that k 6= j .
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� Assume that k = j + 1. Because of (6.1b) there exists some λ ∈ [0, 1] such that

vk = vj+1 = (1− λ)vj−1 + λvj+2. (7.18)

Using (7.4) and the triangle inequality, we deduce that

r ≤ ‖vk − ξ‖ ≤ (1− λ) ‖vj−1 − ξ‖+ λ ‖vj+2 − ξ‖ . (7.19)

Since ‖vj+2 − ξ‖ = ‖vk+1 − ξ‖ < r on account of (7.4), we see that ‖vj−1 − ξ‖ ≥
r and λ ∈ [0, 1[ must hold. Defining now

β := λ+ (1− λ)χr, (7.20)

we have a number in [0, 1[. Recalling (6.1a), we deduce that

(1− β)wj−1 + βwj = (1− χr)(1− λ)vj−1 + (λ+ χr − λχr)vj+2

= (1− χr) ((1− λ)vj−1 + λvj+1) + χrvj+2 = (1− χr)vk + χrvk+1 . (7.21)

Hence, we have
‖(1− β)wj−1 + βwj − ξ‖ = r. (7.22)

Since ‖wi − ξ‖ = ‖vi+1 − ξ‖ < r for i = j, . . . , n − 2, and ‖wj−1 − ξ‖ ≥ r, we
deduce by recalling (7.3), (7.21), and (7.10) that GR,(ξ,r),η0 [W ] = GR,(ξ,r),η0 [V ].

7.2 Vectorial Preisach operator

Let a Preisach density function ω : RN × [0,∞[→ R with ω ∈ L1(RN × [0,∞[) be given.
Let some measurable initial state η0 : RN × [0,∞[→ ∂B1(0RN ) be given.

Considering, as for the scalar Preisach operator, a weighted superposition of relays, one obtains
the vectorial Preisach operator considered in [11, 20, 21]. Omitting the dependence on the initial
state in the notation, we consider the vectorial Preisach operator

PRvec : C
(
[0, T ];RN

)
→ Map

(
[0, T ],RN

)
,

PRvec[u](t) :=

∫ ∞
0

∫
RN
ω(ξ, r)R(ξ,r)[η

0(ξ, r), u](t) dξ dr.

Using the Lemma derived for the relay operator, we see that

7.2 Lemma. a) The string function generated by the vectorial Preisach operator PRvec is

GPR,vec : SF (X)→ R,

GPR,vec(V ) =

∫ ∞
0

∫
RN
ω(ξ, r)GR,(ξ,r),η0(ξ,r)(V ) dξ dr.

b) The vectorial Preisach operator PRvec forgets according to the Madelung deletion.
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7.3 Generalized vectorial relay

Many vectorial relay considered in the literature can be rewritten as an operator of the following
form:

For a nonempty, open subset O of X , a nonempty set Y , and a function ζ : X \ O → Y , we
consider the following generalized relay operator :

R̃X,O,Y,ζ : Y × C ([0, T ];X)→ Map ([0, T ], Y ) , (7.23a)

R̃X,O,Y,ζ [η, u](t) :=


ζ(u(t)), if u(t) 6∈ O,
η, if u([0, t]) ⊆ O,

ζ

(
u

(
max

{
s ∈ [0, t]

∣∣u(s) 6∈ O
}))

, otherwise.

(7.23b)

The generalized relay operator is a hysteresis operator.

Examples:

� A vectorial relay was introduced by Mayergoyz (see [23]) for inputs with values in R2. In
the formulation as in [27, IV (5.1)], one has to consider the scalar relayRa,b : C ([0, T ];R)→
{−1, 1} with thresholds a < b and some angle θ ∈ [0, 2π[. Let eθ = (cos(θ), sin(θ))
be the unit vector in R2 pointing in the direction corresponding to this angle. The corre-
sponding vector relay operatorRa,b,θ : C ([0, T ];R2)→ Map ([0, T ], ∂B1 (0R2)) is for
u ∈ C ([0, T ];R2) defined by

Ra,b,θ[u] := Ra,b[u · eθ]eθ. (7.24)

A straightforward computations yields that

Ra,b,θ = R̃R2,O,∂B1(0R2),ζ
(7.25)

with

O := {v ∈ R2 | v · eθ ∈]a, b[}, (7.26a)

ζ : R2 \O → ∂B1(0R2), (7.26b)

ζ(v) :=

{
eθ, if v · eθ ≥ b,

−eθ, if v · eθ ≤ a.
(7.26c)

� Let K be a convex, compact subset of R2. Let η0 ∈ R2 be given. Let ProjK : R2 → K
be the projection to K . The corresponding rotating modelHK : R2 × C ([0, T ];R2)→
Map ([0, T ],R2) considered in [27, IV (5.10), (5.11)] is the hysteresis operator mapping
u ∈ C ([0, T ];R2) to the functionHK [η, u] : [0, T ]→ K with

HK [η, u](0) :=

{
ProjK(η0), if u(0) ∈ K,
ProjK(u(0)), if u(0) /∈ K,

(7.27)
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and, for all t ∈]0, T ],

HK [η, u](t) =


ProjK(u(t)), if u(t) /∈ K,
HK [η, u](0), if u(t) ∈ K, u([0, t]) ∩ ∂K = ∅,
u
(
max

{
τ ∈]0, t]

∣∣u(τ) ∈ ∂K
})

otherwise.

(7.28)

Hence, we see that
HK [η, ·] = R̃R2,intK,K,ρK [ProjK(η), ·] (7.29)

with int(K) being the interior of K and ρK being the restriction of ProjK to the set
R2 \ int(K).

� Let K be a convex, compact subset of a Hilbert space H . Let n∂K : ∂K → ∂B1(0X)
be some choice for an outer normal to K on ∂K , i.e. , it holds

〈n∂K(y), y − z〉 ≥ 0 ∀y ∈ ∂K, z ∈ K. (7.30)

The suggestion for an operator of relay type in [21, p. 34] is modified by requiring that if
the value of the input belongs to the boundary ∂K of K , then the output of the the relay
should to the corresponding value of n∂K at this point. This leads to R̃H,int(K),∂B1(0H),φK

with φK : H \ int(K)→ ∂B1(0H) defined by

φK(x) :=

{
n∂K(x), if x ∈ ∂K,
x−ProjK(x)
‖x−ProjK(x)‖ , otherwise.

(7.31)

� Assume that (X, ‖·‖) is some normed space. To formulate the Della Torre-Pinzaglia-
Cardelli vectorial relay, see [5, 6, 8, 9], one has to consider a critical surface S in X ,
being the boundary of some open, bounded domain O, and a point ξ ∈ O, e.g., the
center of O. This relay can now be rewriten as R̃X,O,∂B1(0X),ζO,ξ, with

ζO,ξ : RN \O → ∂B1(0X), ζO,ξ(v) :=
v − ξ
‖v − ξ‖

. (7.32)

� For r > 0, ξ ∈ RN , ζBr(ξ),ξ as in (7.32), and the vectorial relay operator Rξ,r defined
in (7.1), it holds that

Rξ,r = R̃RN ,Br(ξ),∂B1(0RN ),ζBr(ξ),ξ)
. (7.33)

� Considering two open subsets O0, O1 of R2 so that O0 ∪ O1 = R2. The relay defined
in [1, Def. 2.1] is equal to R̃R2,O0∩O1,{0,1},φBK with

φBK : R2 \ (O0 ∩O1)→ {0, 1}, (7.34a)

φBK(x) :=

{
0, if x ∈ O0,

1, if x ∈ O1.
(7.34b)
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7.3 Lemma. Let a nonempty, open subset O of X , a nonempty set Y , a function ζ : X \O →
Y and η ∈ Y be given. Let R̃X,O,Y,ζ [·, ·] be the generalized vectorial relay defined in (7.23).

a) The string function generated by generalized vectorial relay operator R̃X,O,Y,ζ [η, ·] isGR,X,O,ζ,η :
SF (X)→ Y defined by

GR̃,X,O,ζ,η (v0, v1, . . . , vn)

=



ζ(vn), if vn 6∈ O,
η, if conv(vi, vi+1) ⊆ O ∀ i = 0, . . . , n− 1,

ζ ((1− χmax)vk + χmaxvk+1) with

k := max
{
i ∈ {0, . . . , n− 1}

∣∣ conv(vi, vi+1) 6⊆ O
}
,

χmax := max
{
χ ∈ [0, 1[

∣∣ (1− χ)vk + χvk+1 6∈ O
}
,

otherwise.

(7.35)

b) The generalized vectorial relay operator R̃X,O,Y,ζ [η, ·] forgets according to the Madelung
deletion.

Proof. a) Let V = (v0, v1, . . . , vn) ∈ SF (X) be given.

� If vn /∈ O, then it holds πpw.af.[V ](T ) = vn /∈ O. Invoking (7.23) yields that

R̃X,O,Y,ζ [η, πpw.af.[V ]](T ) = ζ (πpw.af.[V ]](T )) = ζ (vn) .

� If conv(vi, vi+1) ⊆ O for all i = 0, . . . , n− 1, then it holds πpw.af.[V ](t) ∈ O for all
t ∈ [0, T ]. Recalling now (7.23) yields that

R̃X,O,Y,ζ [η, πpw.af.[V ]](T ) = η.

� Otherwise, we see that the formula for k in (7.35) generates the unique defined k
satisfying

conv(vk, vk+1) 6⊆ O, conv(vi, vi+1) ⊆ O, ∀ i = k + 1, . . . , n− 1. (7.36)

It follows that

πpw.af.[V ]

([
k

n
T,
k + 1

n
T

])
6⊆ O, πpw.af.[V ]

([
k + 1

n
T, T

])
⊆ O.

(7.37)
We apply (7.36) to show that the set

M :=
{
χ ∈ [0, 1[

∣∣ (1− χ)vk + χvk+1 6∈ O
}

(7.38)

is not empty. Let χmax := supM . Using that the multiplication with a scalar and
the addition is continuous, we see that there is a sequence in the complement of
O converging to (1 − χmax)vk + χmaxvk+1. Since O is an open set, we conclude
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that (1− χmax) vk + χmaxvk+1 6∈ O . Using that (7.37) yields that vk+1 ∈ O, we
see that χmax belongs to M and can be defined as in (7.35). Moreover, for t∗ :=
(1− χmax)

k
n
T + χmax

k+1
n
T it holds that

πpw.af.[V ] (t∗) 6∈ O, πpw.af.[V ]

(]
t∗,

k + 1

n
T

])
⊆ O . (7.39)

Combining this with (7.23) , we infer that

R̃X,O,Y,ζ [η, πpw.af.[V ]](T ) = ζ (πpw.af.[V ] (t∗)) = ζ ((1− χmax)vk + χmaxvk+1) .
(7.40)

b) Let V = (v0, . . . , vn) ∈ Xn+1 andW = (w0, . . . , wn−2) ∈ Xn−1 with n ∈ N and n > 2
be given. Assume that W is the result of a Madelung deletion in V . Then there is some
j ∈ {1, . . . , n− 2} such that (6.1) holds.

� If vn 6∈ O holds, then we obtain by recalling (7.35) and (6.1a) that

GR̃,X,O,ζ,η(V ) = ζ(vn) = ζ(wn−2) = GR̃,X,O,ζ,η(W ).

� If conv(vi, vi+1) ⊆ O holds for all i = 0, 1, . . . , n− 1, then we obtain by (6.1a) and
(6.2b) that conv(wi, wi+1) ⊆ O holds for all i = 0, . . . , n − 2. Recalling now (7.35)
yields that GR̃,X,O,ζ,η(V ) = η = GR̃,X,O,ζ,η(W ).

� Otherwise, let χmax and k be defined as in (7.35), and let

v∗ := (1− χmax)vk + χmaxvk+1. (7.41)

Then, we see that (7.36) and

GR̃,X,O,ζ,η(V ) = ζ (v∗) (7.42)

are satisfied.

If k < j − 1 holds or if k ≥ j + 2 holds, we conclude by using (7.35) and (6.1a) that
GR̃,X,O,ζ,η(V ) = GR̃,X,O,ζ,η(W ).

Recalling (6.2c), we deduce that

conv(vj, vj+1) ⊆ conv(vj+1, vj+2). (7.43)

Utilizing (7.36), we see that

conv(vk, vk+1) 6⊆ O, conv(vk+1, vk+2) ⊆ O. (7.44)

Hence, we see that if k = j held, then on one hand conv(vj, vj+1) would be, as a
subset of conv(vj+1, vj+2) = conv(vk+1, vk+2), a subset of O, on the other hand
conv(vj, vj+1) = conv(vk, vk+1) would be no subset of O. Hence, it follows that
k 6= j.

Hence, it remains to consider the situations k = j − 1 and k = j + 1.
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Utilizing now (6.1a) and (6.2b), we deduce that

conv(wj−1, wj) = conv(vj−1, vj+2)

= conv (vj−1, vj) ∪ conv (vj+1, vj+2) ⊇ conv(vk, vk+1). (7.45)

We apply (7.36) and (6.1a) to decude that

conv(wj−1, wj) 6⊆ O, conv(wi, wi+1) ⊆ O, ∀ i = j, . . . , n− 3. (7.46)

Applying (7.35), see that for β ∈ [0, 1[ and w∗ ∈ X defined by

β := max
{
χ ∈ [0, 1[

∣∣ (1− χ)wj−1 + χwj 6∈ O
}
, (7.47)

w∗ := (1− β)wj−1 + βwj , (7.48)

it holds that
GR̃,X,O,ζ,η(W ) = ζ (w∗) . (7.49)

Recalling (6.1a) yields that

β = max
{
χ ∈ [0, 1[

∣∣ (1− χ)vj−1 + χvj+2 6∈ O
}
, (7.50)

w∗ = (1− β)vj−1 + βvj+2 /∈ O. (7.51)

Hence, it remains to show that v∗ = w∗ is satisfied.

� Assume that k = j − 1.
Thanks to (7.45), there is some λ ∈ [0, 1] such that

vk+1 = (1− λ)vj−1 + λvj+2. (7.52)

We recall now (7.36) to prove that conv(vj+1, vj+2) = conv(vk+2, vk+3) ⊆ O
and that vk+1 ∈ O. Since w∗ /∈ O, we can conclude form (6.2b) and (7.52) that

w∗ ∈ conv(vj−1, vj+2) \O =
(
conv(vj−1, vj) ∪ conv(vj+1, vj+2)

)
\O

= conv(vj−1, vj) \O ⊆ conv(vj−1, vk+1) \ {vk+1}
= conv(vj−1, (1− λ)vj−1 + λvj+2) \ {(1− λ)vj−1 + λvj+2)} . (7.53)

Utilizing now (7.51) and (7.52) yields that β < λ.
Recalling (7.52), we deduce that for all χ ∈ [0, 1] holds:

(1− λχ) vj−1 + λχvj+2

= (1− χ) vj−1 + χ ((1− λ) vj−1 + λvj+2) = (1− χ) vk + χvk+1. (7.54)

Combining the definition of χmax in (7.35) and (7.41) implies that

(1− λχmax) vj−1 + λχmaxvj+2 = (1− χmax) vk + χmaxvk+1 = v∗ /∈ O,
(7.55)

(1− λχ) vj−1 + λχvj+2 = (1− χ) vk + χvk+1 ∈ O, ∀χ ∈]χmax, 1[ .
(7.56)
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From (7.50), it follows that

λχmax ≤ β /∈]χmaxλ, λ[. (7.57)

Since it has already been shown that β < λ holds, we deduce that λχmax = β.
Applying (7.55) and (7.51), it follows that v∗ = w∗ is proved.

� Assume that k = j + 1.
Thanks to (7.45), there is some φ ∈ [0, 1] such that

vk = (1− φ)vj−1 + φvj+2. (7.58)

Since (7.44) yields that vk 6= vk+1 = vj+2, it follows that φ ∈ [0, 1[.
For χ ∈ [0, 1[ and γχ := φ+ (1− φ)χ ∈ [0, 1[ , we apply (7.58) to derive

(1− γχ)vj−1 + γχvj+2 = (1− χ)(1− φ)vj−1 + (φ+ χ− φχ)vj+2

= (1− χ) ((1− φ)vj−1 + φvj+2) + χvj+2 = (1− χ)vk + χvk+1. (7.59)

Recalling the definition of χmax in (7.35) and (7.41), we deduce that

(1− γχmax) vj−1 + γχmaxvj+2 = (1− χmax)vk + χmaxvk+1 = v∗ /∈ O,
(7.60)

(1− γχvj−1) + γχvj+2 = (1− χ)vk + χvk+1 ∈ O, ∀χ ∈]χmax, 1[ .
(7.61)

Since {γχ |χ ∈]χmax, 1[ } = ]γχmax , 1[, we can conclude from (7.50) that β =
γχmax . Using now (7.51) and (7.60) yields v∗ = w∗.

7.4 Remark. Many other hysteresis operators do not forget according to the Madelung deletion,
for examples, most vectorial play and stop operators. Details can be found in the forthcoming
thesis [16].
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