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Abstract

In this paper an existence result for energetic solutions of rate-independent dam-

age processes is established and the temporal regularity of the solution is discussed.

We consider a body consisting of a physically nonlinearly elastic material undergo-

ing small deformations and partial damage. The present work is a generalization of

[MiR06] concerning the properties of the stored elastic energy density as well as the

suitable Sobolev space for the damage variable: While previous work assumes that

the damage variable z satisfies z ∈ W 1,r(Ω) with r > d for Ω ⊂ R
d, we can handle

the case r > 1 by a new technique for the construction of joint recovery sequences.

Moreover, this work generalizes the temporal regularity results to physically non-

linearly elastic materials by analyzing Lipschitz- and Hölder-continuity of solutions

with respect to time.

1 Introduction

Damage describes the creation and growth of cracks and voids on the micro-level of a solid

material. This process can be investigated by means of continuum damage mechanics,

which goes back on Kachanov in 1958. Within this approach, an inner variable, the

damage variable, is incorporated to the constitutive law, where it describes the influence

of damage on the elastic behavior of the material. In this paper we treat the case of

isotropic damage, which presumes a uniform orientation distribution of the cracks and

voids in the material. Hence the damage variable is a scalar-valued function of time and

space z : [0, T ]×Ω → [0, 1], where z(t, x) is defined as the volume fraction at time t of the

undamaged material in a neighborhood of a material point x in the reference configuration

Ω ⊂ R
d. Thus, the values of the function z range between 0 and 1, where z(t, x) = 1 means

no damage and z(t, x) = 0 stands for maximal damage in the neighborhood of the point

x ∈ Ω at time t. We consider damage as a unidirectional process, so that ∂tz(t, x) ≤ 0

for a.e. (t, x) ∈ [0, T ]×Ω. In the sense of [MiR06, MRZ07] we treat partial damage only,

which means that z = 0 does not mean that all material is disintegrated. Instead we have

in mind that the material consists of two constituents, like a matrix and fibers, where

only one of them may experience damage. Thus, for z = 0 the material is still able to

support arbitrary stresses without further damage.

The model that is analyzed in this paper is based on one proposed by Frémond and

Nedjar to describe the damage of concrete, see [Fré02] chap. 12. It consists of a functional

representing the free energy of the body and a dissipation potential accounting for the

energy dissipated by the damage process. However, we restrict our analysis to the rate-

independent case and neglect viscous effects.
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The free energy depends on time t ∈ [0, T ], the damage variable z ∈ [0, 1] and – in the

small strain case – on the linearized Green-St. Venant strain tensor e(u) := 1
2
(∇u+∇u⊤),

where u : Ω → R
d is the displacement field. The free energy is defined via three different

energy terms:

E(t, u, z) :=

∫

Ω

W (x, e(u), z)dx +
κ

r

∫

Ω

|∇z|r dx − 〈l(t), u〉 , (1.1)

where the first term in (1.1) denotes the stored elastic energy, which is determined by the

stored elastic energy density W : Ω × R
d×d
sym × [0, 1] → R∞. The properties of W will be

specified in Subsection 3.1 more precisely. The second term in (1.1) involves the gradient

of damage and takes into account microscopic interactions, i.e. it considers the influence

of damage in a point x on its neighborhood. Furthermore, κ > 0 denotes the so-called

factor of influence of damage. The third term in formula (1.1) represents the work of

external loadings, which may comprise both volume and surface forces.

The dissipation potential is considered to be of the following form:

R(ż) :=
∫
Ω

R(x, ż)dx , where R(x, v) :=

{
̺(x)|v| if v ∈ (−∞, 0]

∞ if v > 0

with ̺ ∈ L∞(Ω) satisfying 0 < ̺0 ≤ ̺(x) for a.e. x ∈ Ω.

(1.2)

This definition of the dissipation potential accounts for the unidirectionality of the damage

process: Only those damage variables, that describe an increase of damage, lead to finite

dissipation. Moreover, the dissipation potential defined via (1.2) is rate-independent,

since it is homogeneous of degree one, i.e.: R(x, αw) = αR(x,w) for every α > 0 and

every w ∈ R. Hence, the dissipation potential generates a so-called dissipation distance:

D(z0, z1) = R(z1 − z0) . (1.3)

Specifying a suitable state space Q, the triple (Q, E ,D) is called a rate-independent

system and our aim is to construct energetic solutions (u, z) : [0, T ] → Q. They are defined

by satisfying the global energy balance (E) and the global stability (S) of Definition 2.1.

These main tools for the energetic approach are explained in Section 2. Section 3 provides

the assumptions that are made on the setting of the damage process throughout this paper

and it contains the existence result and its proof. In Section 4 the temporal regularity of

energetic solutions is analyzed under the assumption of additional convexity properties on

the free energy. Finally, Section 5 discusses classes of free energies known in engineering,

which fit into the framework of our setting.

One main difference to previous works on the existence analysis of rate-independent

processes [FrM06, MiP07, MPP08] is, that we do not claim a growth property on the

stored elastic energy density of the form c1|e|p−C ≤ W (x, e, z) ≤ c2|e|p + C̃ for constants

c1, c2, C, C̃ > 0 and 1 < p < ∞, which would lead under the assumption of convexity to

a growth condition on the stresses of the form

(H4*) |∂eW (x, e, z)| ≤ c(|e|p−1 + c̃) for constants c, c̃ > 0.
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This condition is not applicable for our purposes, since we want to allow for stored elastic

energy densities used in literature [Ser93] to describe strain hardening:

W (e, z) :=
1+z

4
(tr e)2+|eD|p̃, (1.4)

for a constant 1 < p̃ < ∞ and the deviator eD := e− tr e
d

Id. In Section 5 it is demonstrated

that W satisfies c1|e|2 − C ≤ W (e, z), but (H4*) is not fulfilled for the exponent 2.

Therefore we use the alternative stress control:

(H4) |∂eW (x, e, z)| ≤ c(W (x, e, z)+c̃) for constants c, c̃ > 0.

The main challenge of analyzing the damage problem lies in the discontinuity of the

dissipation distance D arising from the unidirectionality of the damage process. Compared

to [FrM06, MiP07, MPP08], where the dissipation distance was assumed to be (weakly)

continuous, another method is required for proving the stability of limit states, see (C2)

in the abstract existence theorem 2.4 and Section 3.2.5. The possibly infinite valued

dissipation distance does not allow to pass to the limit along a stable sequence in stability

condition (S), see Definitions 2.1 and 2.2 as well as Section 3.2.5. To overcome this problem

the so-called joint recovery condition was introduced in [MiR06, MRS08], see here Section

3.2.5. It is based on the construction of a recovery sequence, recovering the stability

inequality for the limit jointly in all variables. Applying this method, the existence of

an energetic solution of (Q, E ,D) defined by (1.1), (1.3) was proven for r > d using

the continuous embedding of W 1,r(Ω) ⊂ C(Ω̄). In this work we provide a more delicate

construction for the joint recovery sequences that allows to handle weak convergence in

W 1,r(Ω) with r ∈ (1,∞).

In Section 4, following the ideas in [MiT04] we prove the temporal continuity of energetic

solutions under the assumption of uniform convexity of the free energy on sublevels. In

[MiT04] it was proven, that an energetic solution is Lipschitz-continuous with respect to

time, if the free energy satisfies a uniform convexity inequality of the form

E(t, θq1+(1−θ)q2) ≤ θE(t, q1)+(1−θq2)E(t, q2)−cθ(1−θ)‖q1−q2‖α . (1.5)

with α = 2, which must hold for all q1, q2 ∈ Q. We only claim that (1.5) holds on sublevels

of E(t, ·), i.e. c depends on the sublevel. We allow for α ≥ 2 and prove Hölder-continuity

of the energetic solution with respect to time. In Section 5 we demonstrate for an example

that α = 2 is restricted to free energies E of (sub-)quadratic growth with respect to the

state q. Free energies being of super-quadratic growth with respect to one of the state

components may satisfy more general uniform convexity inequalities with α > 2.

2 Energetic formulation

We analyze the damage problem within its energetic formulation. For this, we fix a state

space Q = U × Z, which is assumed to be a weakly closed subset of a reflexive Banach

space. Our approach is solely based on the free energy functional E : [0, T ] × Q → R∞

3



and the dissipation distance D : Z × Z → R∞. We search for an energetic solution

q : [0, T ] → Q, which is supposed to satisfy the global stability condition (S) and the

global energy balance (E).

Definition 2.1 (Energetic solution) A function q = (u, z) : [0, T ] → Q is called an

energetic solution for the rate-independent system (Q, E ,D), if t 7→ ∂tE(t, q) ∈ L1((0, T ))

and if for all t ∈ [0, T ] we have E(t, q(t)) < ∞, stability (S) and energy balance (E):

for all q̃ = (ũ, z̃) ∈ Q holds : E(t, q(t)) ≤ E(t, q̃) + D(z(t), z̃) ; (S)

E(t, q(t)) + DissD(z, [s, t]) = E(s, q(s)) +
∫ t

s
∂tE(ξ, q(ξ))dξ , (E)

where DissD(z, [s, t]) := supall part. of [s,t]

M∈N

M∑
j=1

D(z(ξj−1), z(ξj)).

Stability inequality (S) suggests to introduce sets of stable states.

Definition 2.2 (Set of stable states, stable sequence) The set of stable states at time

t ∈ [0, T ] is defined by:

S(t) := {q ∈ Q | E(t, q) < ∞, ∀q̃ ∈ Q : E(t, q) ≤ E(t, q̃) + D(z, z̃)} .

A sequence (tk, qk)k∈N ⊂ [0, T ] ×Q is called a stable sequence if (i) and (ii) hold:

(i) supk∈N{E(tk, qk)} < ∞ , i.e. there is a constant E ∈ R such that

qk ∈ LE(tk) := {q ∈ Q | E(tk, q) ≤ E} , (2.1)

(ii) qk ∈ S(tk) for every k ∈ N.

In order to guarantee the existence of an energetic solution, certain general assumptions

have to be made on E and D, see also [MaM05, MRS08].

The energy E : [0, T ] ×Q → R∞ has to fulfill the following conditions:

Compactness of energy sublevels: ∀ t∈[0, T ] ∀E∈R :

LE(t) := {q ∈ Q | E(t, q) ≤ E} is weakly seq. compact.
(E1)

Uniform control of the power: ∃ c0∈R ∃ c1>0 ∀ (tq, q)∈[0, T ]×Q with E(tq, q) < ∞ :

E(·, q) ∈ C1([0, T ]) and |∂tE(t, q)| ≤ c1(c0+E(t, q)) for all t∈[0, T ].

(E2)

Condition (E2) enables to apply Gronwall’s lemma in order to derive a Lipschitz-

estimate for E with respect to time:

|E(t, q) − E(s, q)| ≤
(
ec1|t−s| − 1

)
(E(t, q) + c0) ≤ ec1T (E(t, q) + c0)|t − s| . (2.2)

Hence, if E(t, q) < E for E ∈ R, then, for cE := ec1T (E + c0), estimate (2.2) implies

|E(t, q) − E(s, q)| ≤ cE|t − s| . (2.3)
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The abstract existence theory requires the following general assumptions on the dissi-

pation distance D : Z×Z → [0,∞]:

Quasi-distance: ∀ z1, z2, z3 ∈ Z : D(z1, z2) = 0 ⇔ z1 = z2 and

D(z1, z3) ≤ D(z1, z2) + D(z2, z3);
(D1)

Semi-continuity: D : Z×Z → [0,∞] is weakly seq. lower semi-continuous. (D2)

Remark 2.3 D is an extended quasi-distance on Z, since all metric axioms except of

symmetry are satisfied and since the value ∞ is allowed. D on Q is a pseudo-distance

or semi-distance, because for q1 = (u1, z1), q2 = (u2, z2) the property D(z1, z2) = 0 not

necessarily implies q1 = q2.

Conditions (E1), (E2) and (D1), (D2) are useful to state an abstract existence result

for the energetic formulation of rate-independent problems. This abstract version of the

main existence theorem was developed within the works [MaM05, FrM06, MRS08].

Theorem 2.4 (Abstract main existence theorem) Let (Q, E ,D) satisfy conditions

(E1), (E2) and (D1), (D2). Moreover, let the following compatibility conditions hold: For

every stable sequence (tk, qk)k∈N with tk → t, qk ⇀ q in [0, T ] ×Q we have

∂tE(t, qk) → ∂tE(t, q) , (C1)

q ∈ S(t) . (C2)

Then, for each q0 ∈ S(0) there exists an energetic solution q : [0, T ] → Q for (Q, E ,D)

satisfying q(0) = q0.

The proof of Theorem 2.4 is based on a time-discretization, where conditions (E1),

(D2) ensure the existence of a minimizer for the time-incremental minimization problem

at each time-step. For a given partition Π := {0 = t0 < t1 < . . . < tM = T}, for every

k = 1, . . . ,M we have to

find qk ∈ Argmin{E(tk, q̃) + D(zk−1, z̃) | q̃ = (ũ, z̃) ∈ Q} . (IP)

One then defines a piecewise constant interpolant qΠ with qΠ(t) := qk−1 for t ∈ [tk−1, tk)

and qΠ(T ) = qM . Choosing a sequence (Πm)m∈N of partitions, where the fineness of Πm

tends to 0 as m → ∞, it is possible to apply Helly’s selection principle to the sequence

(qΠm)m∈N. Then, it is shown that the limit function fulfills the properties (S) and (E) of

an energetic solution. See e.g. [MRS08] for a detailed proof.

3 Existence analysis for the damage model

The aim in this section is to prove the existence of an energetic solution for the dam-

age problem by applying the abstract existence theorem 2.4 on this setup. Thereto, we

introduce general assumptions on the given data like the domain Ω ⊂ R
d, the external

loadings and the stored elastic energy density.
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3.1 Assumptions and the existence result

We consider a bounded domain Ω ⊂ R
d with a Lipschitz-boundary ∂Ω modeling a non-

linearly elastic material. This body undergoes a damage process driven by exterior forces

l(t), which may change with time. Furthermore, the body is assumed to be fixed at one

part ΓD of its boundary ∂Ω with positive (d−1)-dimensional measure Ld−1(ΓD) > 0, such

that the displacement field ũ : Ω → R
d is prescribed there: ũ = uD(t) on ΓD for t ∈ [0, T ].

This means that we allow for time-dependent Dirichlet conditions, where the Dirichlet

boundary ΓD itself is fixed in time. From now on we write uD(t) also for the given ex-

tention into the domain Ω of the function uD specifying the Dirichlet condition on the

boundary. Hence, using the splitting ũ = u + uD(t), we define the state q = (u, z) and

the free energy

E(t, u, z) =

∫

Ω

W (x, e(u)+eD(t), z)dx+
κ

r

∫

Ω

|∇z|r dx−〈l(t), u+uD(t)〉 , (3.1)

where u = 0 on ΓD, such that u+uD(t) = uD(t) on ΓD. Moreover, e(u) := 1
2
(∇u+∇u⊤)

and eD(t) := 1
2
(∇uD(t)+∇uD(t)⊤) denote the linearized strain tensor of u and uD(t)

respectively.

We make the following general assumptions on the domain Ω and the given data uD, l :

(A1) Ω is a bounded Lipschitz-domain, ΓD ⊂ ∂Ω with Ld−1(ΓD) > 0,

(A2) uD ∈ C1([0, T ],W 1,∞(Ω, Rd)) with cD:=‖uD‖C1([0,T ],W 1,∞(Ω,Rd)∩W 1,p(Ω,Rd)),

(A3) l ∈ C1([0, T ],W−1,p′(Ω, Rd)) with cl := ‖l‖C1([0,T ],W−1,p′ (Ω,Rd)).





(3.2)

Here p′ = p/(p − 1), where p ∈ (1,∞) will be fixed in (H3) below.

Furthermore, we claim the following hypotheses on the stored elastic energy density:

(H1) Carathéodory-function: W (x, ·, ·) ∈ C0(Rd×d
sym×[0, 1]) for a.e. x ∈ Ω and W (·, e, z)

is measurable in Ω.

(H2) Convexity: For every (x, z) ∈ Ω × [0, 1] the function W (x, ·, z) is convex.

(H3) Coercivity: There are constants c1, C > 0, and 1 < p < ∞ such that for all

(x, e, z)∈Ω×R
d×d
sym×[0, 1] we have c1|e|p − C ≤ W (x, e, z).

(H4) Stress control: For all (x, z) ∈ Ω × [0, 1] we have W (x, ·, z) ∈ C1(Rd×d
sym) and there

exist constants c>0, c̃≥0 such that for all (x, e, z) ∈ Ω × R
d×d
sym × [0, 1] we have

|∂eW (x, e, z)| ≤ c(W (x, e, z) + c̃) .

(H5) Monotonicity: There are constants k > 0, k̃ ≤ 0 so that for all (x, e, z), (x, e, z̃) ∈
Ω × R

d×d
sym × [0, 1] with z ≤ z̃ we have

W (x, e, z) ≤ W (x, e, z̃) ≤ k(W (x, e, z) + k̃) .
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Hypotheses (H1)-(H3) will ensure condition (E1). Hypothesis (H4) is the basis to prove

Lipschitz-estimate (2.3). The first estimate in assumption (H5) reflects the physical prop-

erty of damage, that an increase of damage decreases the stored elastic energy. The second

estimate in (H5) states that the remaining elastic properties after all damage has occurred

are still comparable to the undamaged material. This assumption is reasonable, because

we only treat partial damage in our analysis. Total damage would neither allow for the

second inequality in (H5) nor for coercivity (H4), since for a completely disintegrated

body the displacement field has no meaning any longer.

In view of hypothesis (H4) we choose the space of admissible displacements as

U := {u ∈ W 1,p(Ω, Rd) |u = 0 on ΓD}. (3.3)

Under consideration of formula (3.1) we put the set of admissible damage variables

Z := {z ∈ W 1,r(Ω) | 0 ≤ z ≤ 1 a.e. in Ω} (3.4)

and Q := U × Z indicates the set of admissible states. By X := W 1,p(Ω, Rd) × W 1,r(Ω)

with its strong topology we denote the Banach space that specifies the topology for weak

convergence. Within the analysis we will consider the convergence of sequences (qk)k∈N ⊂
Q to a limit q with respect to the weak topology of X and we will indicate the weak

convergence in X by qk ⇀ q in X .

With these tools at hand we state the existence theorem for the damage problem.

Theorem 3.1 (Existence theorem for the damage problem) Let Q = U × Z be

given as above. Let E be defined via (3.1) such that (3.2) and (H1)-(H5) hold. Let D
be given by (1.2) and (1.3). Then, for the rate-independent damage process defined by

(Q, E ,D) there exists an energetic solution for any initial state q0 ∈ S(0).

The proof of Theorem 3.1 is carried out in Section 3.2. The main difficulty lies in the

missing weak continuity of the dissipation distance, which especially complicates the proof

of the compatibility conditions (C1) and (C2), see Sections 3.2.4, 3.2.5.

3.2 Proof of the existence theorem for the damage problem

In this subsection the assumptions (E1), (E2), (D1), (D2) and (C1), (C2) of the abstract

main existence theorem 2.4 are checked. An analysis similar to ours is given in [MiP07,

MaM08, MPP08]. As our damage model allows for more general assumptions in (H1)-(H5)

we repeat all steps for the readers convenience. In particular, previous work (e.g. [MPP08])

assumes (H2) and (H4*), where (H4*) ensures that ∂AW (x,A, z) ∈ Lp′(Ω, Rd×d), which

is not guaranteed by (H4).

For a shorter notation in the proofs we introduce the following abbreviations:

I(t, u, z) :=
∫
Ω

W (x, e(u) + eD(t), z)dx,

C(z) := κ
r

∫
Ω

|∇z|r dx,

J (t, u, z) := I(t, u, z) − 〈l(t), u + uD(t)〉,





(3.5)
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such that

E(t, u, z) = I(t, u, z) + C(z) − 〈l(t), u + uD(t)〉 = J (t, u, z) + C(z). (3.6)

A basic tool in the proofs is Korn’s inequality, which holds for functions u ∈ U ⊂
W 1,p(Ω, Rd) for U defined by (3.3).

Theorem 3.2 (Korn’s inequality [GeS86]) Let Ω ⊂ R
d and ΓD ⊂ ∂Ω, satisfy (A1)

and let 1 < p < ∞. There is a constant CK = CK(Ω, p) such that for every v ∈ U the

following estimate holds:

‖v‖W 1,p(Ω,Rd) ≤ CK‖e(v)‖Lp(Ω,Rd×d) . (3.7)

3.2.1 Compactness of the energy sublevels (E1)

In the following, the weak sequential compactness of the energy sublevels is established

using the standard approach in the direct method of the calculus of variations.

Lemma 3.3 Let the assumptions (3.2) and (H1)-(H5) hold. Then there exist constants

c3, C3 > 0 such that E(t, ·, ·) : U × Z → R satisfies a growth estimate of the form

E(t, u, z) ≥ c3

(
‖u‖p

W 1,p(Ω,Rd)
+‖z‖r

W 1,r(Ω)

)
−C3 for all (u, z) ∈ U × Z . (3.8)

Proof: For (x, e, z, A) ∈ Ω × R
d×d
sym × [0, 1] × R

d we set

W (x, e, z, A) := W (x, e, z) +
κ

r
|A|r .

Let u ∈ U . Using hypotheses (A2), (A3), (H3), Young’s and Korn’s inequality we get

E(t, u, z) =

∫

Ω

W (x, e(u)+eD(t), z,∇z)dx − 〈l(t), u+uD(t)〉

≥ c1(‖e(u)‖Lp−cD)p−(C+
κ

r
)Ld(Ω)−cl(‖u‖W 1,p+cD)+

κ

r
‖z‖r

W 1,r

≥ c1(2
1−p‖e(u)‖p

Lp−cp
D)−(C+

κ

r
)Ld(Ω)−cl(‖u‖W 1,p+cD)+

κ

r
‖z‖r

W 1,r

≥ 21−pc1

Cp
K

‖u‖p
W 1,p−(C+

κ

r
)Ld(Ω)−c1c

p
D−

1

p′

(cl

ε

)p′

−(ε‖u‖W 1,p)p

p
−clcD+

κ

r
‖z‖r

W 1,r

≥ 2−pc1

Cp
K

‖u‖p
W 1,p+

κ

r
‖z‖r

W 1,r−(C+
κ

r
)Ld(Ω)−c1c

p
D−clcD−

1

p′

(cl

ε

)p′

,

(3.9)

where Young’s inequality with ε :=
(

2−pc1p
Cp

K

) 1
p

lead to the third inequality of (3.9).

This proves (3.8) with suitable c3 and C3.

Proposition 3.4 Let assumptions (3.2) as well as (H1)-(H5) hold. Then E(t, ·, ·) is

weakly sequentially lower semicontinuous with respect to the weak topology of X and its

sublevels LE(t) are weakly sequentially compact in X .
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Proof: First, we obtain that C(·) : W 1,r(Ω) → R is bounded from below by 0 and

lower semicontinuous, since every sequence Lr-converging sequence contains a subse-

quence that converges pointwise a.e. by Riesz’ convergence theorem. Moreover, C(·)
is convex and hence weakly sequentially lower semicontinuous by [Dac89] p. 49, Th.

1.2.. Furthermore, [Dac89] p. 74 states the weak sequential lower semicontinuity of

J(ξ, η) =
∫

Ω
W (x, ξ(x), η(x))dx for η = z, ξ = e(u) on W 1,p(Ω, Rd)×Lr(Ω) if hypotheses

(H1)-(H3) are satisfied, because the compact embedding of W 1,r(Ω) ⋐ Lr(Ω) by Rellich’s

embedding theorem implies the strong Lr-convergence of a sequence converging weakly

in W 1,r(Ω). Hence, E is weakly sequentially lower semicontinuous on X .

Let now (uk, zk)k∈N ⊂ LE(t) ⊂ Q. Then estimate (3.8) yields

‖e(uk)‖W 1,p(Ω,Rd) + ‖zk‖W 1,r(Ω) ≤
(

E+C3

c3

) 1
p

+

(
E+C3

c3

) 1
r

. (3.10)

Since the spaces W 1,p(Ω, Rd), W 1,r(Ω) are real, reflexive Banach spaces for 1 < p, r < ∞,

the sequence (uk, zk)k∈N contains subsequence converging weakly in X . In particular, due

to the compact embedding of X into Lp(Ω, Rd) × Lr(Ω) and Riesz’ convergence theorem

we find a further subsequence converging pointwise a.e. in Ω with their limits z ∈ Z and

u ∈ W 1,p(Ω, Rd) with u=0 on ΓD. Since the weak sequential lower semicontinuity of E(t, ·)
on X is equivalent to the weak sequential closedness of its sublevels, see [Dac89, Thm. 2.1,

p. 28], the limit (u, z) of the subsequence is an element of LE(t). This proves that the

sublevels are weakly sequentially compact, i.e. (E1) and it implies that u ∈ U .

Remark 3.5 (Existence, uniqueness of minimizers) As a direct consequence of Propo-

sition 3.4 one obtains the existence of a minimizer for the minimization problems

min
(ũ,z̃)∈Q

(E(t, ũ, z̃)+D(z, z̃)), min
ũ∈U

J (t, ũ, z) and min
q̃∈Q

J (t, q̃)

for all t∈[0, T ] and all z∈Z, as well as for the time-incremental problems (IP) in every

time step. This implies that the stable sets S(t) are non-empty for every t∈[0, T ]. If strict

convexity is claimed in (H2), then the minimizers u∈U of J (t, ·, z) are even unique.

3.2.2 Control of the power of the energy (E2)

In this subsection condition (E2) is proven under the assumptions (3.2) and (H1)-(H4).

As a first step we derive a Lipschitz-estimate for the stored elastic energy density.

Lemma 3.6 (Lipschitz-estimate for W ) Let W satisfy (H2) and (H4). Then for ev-

ery (x, z) ∈ Ω × [0, 1] and any e, ẽ ∈ R
d×d
sym it holds:

|W (x, ẽ, z) − W (x, e, z)| ≤ c

2
(W (x, e, z) + W (x, ẽ, z) + 2c̃)|ẽ − e| . (3.11)
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Proof: Under consideration of (H2) and (H4) we obtain for α ∈ [0, 1]:

|W (x, ẽ, z)−W (x, e, z)|=
∣∣∣∣
∫ 1

0

∂eW (x, (e+α(ẽ−e)), z):(ẽ−e)dα

∣∣∣∣

≤
∫ 1

0

c(α(W (x, ẽ, z)+c̃)+(1−α)(W (x, e, z)+c̃))|ẽ−e|dα

=
c

2
(W (x, ẽ, z)+c̃)|ẽ−e|+ c

2
(W (x, e, z)+c̃)|ẽ−e| ,

which gives the result.

Now, we are in a position to prove condition (E2).

Theorem 3.7 Let (H2)-(H4) and (3.2) be satisfied. Then there exist constants c0 ≥ 0,

c1 > 0 such that for every (tq, q) ∈ [0, T ] ×Q with E(tq, q) < ∞ holds:

E(·, q) ∈ C1([0, T ]), where

∂tE(t, q) =

∫

Ω

∂eW (x, e(u)+eD(t), z):ėD(t)dx−〈l̇(t), u+uD(t)〉−〈l(t), u̇D(t)〉 (3.12)

and |∂tE(t, q)| ≤ c1(E(t, q) + c0) for every t ∈ [0, T ] . (3.13)

Proof: Note that the assumption E(tq, q) =: Eq < ∞ for some tq ∈ [0, T ] together with

(A2), (A3) and (H4) yields E(t, q) < Ẽq < ∞ for every t in a sufficiently small neigh-

borhood U(tq) ⊂ [0, T ] of tq, since E(·, q) as the sum and composition of the continuous

functions l(·), uD(·), W (x, ·, z), 〈·, ·〉 and
∫
Ω
(·)dx is a continuous function itself. In a first

step, we prove that the time-derivative ∂tE(·, q) exists in U(tq). In this neighborhood the

estimate (3.13) can be derived as a second step. We will obtain that the constants are

independent of tq and U(tq). This allows us to apply Gronwall’s lemma and Lipschitz-

estimate (2.3) uniformly in each neighborhood of any time tq with finite energy. Thus,

E(·, q) ∈ C1([0, T ]) follows.

Now, we prove the existence of ∂tE(t, q) for t ∈ U(tq). Thereto we define for t ∈ U(tq)

h(x, t, α) :=

{
1
α

(W (x, e(u)+eD(t+α), z) − W (x, e(u)+eD(t), z)) if α 6= 0

∂eW (x, e(u)+eD(t), z) : ėD(t) if α = 0

and we must show that h(x, t, ·)∈C0([−αt, αt]) for αt suitably. By the mean value theorem

of differentiability, we know the existence of α̃=α̃(α) for every α∈[−αt, αt], such that

1

α
(W (x, e(u)+eD(t+α), z)−W (x, e(u)+eD(t), z))

= ∂eW (x, e(u)+eD(t+α̃), z) : ėD(t+α̃) (3.14)

→ ∂eW (x, e(u) + eD(t), z) : ėD(t) as α, α̃ → 0 by (H4) and (A2) .

In order to show that the integrals converge as well, we are going to apply the dominated

convergence theorem. Thereto we estimate by (A2) and (H4)

|(3.14)| ≤ cDc (W (x, e(u) + eD(t + α̃), z) + c̃) → cDc (W (x, e(u) + eD(t), z) + c̃)
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as α, α̃ → 0 due to (A2) and (H4). By Lipschitz-estimate (3.11), (A2) and (A3) we have
∣∣∣∣
∫
Ω

W (x, e(u) + eD(t + α̃), z) − W (x, e(u) + eD(t), z)dx

∣∣∣∣
≤ ‖eD(t+α̃)−eD(t)‖L∞(Ω,Rd×d)

(
2cc̃Ld(Ω)+E(t, u, z)+E(t+α̃, u, z)+2clcD

) α̃→0−→ 0,

(3.15)

since E(t + α̃, u, z) < Ẽq for every t+α̃∈U(tq). The differentiability of 〈l(t), u+uD(t)〉 is

ensured by (A2), (A3). Thus we have proven the existence of ∂tE(·, q) in U(tq).

By (3.8) we find an upper estimate for ‖e(u)+eD(t)‖p
Lp(Ω,Rd×d)

in terms of E(t, q):

‖e(u)+eD(t)‖p
Lp(Ω,Rd×d)

≤ 2p−1
(
‖e(u)‖p

Lp(Ω,Rd×d)
+cp

D

)

≤ 2p−1

(E(t, q)+C3

c3

+cp
D

)
=: A1E(t, q)+B1

(3.16)

This estimate will be used in the following to get (3.13). We have

|∂tE(t, q)| ≤

∣∣∣∣∣∣

∫

Ω

∂eW (x, e(u)+eD(t), z) : ėD(t)dx

∣∣∣∣∣∣
+ |〈l̇(t), u+uD(t)〉| + |〈l(t), u̇D(t)〉| ,

where the loading terms are treated with Korn’s and Young’s inequality as in the proof

of (3.8), such that one obtains an estimate of the form

|〈l̇(t), u+uD(t)〉| + |〈l(t), u̇D(t)〉| ≤ A2E(t, q) + B2 . (3.17)

Application of (H4) to the stored elastic energy term yields
∣∣∣∣∣∣

∫

Ω

∂eW (x, e(u)+eD(t), z) : ėD(t)dx

∣∣∣∣∣∣
≤ cDc (I(t, q) + c̃Ld(Ω))

≤ cDc
(
E(t, q) + cl‖u‖W 1,p(Ω,Rd×d) + clcD + c̃Ld(Ω)

)

= A3

(
E(t, q) + ‖u‖W 1,p(Ω,Rd×d)

)
+ B3 . (3.18)

Applying Korn’s inequality (3.7) to ‖u‖W 1,p(Ω,Rd×d) leads to the estimate
∣∣∣∣∣∣

∫

Ω

∂eW (x, e(u)+eD(t), z) : ėD(t)dx

∣∣∣∣∣∣
≤ (3.18)

≤ A3

(
E(t, q) + CK‖e(u)+eD(t)‖Lp(Ω,Rd×d)

)
+ A3CKcD + B3

≤ A4(1 + ‖e(u)+eD(t)‖Lp(Ω,Rd×d))
p + A3 E(t, q) + B3

≤ A42
p−1(1 + ‖e(u)+eD(t)‖p

Lp(Ω,Rd×d)
) + A3 E(t, q) + B3

≤ A42
p−1(1 + A1E(t, q) + B1) + A3 E(t, q) + B3

= A5 E(t, q) + B5 , (3.19)

where (3.16) has been applied to obtain the last inequality. Combining (3.17), (3.19)

yields the desired estimate (3.13).
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3.2.3 Proof of the abstract assumptions on the dissipation distance

Now, we show that a dissipation distance that refers to a rate-independent damage process

satisfies the assumptions (D1) and (D2).

Theorem 3.8 The dissipation distance D on Z given by (1.2), (1.3) satisfies (D1), (D2).

Proof: Ad (D1): By (1.2) we have D(z1, z2) ≥ ̺0‖z2 − z1‖L1(Ω). Hence, D(z1, z2) = 0

implies z1 = z2. Let now z1, z2, z3 ∈ Z to show that the triangle-inequality holds. If its

right-hand side is infinite, then the inequality is satisfied trivially. For a finite right-hand

side z1 ≥ z2 ≥ z3 is necessary and hence we even obtain equality.

Ad (D2): To show sequential lower semicontinuity, let z0k
⇀ z0, z1k

⇀ z1 in W 1,r(Ω)

and put wk := z1k
− z0k

, w := z1 − z0. Assume that lim infk→∞D(z0, z1) < ∞, otherwise

the inequality trivially holds. For a subsequence that attains the limit inferior, i.e. wk ≤ 0

for all k ∈ N, we obtain that

|D(z0k
, z1k

) −D(z0, z1)| ≤ ‖̺‖L∞(Ω)‖wk − w‖L1(Ω) → 0 as k → ∞

due to the compact embedding W 1,r(Ω) ⋐ L1(Ω). Thus D(z0, z1) ≤ lim infk→∞D(z0k
, z1k

).

3.2.4 Convergence of the time-derivative of the energies (C1)

The aim in this subsection is to prove the first compatibility condition.

Theorem 3.9 Let hypotheses (H1)-(H5), (3.2) and (D1), (D2) hold true. Then, for every

stable sequence (tk, qk)k∈N ⊂ [0, T ] ×Q with tk → t and qk ⇀ q in X we have

∂tE(t, qk) → ∂tE(t, q) . (C1)

Proof: Since C(z):=
∫
Ω

κ
r
|∇z|r dx does not depend on time t we have ∂tE(t, q) = ∂tJ (t, q)

for J (t, q)=I(t, q)−〈l(t), u(t)+uD(t)〉. As the last term is linear, it is sufficient to prove

Theorem 3.9 for I.

The following two properties, shown in separate lemmas later on, are utilized to obtain

the convergence result:

(P1) It holds I(t, uk, zk) → I(t, u, z) for every stable sequence (tk, uk, zk)k∈N, where tk→t,

(uk, zk) ⇀ (u, z) in X , see Lemma 3.10 .

(P2) For q ∈ LE(0) the derivatives ∂tI(·, q) are uniformly continuous, see Lemma 3.11 .

Using properties (P1) and (P2) we are able to apply Proposition 3.3 of [FrM06] to I and

conclude ∂tI(t, qk) → ∂tI(t, q). Thus, (C1) is established.

In the following, the two properties (P1) and (P2) from the proof of Theorem 3.9 are

verified. Property (P1) is a consequence of

12



Lemma 3.10 Let (tk, uk, zk)k∈N be a stable sequence with tk → t , (uk, zk) ⇀ (u, z) in X
as k → ∞ and let (H1)-(H5) and (3.2) hold. Then

J (t, u, zk) → J (t, u, z) and J (t, uk, zk) → J (t, u, z) as k → ∞ .

Proof: As a first step, we show that J (t, u, zk) → J (t, u, z).

Note that W (·, e(u)+eD(t), zk)
Ld

→ W (·, e(u)+eD(t), z), since every subsequence

(W (·, e(u)+eD(t), zkl
))l∈N contains a further subsequence that converges pointwise a.e..

This is due to the continuity of W with respect to z and Riesz’ convergence theorem. By

(H5) we obtain for every k ∈ N that

W (x, e(u)+eD(t), zk) ≤ k(W (x, e(u)+eD(t), 0) + k̃) ≤ k(W (x, e(u)+eD(t), z) + k̃) .

Moreover, we have

∫

Ω

(W (x, e(u)+eD(t), z) + k̃)dx ≤ E(t, u, z) + k̃Ld(Ω) + cl(‖u‖W 1,p(Ω,Rd) + cD)

≤ lim inf
k→∞

(E(tk, uk, zk) + cE|t − tk|) + k̃Ld(Ω) + cl(‖u‖W 1,p(Ω,Rd) + cD) < ∞

by lower semicontinuity, (2.1) and (2.3). The dominated convergence theorem now yields

J (t, u, zk) → J (t, u, z). Since uk minimizes J (tk, ·, zk) and since (2.1), (2.3) hold, we infer

J (t, uk, zk) − cE|tk − t| ≤ J (tk, uk, zk) ≤ J (t, u, zk) + cE|tk − t| → J (t, u, z)

and by weak sequential lower semicontinuity we conclude J (tk, uk, zk) → J (t, u, z).

The next lemma refers to property (P2) from the proof of Theorem 3.9. It is based on

the fact that the given data are continuously differentiable on the compact time interval

[0, T ] by (A2), (A3) in (3.2), and hence they and their time-derivatives are uniformly

continuous.

Lemma 3.11 (Uniform continuity of the powers of I) Let (H1)-(H5) and (3.2) be

satisfied. Then, for each E, ε > 0 there exists a δ > 0 such that for every q ∈ Q with

E(0, q) < E it holds:

If |t − s| < δ then |∂tI(t, q) − ∂tI(s, q)| < ε .

Proof: Due to (A2) and (A3) we find for every ε̃ > 0 a δ̃ > 0 such that for all s, t ∈ [0, T ]

with |s−t| < δ̃ we have ‖uD(s)−uD(t)‖W 1,∞(Ω,Rd)+‖u̇D(s)− u̇D(t)‖W 1,∞(Ω,Rd) < ε̃. Choose

now ε, E > 0 and let (u, z) ∈ LE(0). By Lemma 3.8 we obtain for t = 0:

‖u‖W 1,p(Ω,Rd) ≤
(E(0, u, z)+C3

c3

) 1
p

≤
(

E+C3

c3

) 1
p

=: B̃ .

This shows that functions u+uD(t) with (u, z) ∈ LE(0) are uniformly bounded for every

t ∈ [0, T ], since ‖u+uD(t)‖W 1,p(Ω,Rd) ≤ ‖u‖W 1,p(Ω,Rd)+‖uD(t)‖W 1,p(Ω,Rd) ≤ B̃+cD=:B.
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Furthermore we estimate

|∂tI(t, q) − ∂tI(s, q)|

≤

∣∣∣∣∣∣

∫

Ω

∂eW (x, e(u)+eD(t), z) : (ėD(t) − ėD(s))dx

∣∣∣∣∣∣
(3.20)

+

∣∣∣∣∣∣

∫

Ω

(∂eW (x, e(u)+eD(t), z) − ∂eW (x, e(u)+eD(s), z)) : ėD(s)dx

∣∣∣∣∣∣
. (3.21)

In view of (H3), (H4) and Lipschitz-estimate (2.3) we see that

(3.20) ≤ ‖∂eW (·, e(u)+eD(t), z)‖L1(Ω)‖ėD(t) − ėD(s)‖L∞(Ω,Rd×d)

≤ (E(0, q) + CLd(Ω) + cET + clB)‖∇u̇D(t) −∇u̇D(s)‖L∞(Ω,Rd×d) <
ε

2
,

if only |t−s|<δ̃1 is sufficiently small. Moreover we have e(u)+eD(s) → e(u)+eD(t) Ld-a.e..

Keeping in mind the continuity of ∂eW (x, ·, z) by (H2) we choose ε̃2 := ε
2cD

so that

(3.21) = ‖∂eW (·, e(u)+eD(t), z) − ∂eW (·, e(u)+eD(s), z)‖L1(Ω,Rd×d) < ε̃2

for |s − t| < δ̃2 sufficiently small. Hence we obtain (3.21) < ε
2

if |s − t| < δ̃2. Altogether

we conclude that |∂tI(s, q) − ∂tI(t, q)| < ε if |s − t| < δ := min{δ̃1, δ̃2}.

3.2.5 Closedness of the stable sets (C2) and joint recovery condition

In the framework of damage we have to cope with a dissipation distance that is not

weakly continuous on W 1,r(Ω). Hence it is not possible to show (C2) directly as in

[FrM06, MiP07], where weak continuity is essential. Like in [MiR06, MRS08] we get (C2)

via the so-called joint recovery condition.

Definition 3.12 (Joint recovery condition)

The rate-independent system (Q, E ,D) satisfies the joint recovery condition if for all stable

sequences (tk, qk)k∈N = (tk, uk, zk)k∈N ⊂ [0, T ] ×Q with (tk, qk) ⇀ (t, q) in [0, T ] × X and

for every q̂ = (û, ẑ) ∈ Q there is a sequence (q̂k)k∈N = (ûk, ẑk)k∈N with q̂k ⇀ q̂ in X and

lim sup
k→∞

(E(tk, q̂k) + D(zk, ẑk) − E(tk, qk)) ≤ E(t, q̂) + D(z, ẑ) − E(t, q) . (JRC)

This condition implies (C2), which is also called the closedness of the sets of stable states,

since (JRC) is equivalent to

E(t, q)−E(t, q̂)−D(z, ẑ) ≤ lim inf
k→∞

(E(tk, qk)−E(tk, q̂k)−D(zk, ẑk)︸ ︷︷ ︸
Kk

)

and Kk ≤ 0 by qk ∈ S(tk) for every k ∈ N.
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In the case D(z, ẑ), the joint recovery sequence has to be constructed in such a manner

that D(zk, ẑk) < ∞ is satisfied for every k ∈ N. Otherwise the left-hand side in (JRC)

is too big. In fact, we will enforce D(zk, ẑk) → D(z, ẑ), which follows from zk ⇀ z and

ẑk ⇀ ẑ only if the additional constraint ẑk ≤ zk holds.

For this end, case 1 < r ≤ d requires substantially new ideas compared to [MiR06],

where the embedding W 1,r(Ω) ⋐ C0(Ω̄) was used. In that case, the finiteness of the

dissipation distance can be easily achieved by choosing ẑk := (zk − ‖zk − z‖∞)+, with

(f)+ := max{0, f} .

The compact embedding W 1,r(Ω) ⋐ C(Ω) ensures that ‖zk − z‖∞ → 0 as k → ∞. In the

following, the result of [MiR06] is extended to the case of 1 < r < ∞ by constructing the

joint recovery sequence in such a manner that the compact embedding W 1,r(Ω) ⋐ C(Ω)

is not needed for the proof of estimate (JRC).

For the construction of a joint recovery sequence we will entirely use that the superpo-

sition of a W 1,r-function with the Lipschitz-continuous function max{0, f} : R → R again

gives a W 1,r-function:

Lemma 3.13 (Superposition lemma, [MaM72]) Let g : R → R be Lipschitz-continuous

and v ∈ W 1,r(Ω). Then g ◦ v ∈ W 1,r(Ω) and

∇(g ◦ v)(x) = g′(v(x))∇v(x) for a.a.x ∈ Ω .

The following result establishes the compatibility condition (C2).

Theorem 3.14 (Joint recovery condition for 1 < r < ∞) Let (H1)-(H5) hold.

Then, the rate-independent system (Q, E ,D) satisfies the joint recovery condition. Hence,

if (tk, qk)k∈N is a stable sequence with tk → t, qk ⇀ q in X , then q ∈ S(t), i.e. (C2) holds.

Proof: Let (uk, zk)k∈N ⊂ U × Z with uk ⇀ u in W 1,p(Ω, Rd) and zk ⇀ z in W 1,r(Ω).

Choose q̂ ∈ Q such that q̂ ∈ LE(t) for some E ∈ R, otherwise (JRC) trivially holds. Now

we distinguish between the following two cases:

Case A: Let q̂ = (û, ẑ) ∈ Q be such that there exists a Ld-measurable set B ⊂ Ω with

Ld(B) > 0 and ẑ > z on B. Then D(z, ẑ) = ∞ and (JRC) holds.

Case B: Let q̂ = (û, ẑ)∈Q be such that ẑ ≤ z a.e. in Ω. Then, D(z, ẑ)=
∫
Ω

̺(z−ẑ)dx < ∞.

To construct a joint recovery sequence we put ûk := û for every k ∈ N and

ẑk := min
{
(ẑ − δk)

+, zk

}
:=

{
(ẑ − δk)

+ if (ẑ − δk)
+ ≤ zk

zk if (ẑ − δk)
+ > zk

, (3.22)

where 0 < δk
R→ 0 will be chosen suitably in step 2. Thus, ẑk ≤ zk a.e. and therefore

D(zk, ẑk) < ∞ for every k ∈ N. Besides, it holds ẑk(x) < ẑ(x) ≤ z(x) for a.e. x ∈ Ω with

ẑ(x) 6= 0. Again we have ẑk = zk + max{0, (ẑ − δk)
+ − zk} ∈ W 1,r(Ω) by Lemma 3.13.

15



For a joint recovery sequence constructed by (3.22) we can in general only prove weak

convergence in W 1,r(Ω). This can be seen from Example 3.16 below the proof.

It holds E(tk, q̂k) ≤ E(tk, q̂) + C(ẑk) ≤ ĉ due to q̂ ∈ LE(t) and estimate (2.3) for q̂.

Furthermore, (2.3) provides a uniform Lipschitz-constant for (q̂k)k∈N such that

E(tk, q̂k) + D(zk, ẑk) − E(tk, qk) ≤ E(t, q̂k) + D(zk, ẑk) − E(t, qk) + 2L|tk − t| , (3.23)

where L is the maximum of the uniform Lipschitz-constants for (qk)k∈N and (q̂k)k∈N. Since

|tk − t| → 0, inequality (JRC) holds if we can prove

lim sup
k→∞

(E(t, q̂k) + D(zk, ẑk) − E(t, qk)) ≤ E(t, q̂) + D(z, ẑ) − E(t, q) . (JRC⋆)

In order to show (JRC⋆) we take into account that

lim sup
k→∞

(E(t, q̂k) + D(zk, ẑk) − E(t, qk))

≤ lim sup
k→∞

I(t, q̂k)− lim inf
k→∞

I(t, qk)+ lim sup
k→∞

D(zk, ẑk)+ lim sup
k→∞

(C(ẑk)−C(zk)) (3.24)

−〈l(t), û−u〉

and estimate these limits in separate steps.

For a shorter notation in the subsequent steps, we now introduce the abbreviation

[f < g] := {x ∈ Ω | f(x) < g(x)} with an analogous meaning for ≤, > and ≥ .

Step 1: We prove that ẑk ⇀ ẑ in W 1,r(Ω) as k → ∞.

By construction the sequence (ẑk)k∈N is uniformly bounded in W 1,r(Ω). Thus, there is

a weakly convergent subsequence ẑkl
⇀ z̃ ∈ W 1,r(Ω). Due to the compact embedding

this subsequence converges strongly in Lr(Ω) and by Riesz’ convergence theorem it has a

further subsequence converging pointwise a.e. in Ω. This last subsequence has to converge

ẑklm → ẑ a.e. in Ω by definition of ẑk. Hence, we obtain z̃ = ẑ and therefore ẑk → ẑ in

Lr(Ω). Since (ẑk)k∈N is bounded in W 1,r(Ω), the same arguments also yield ẑk ⇀ ẑ in

W 1,r(Ω).

Step 2: We show that lim supk→∞(C(ẑk) − C(zk)) ≤ C(ẑ) − C(z):

For the calculation of the limit, the domain Ω is decomposed as follows:

Ω = Ak ∪ Bk with Bk = [(ẑ − δk)
+ > zk] and Ak = Ω\Bk.

Thereby it holds Bk = [(ẑ− δk)
+ > zk] ⊂ [(z− δk)

+ > zk] ⊂ [|z−zk| ≥ δk]. By application

of Markov’s inequality in estimate (M) we can now determine (δk)k∈N in such a way that

Ld([(ẑ − δk)
+ > zk]) → 0 as k → ∞ :

Ld([(ẑ − δk)
+ > zk]) ≤ Ld([|z − zk| ≥ δk])

(M)

≤ 1

δr
k

∫

Ω

|z − zk|r dx
!→ 0 ,

if, for instance, δk := ‖zk − z‖
1
r

Lr(Ω). Note that Markov’s inequality is only applicable if

δk > 0. But ‖zk − z‖Lr(Ω) = 0 implies Ld([|zk − z| > 0]) = 0 and hence Ld(Bk) → 0 as
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k → ∞ is guaranteed. For Ak = Ω\Bk we have Ld(Ak) → Ld(Ω) as k → ∞. Using the

characteristic functions of these sets

IAk
(x) :=

{
1 if x ∈ Ak

0 if x ∈ Bk

and Lemma 3.15 from below we find IAk
∇zk⇀∇z in Lr(Ω, Rd). By weak sequential lower

semicontinuity we conclude

lim sup
k→∞

(C(ẑk) − C(zk)) = lim sup
k→∞

∫

Ak

(|∇(ẑ − δk)|r − |∇zk|r)dx

≤
∫

Ω

|∇ẑ|r dx − lim inf
k→∞

∫

Ω

|IAk
∇zk|r dx ≤ C(ẑ) − C(z) .

Step 3: Estimation of the remaining terms in line (3.24):

To calculate lim supk→∞ I(t, û, ẑk) we choose a subsequence (ẑkl
)l∈N ⊂ (ẑk)k∈N such that

ẑkl
→ ẑ Ld-a.e. . Since W (x, e, ·) ∈ C0([0, 1]) cf. (H1) we have that W (·, e(û)+eD(t), ẑkl

) →
W (·, e(û)+eD(t), ẑ) Ld-a.e. . Furthermore, by (H5) we infer that W (x, e(û)+eD(t), ẑkl

) ≤
k(W (x, e(û)+eD(t), ẑ)+k̃) ∈ L1(Ω). Then, the dominated convergence theorem gives

I(t, û, ẑkl
) → I(t, û, ẑ) .

The estimate − lim infk→∞ I(t, qk) ≤ −I(t, q) is obvious by the weak sequential lower

semicontinuity of I(t, ·).
In view of the definition of the joint recovery sequence it holds ẑk ≤ zk for every k ∈ N

and therefore

lim
k→∞

D(zk, ẑk) = lim
k→∞

∫

Ω

R(ẑk − zk)dx =

∫

Ω

R(ẑ − z)dx = D(z, ẑ) ,

by continuity of R, since both zk → z and ẑk → ẑ in L1(Ω) as k → ∞.

Hence inequality (JRC⋆) is proven.

It remains to show the lemma applied in step 2 of the above proof.

Lemma 3.15 Let Ld(Ak) → Ld(Ω) and fk ⇀ f in Lr(Ω, Rd) as k → ∞. Then

IAk
fk ⇀ f as k → ∞ .

Proof: Let ϕ ∈ Lr′(Ω, Rd). First, we prove that ϕk := IAk
ϕ → ϕ in Lr′(Ω, Rd) :

‖ϕk − ϕ‖r′

Lr′ (Ω,Rd)
=

∫

Ω\Ak

|ϕ|r′ dx → 0 as k → ∞, since Ld(Ω\Ak) → 0.

Hence, for every ϕ ∈ Lr′(Ω, Rd) we have
∫
Ω

IAk
fk · ϕdx =

∫
Ω

fk · ϕk dx →
∫
Ω

f · ϕdx, since

ϕk → ϕ in Lr′(Ω, Rd) and fk ⇀ f in Lr(Ω, Rd).

Now, we give an example on a weakly converging sequence, where the method (3.22)

generates a weakly converging recovery sequence, that does not converge strongly.
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Example 3.16 Consider Ω = {(r, φ) | 0 ≤ r < 1, 0 ≤ φ ≤ 2π} and

zk(r) :=

{
kr for 0 ≤ r ≤ 1

2k
,

1
2

for 1
2k

< r < 1,
k ∈ N . (3.25)

Then zk ⇀ z = 1
2

in H1(Ω). For ẑ := 1
4

the joint recovery sequence constructed by (3.22)

satisfies ẑk ⇀ ẑ in H1(Ω), but ‖ẑk − ẑ‖2
H1(Ω) → π

16
.

However, the sequence in (3.25) may not be stable. Thus, it still might be possible to

prove strong convergence of a recovery sequence where a stable sequence has been used

in (3.22).

4 On the temporal regularity of energetic solutions

The proof of the abstract existence theorem 2.4 for energetic solutions is based on a

generalized version of Helly’s selection principle, see [MaM05]. This formulation provides

a universal temporal regularity result for the inner variable, namely to be of bounded

variation in time. For the displacement field one obtains in general boundedness and

measurability with respect to time. This is due to the fact that the interpolants of

the solutions for the time-incremental problems (IP), which approximate the energetic

solution, are both bounded and measurable in time, see e.g. [FrM06, MiR06]. In fact, we

have

z ∈ BV([0, T ], L1(Ω)) ∩ L∞([0, T ],W 1,r(Ω)) ,

u ∈ L∞([0, T ],W 1,p(Ω)) .

The BV estimate comes from the estimate VarL1(Ω)(z, [r, s]) ≤ 1
̺0

DissD(z, [r, s]) < ∞,

which is a consequence of the energy balance.

In fact, the monotonicity z(t1, x) ≥ z(t2, x) for t1 < t2 implies VarL1(Ω)(z, [r, s]) =∫
Ω

z(r, x)−z(s, x) dx ≤ |Ω|. The L∞ bound for q = (u, z) in W 1,p(Ω, Rd)×W 1,r(Ω) is a

consequence of the energy bound E(t, q(t)) ≤ E∗.

It was first obtained in [MiT04] that the temporal regularity of the energetic solution

can be improved, if E has additional convexity properties. For the case that E(·, ·) is

strictly convex in both, the strain tensor and the inner variable, one obtains that an

energetic solution is continuous in time. Furthermore, it is proven in [MiT04] that even

Lipschitz-continuity can be achieved for energies that are uniformly convex of the form

E(t, θq1+(1−θ)q2) ≤ θE(t, q1)+(1−θ)E(t, q2)−cθ(1−θ)‖q1−q2‖α
Q for θ ∈ [0, 1], q1, q2 ∈ Q,

(4.1)

with some constant c > 0 and α = 2. In Section 4.2 we will see that (4.1) depends on

the choice of ‖ · ‖Q and that uniform convexity is not restricted to the exponent α = 2.

In a lemma we provide properties of stored elastic energy densities that lead to uniform

convexity on sublevels with an exponent α ≥ 2. In such a situation we prove Hölder-

continuity with respect to time.
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Before we go into the analysis we provide an example of an energy density W that

satisfies all the assumptions from above and additionally the uniform convexity conditions

that will be used later. The fact that joint convexity is compatible with damage models

was first exploited in [Rou08].

Example 4.1 The simplest example for a suitable W generating a uniformly convex

energy functional is given in the form

W (x, e, z) =
1

2
(
1+η(1−z)

)γ e:B:e +
a

2
z2,

where η, a > 0, γ ∈ (0, 1), and B is a symmetric and positive definite linear operator on

R
d×d
sym. Such densities are discussed in detail in Section 5.1.

4.1 Temporal continuity

The first result provides continuity in time, which means that energetic solutions cannot

have jumps. The idea is to use that under the assumption of strict convexity energetic

solutions q : [0, T ] → Q have weak left and right limits q+(t) and q−(t) for all t. Moreover,

it can be shown that q−(t), q(t), and q+(t) must be minimizers of the functional q 7→
E(t, q)+D(q−(t), q). By strict continuity one then concludes that all three values must be

the same and weak continuity follows. Strong continuity is concluded by an argument of

Visintin (cf. [Vis84]), which allows us to convert weak convergence and energy convergence

into strong convergence by exploiting the strict convexity once again.

We now develop the details. We first provide a result that does not explicitly use the

strict convexity of E(t, ·); for stable states q = (u, z) ∈ S(t) it only requires the uniqueness

of the minimizer of E(t, ·, z), which then is u.

Lemma 4.2 (Jump relations) Assume that (Q, E ,D) satisfies (E1)—(C2). Moreover,

∀ t ∈ [0, T ] ∀ q = (u, z) ∈ S(t) : {u} = Argmin
eu∈U

E(t, ũ, z). (4.2)

Then, for all t ∈ [0, T ] the weak limits q−(t) = w-limτ→t− q(τ) and q+(t) = w-limτ→t+ q(τ)

(where q−(0) := q(0) and q+(T ) = q(T )) exists and satisfy

E(t, q−(t)) = E(t, q(t)) + D(q−(t), q(t)), E(t, q(t)) = E(t, q+(t)) + D(q(t), q+(t)),

and D(q−(t), q+(t)) = D(q−(t), q(t))+D(q(t), q+(t)).
(4.3)

Proof: From DissD(z, [0, T ]) < ∞ we conclude that the limits z−(t) = w-limτ→t− z(τ)

and z+(t) = w-limτ→t+ z(τ) exist, cf. [MaM05]. Now, fix t, choose v± ∈ U and sub-

sequences (t±k )k∈N such that u(t±k ) ⇀ v±, where t±k → t with ±(t±k −t) > 0. Then,

(C2) guarantees (v±, z±(t)) ∈ S(t). Exploiting the assumption (4.2) we find that v±

are uniquely determined and cannot depend on the subsequence. Hence, the function

u : [0, T ] → U has the desired left-hand and right-hand limits u±(t) in the weak sense.
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To obtain the desired energy identities (4.3) we exploit the energy balance

E(s, q(s)) + DissD(z, [r, s]) = E(r, q(r)) +

∫ s

r

∂τE(τ, q(τ))dτ, 0 ≤ r < s ≤ T.

For the first identity in (4.3) we let s = t and consider r → t−. Using the obvious

relation DissD(z, [r, t]) → D(z−(t), z(t)) we find

E(t, q(t))+D(z−(t), z(t)) ≤ lim sup
r→t−

E(r, q(r)) ≤ E(t, q−(t)) ≤ E(t, q(t))+D(z−(t), z(t)),

where the second estimate follows from the stability E(r, q(r)) ≤ E(r, q−(t))+D(z(r), z−(t))

by taking the limit r → t−, while the third estimate is just the stability of q−(t). This

establishes the first estimate in (4.3).

The second identity in (4.3) follows by setting r = t and taking the limit s → t+:

E(t, q+(t))+D(z(t), z+(t)) ≤ lim inf
s→t+

E(s, q(s))+D(z(t), z(s))

= E(t, q(t)) + 0 ≤ E(t, q+(t))+D(z(t), z+(t)),

where we first used lower semicontinuity (E1), then the energy balance, and finally the

stability of q(t). Thus, the second identity in (4.3) holds.

The third identity in (4.3) follows from (D1) and the first two identities:

D(z−(t), z+(t)) ≤ D(z−(t), z(t))+D(z(t), z+(t))

= E(t, q−(t))−E(s, q+(s)) ≤ D(z−(t), z+(t)),

where the last estimate uses the stability of q−(t).

The next result provides the continuity of the energetic solutions under the assumption

that the functionals E(t, ·) : Q → R∞ and D(z, ·) : Z → [0,∞] are convex. In fact,

the proof only uses the weaker property that for stable states q ∈ S the functional

q̃ 7→ E(t, q̃) + D(z, z̃) has a unique minimizer, see [MiR08].

Theorem 4.3 (Continuity by strict convexity) Let the assumptions of the existence

theorem 3.1 hold. Moreover, assume that W : Ω × R
d×d
sym × [0, 1] → R is strictly convex.

Then, any energetic solution q : [0, T ] → Q is (norm) continuous with respect to time,

i.e. q ∈ C0([0, T ],Q).

Proof: We first observe that for each t ∈ [0, T ] the functional E(t, ·) is strictly con-

vex, since it is obtained by integration over the strictly convex density (e, z, A) 7→
W (x, e+eD(t, x), z)−κ

r
|A|r and the linear term l(t) with arguments (e, z, A)=(e(u), z,∇z)

depending linearly on (u, z) ∈ Q. Moreover, for each z ∈ Z the mapping z̃ 7→ D(z, z̃) is

convex. Thus, for each t ∈ [0, T ] the functional

Q ∋ q̃ = (ũ, z̃) 7→ E(t, q̃) + D(z−(t), z̃),

has a unique minimizer.
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Exploiting the jump relations (4.3) we easily find that q−(t), q(t), and q+(t) all pro-

vide the same value E(t, q−(t)), which must be the global minimum by the stability of

q−(t). Hence, the three values must coincide, and Lemma 4.2 allows us to conclude weak

continuity of q : [0, T ] → Q, namely q(τ) ⇀ q(t) for τ → t.

Applying the jump relations (4.3) once again we also have E(τ, q(τ)) → E(t, q(t)) for τ →
t. Fixing t and employing (2.2) we also obtain E(t, q(τ)) → E(t, q(t)). Thus, we are able

to apply the following Proposition 4.4 to the family V (τ) = (e(u(τ)) + eD(t), z(τ), A(τ)),

which provides the following strong convergence in Lp(Ω; Rd×d
sym)×Lr(Ω)×Lr(Ω; Rd):

(e(u(τ)) + eD(t), z(τ),∇z(τ)) → (e(u(τ)) + eD(t), z(τ),∇z(t)).

Using Korn’s inequality (3.7) the desired strong convergence q(τ) → q(t) in Q follows.

The following result was used in the proof above. Since it is only a slight variant of

[Vis84, §2 & Th. 8], we leave the details to the reader.

Proposition 4.4 Let Ω satisfy (A1) and C be a nonempty, closed, convex subset of V :=

Lp(Ω, RK), 1 ≤ p < ∞, d ≥ 1. Let φ : Ω × R
K → [0,∞] be a Carathéodory function such

that φ(x, ·) is strictly convex on R
K a.e. on Ω. For V ∈ C set Φ(V ) :=

∫
Ω

φ(x, V (x))dx.

Then, the following holds:

Vk ⇀ V in V ,

Φ(Vk) → Φ(V ),

}
=⇒

{
Vk → V in V ,

φ(·, Vk(·)) → φ(·, V (·)) in L1(Ω).

4.2 Temporal Hölder- and Lipschitz-continuity

In this section we generalize the ideas developed in [MiT04, MiR07], where Lipschitz

continuity with respect to time was derived. Our generalization has two aspects. First we

emphasize that the convexity properties can be formulated with respect to a norm ‖ · ‖V
that may differ significantly from that in the underlying space Q, which was chosen to be

as small as possible as long as we keep the coercivity of E , see (E1). Second we generalize

the notion of uniform convexity by allowing for a weaker lower bound in (4.4). Previous

work asked α = 2 and β = 1 and enforced the condition on whole Q, while we only pose

it on sublevels.

After we have established the main abstract result in Theorem 4.5, we will show how

the main assumptions can be satisfied for integral functionals in Lemma 4.6. Examples

and applications to damage will be given in Section 5.

Theorem 4.5 (Temporal Hölder continuity) Assume for the rate-independent sys-

tem (Q, E ,D) that Q is a closed convex subset of a Banach space. Let LE(t) = {q ∈
Q | E(t, q) ≤ E}. Moreover, there are α ≥ 2, β ≤ 1 such that for all E∗ there exist

C∗, c∗ > 0 so that for all t ∈ [0, T ], q0, q1 ∈ LE⋆
(t) and all θ ∈ [0, 1] the following holds:

E(t, qθ) + D(z0, zθ) + c∗θ(1−θ)‖q1−q0‖α
V

≤ (1−θ)
(
E(t, q0)+D(z0, z0)

)
+ θ

(
E(t, q1)+D(z0, z1)

) (4.4a)

|∂tE(t, q1) − ∂tE(t, q0)| ≤ C∗‖q1 − q0‖β
V , (4.4b)
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where (uθ, zθ) = qθ = (1−θ)q0 + θq1.

Then, any energetic solution q : [0, T ] → Q of (Q, E ,D) is Hölder continuous from [0, T ]

to V with the exponent 1/(α−β), i.e. there is a constant CH > 0 such that

‖q(s)−q(t)‖V ≤ CH|t−s|1/(α−β) for all s, t ∈ [0, T ] . (4.5)

Proof: We proceed in three steps. First we derive an improved stability condition (S),

where an additional term of the form c∗θ(1−θ)‖q1−q0‖α
V appears on the left-hand side.

Second, following [MiT04, MiR07], we derive an estimate for ‖q(s)−q(t)‖V and finally we

use a differential inequality to obtain (4.5).

Step 1. Improved stability estimate:

Choose E∗ such that E(t, q(t)) ≤ E∗ for all t. For fixed s, t ∈ [0, T ] we apply (4.4a) with

q0 = q(t) and q1 = q(s). By the stability of q(t) we find

E(t, q0) ≤ E(t, qθ) + D(z,zθ)

≤ (1−θ)E(t, q0) + θ
(
E(t, q1)+D(z0, z1)

)
− c∗θ(1−θ)‖q1−q0‖α

V .

After subtracting E(t, q0) from both sides we may divide by θ and pass to the limit θ → 0+.

Recalling q0 = q(t) and q1 = q(s) this leads to

E(t, q(t)) + c∗‖q(t)−q(s)‖α
V ≤ E(t, q(s)) + D(z(t), z(s)), (4.6)

which is the desired improved stability estimate. (In fact, in place of q(s) we could have

taken any q̃ with E(t, q̃) ≤ E∗; or vice versa, we could have weakened condition (4.4) by

assuming it only for stable states.)

Step 2. Estimate for ‖q(t)−q(s)‖V :

Now we assume 0 ≤ s ≤ t ≤ T and interchange the role of s and t in (4.6). Employing

D(z(s), z(t)) ≤ DissD(z; [s, t]) and the energy balance we find

c∗‖q(t)−q(s)‖α
V ≤ E(s, q(t)) + D(z(s), z(t)) − E(s, q(s))

≤ E(s, q(t)) − E(t, q(t)) + E(t, q(t)) + DissD(z; [s, t]) − E(s, q(s))

=

∫ t

s

∂ξE(ξ, q(t))−∂ξE(ξ, q(ξ))dξ ≤
∫ t

s

C∗‖q(t)−q(ξ)‖β
V dξ,

where we used (4.4b) in the last estimate.

Step 3. Hölder estimate:

Putting h(τ) :=
∫ t

t−τ
‖q(ξ) − q(t)‖β

V dξ for τ ∈ [0, t − s] yields h′(τ) ≤
(

C∗

c∗
h(τ)

)β/α
. Using

h(0) = 0 leads to h(τ) ≤ C1τ
α/(α−β) with a constant C1 depending only on C∗, c∗, α, and

β. Hence we conclude

‖q(s) − q(t)‖V = h′(t−s)1/β ≤
(

C∗

c∗
h(t−s)

)1/α

≤
(

C∗C1

c∗
h(t−s)

)1/α

(t−s)1/(α−β),

which is the desired result.

We now discuss a few results which are useful to establish the assumptions in (4.4) for

integral functionals.
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Lemma 4.6 (On the convexity assumptions)

(A) Assume that D(z0, ·) : Z → [0,∞] and C : Q → R∞ are convex and that W : Q → R∞

satisfies the following:

∀E∗ ∃CW , cw > 0 ∀ q0, q1 with W(q0),W(q1) ≤ w∗ ∀ θ ∈ [0, 1] :

W((1−θ)q0+θq1) + cwθ(1−θ)‖q1−q0‖α
V ≤ (1−θ)W(q0) + θW(q1).

(4.7)

Then, with E(t, ·) = W + C condition (4.4a) holds.

(B) For j ∈ {1, . . . ,m} let Vj ∈ {R, Rd, Rd×d} and let V := ×m
j=1Vj. Assume that

W : Ω×V → [0,∞] is a Carathéodory function and that there exist k ∈ {0, 1, ...,m},
C1, c1, c0 > 0 and pj > 1 with pj ≥ 2 for j ≤ k and pj < 2 for j > k such that for a.a.

x ∈ Ω and all b, b0, b1 ∈ V the following estimates hold:

W(x, b) ≥ c0

m∑

j=1

|bj|pj − C1, (4.8a)

c1θ(1−θ)
( ∑k

j=1 |b1
j−b0

j |pj +
∑m

j=k+1

|b1j−b0j |
2

(1+W(x,b0)+W(x,b1))γj

)

≤ (1−θ)W(x, b0) + θW(x, b1) − W(x, (1−θ)b0+θb1),
(4.8b)

where γj = (2−pj)/pj ∈ (0, 1). Then, with V = ×m
j=1L

pj(Ω) and W(v) =
∫
Ω

W(x, v(x))dx

the condition (4.7) holds with α = max{p1, ..., pk, 2}.
(C) Assume that for a.a. x ∈ Ω we have W(x, ·) ∈ C1(V) and that there is a constant

c∗ > 0 such that the following holds for all b0, b1 ∈ V :

W(x, b1) − W(x, b0) − ∂bW(b0) · (b1−b0)

≥ c∗

k∑

j=1

|b1
j−b0

j |pj+c∗

m∑

j=k+1

|b1
j−b0

j |2
(1 + W(x, b0) + W(x, b1))γj

(4.9)

for pj, γj as in part (B). Then W satisfies (4.8b).

(D) Let P : Ω×R
m → R be a Carathéodory function satisfying

|P(x, b)| ≤ C2W(x, b) + C3, (4.10a)

|P(b1)−P(b0)| ≤ C4

m∑
j=1

(1+W(x, b0)+W(x, b1))δj |b1
j−b0

j |, (4.10b)

where δj = (pj−1)/pj ∈ (0, 1) and W fulfills (4.8). For W(v) < ∞ define P(v) =∫
Ω

P(x, v(x)) dx. Then, for each E∗ there exists CP
∗ such that for all v0, v1 ∈ V with

W(v0), W(v1) ≤ E∗ we have |P(v1) − P(v0)| ≤ CP

∗ ‖v1−v0‖V .

Proof: Part (A) follows simply by using the convexity of D(z, ·) and C and adding it to

the estimate provided by (4.7).

For Part (B) be first note that W(v0), W(v1) ≤ E∗ together with (4.8a) implies that

there is a constant Λ∗ such that

‖vn
j ‖Lpj (Ω) ≤ Λ∗ for n ∈ {0, 1} and j = 1, ...,m.
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Setting bn = vn(x) and integrating both sides of (4.8b) over the domain Ω it remains to

estimate the left-hand side from below. For j > k we derive a so-called reverse Hölder’s

inequality for the the quotient u2/N−γ via

∫

Ω

u2/(1+γ) dx ≤
( ∫

Ω

u2/Nγ dx
)1/(1+γ)( ∫

Ω

N dx
)γ/(1+γ)

where u = |v1
j (x)−v0

j | and N = 1+W(v0)+W(v1). This provides the lower bound

(1−θ)W(v0) + θW(v1) −W((1−θ)v0+θv1)

≥ c1θ(1−θ)
(∑k

j=1 ‖v1
j−v0

j‖
pj

Lpj +
∑m

j=k+1

‖v1
j−v0

j ‖
2

L
pj

(|Ω|+2E∗)γj

)
.

Since α = max{p1, ..., pk, 2} the desired lower bound (4.7) follows from ρ ≤ α and from

‖v1
j−v0

j‖ρ
Lpj ≥ ‖v1

j−v0
j‖α

Lpj /(2Λ∗)
α−ρ.

To establish Part (C) we let bθ = (1−θ)b0 + θb1 and apply (4.9) with b0 replaced by bθ.

Dropping x for notational simplicity and using b1 − bθ = (1−θ)(b1−b0) we find

W(b1) − W(bθ) − (1−θ)∂bW(bθ) · (b1−b0)

≥ c∗

k∑

j=1

(1−θ)pj |b1
j−b0

j |pj + c∗(1−θ)2

m∑

j=k+1

|b1
j−b0

j |2
(1 + W(b1) + W(bθ))γj

.
(4.11)

Similarly, we may replace b0 by b1 in (4.9) by bθ and b0, respectively, and find, using

b0−bθ = −θ(b1−b0),

W(b0) − W(bθ) + θ∂bW(bθ) · (b1−b0)

≥ c∗

k∑

j=1

θpj |b1
j−b0

j |pj + c∗θ
2

m∑

j=k+1

|b1
j−b0

j |2
(1 + W(b0) + W(bθ))γj

.
(4.12)

Multiplying (4.11) by θ and (4.12) by 1−θ and adding the results, the term with the

partial derivative cancels and we obtain

(1−θ)W(b0) + θW(b1) − W(bθ)

≥ c∗

k∑

j=1

(
θ(1−θ)pj + (1−θ)θpj

)
|b1

j−b0
j |pj + c∗θ(1−θ)

m∑

j=k+1

Aj(θ, b
1, b0)|b1

j−b0
j |2

where Aj(θ, b
1, b0) =

1−θ

(1 + W(b1) + W(bθ))γj
+

θ

(1 + W(b0) + W(bθ))γj
.

Since θ(1−θ)pj + (1−θ)θpj ≥ θ(1−θ)/2pj it suffices to estimate the terms Aj from below.

Letting wn = W(bn) convexity gives W(bθ) ≤ (1−θ)w0 + θw1. Using θ ∈ [0, 1] we find

Aj(θ, b
1, b0) ≥ 1−θ

(1 + (1+θ)w1 + (1−θ)w0)γj
+

θ

(1 + (2−θ)w1 + θw0)γj

≥
(

1−θ

(1+θ)γj
+

θ

(2−θ)γj

)
1

(1 + w1 + w0)γj
≥ (2/3)γj

(1 + w1 + w0)γj
.
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Thus, (4.8) is established and Part (C) is proved.

Part (D) follows by a direct application of Hölder’s inequality providing

|P(v1)−P(v0)| ≤ C4

m∑

j=1

(
|Ω|+2E∗

)δj‖v1
j−v0

j‖Lpj ≤ CP
∗ ‖v1−v0‖V

with CP
∗ = max{(|Ω|+2E∗)

δj | j = 1, ...,m}.

Note that Part (D) will be applied to P(q) = ∂tE(t, q) which is given in (3.12). Clearly,

the linear term involving l̇(t) can be estimated directly. Thus, for fixed t ∈ [0, T ] the

density P will have the form

P(x, e, z) = ∂eW (x, e+eD(t, x)):ėD(t, x),

where eD is given in (A2) of (3.2), see before Corollary 5.4 for more details.

5 Examples

In this section we give examples on stored elastic energy densities that are well known from

engineering literature and that satisfy the hypotheses stated in Section 3.1. Moreover, we

provide examples fitting to the setup of Lemma 4.6. To simplify notations we drop the

explicit dependence on the material coordinates x ∈ Ω. Of course, the result generalize

to heterogeneous materials, if all the estimates are uniform as assumed in the previous

sections.

5.1 Elastic energy densities with additional convexity properties

Sections 5.1.1 and 5.1.2 deal with examples on the different types of convexity. They all

use Part (C) of Lemma 4.6.

5.1.1 Examples on joint convexity, strict convexity and uniform convexity

In the modeling of damage the inner variable often influences the stored elastic energy

density in form of a product. The function Ŵ analyzed in the following was first intro-

duced in [Rou08]. There, it was shown that such product can be jointly convex in the

two variables e and z. With regard to Lemma 4.6 we summarize several properties of Ŵ

in the next lemma.

Lemma 5.1 For g ∈ C2([0, 1], (0, 1]), a ≥ 0 and B ∈ R
(d×d)×(d×d)) symmetric and positive

definite let

W (e, z) :=
1

2g(z)
e:B:e +

a

2
z2,

where we further assume 1 = g(0) > g(1) > 0, g′(z) ≤ 0 and g′′(z) ≤ −γ ≤ 0 for

z ∈ [0, 1]. Then, W : R
d×d
sym × [0, 1] → R is convex and there exists a constant C > 0 such
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that for all e, ê, z, and ẑ we have

|∂eW (e, z)| ≤ C (Ŵ (e, z)+1) , (5.1)

|∂eW (e, z)−∂eW (ê, ẑ)| ≤ C|e−ê| + C
(
1+W (e, z)+W (ê, ẑ))1/2|z−ẑ| . (5.2)

If additionally a > 0 and γ > 0, then there exists c∗ > 0 such that

W (ê, ẑ) − W (e, z) − ∂eW (e, z):(ê−e) − ∂zW (e, z)(ẑ−z) ≥ c∗
2

(
|ê−e|2 + |ẑ−z|2

)
. (5.3)

Proof: The estimates (5.1) and (5.2) follow easily from the linear structure ∂eW (e, z) =
1

g(z)
B:e and the positive definiteness of B, namely W (e, z) ≥ c1|e|2 for all e and z.

To establish the convexity properties we calculate the Hessian D2W explicitly. Omitting

the argument z in g and its derivatives we obtain

D2W (e, z)
[(

E
Z

)
,
(

E
Z

)]
=

1

g3
(gE−g′Ze):B:(gE−g′Ze) +

−g′′

2g2
e:B:eZ2 + aZ2, (5.4)

which provides convexity since all terms on the right-hand side are nonnegative.

To derive strict convexity we let δ(z) = g′(z)/g(z) ∈ [−δ0, δ0] and use g′′(z) ≤ −γ < 0

to find c2, c3 > 0 such that

D2W (e, z)
[(

E
Z

)
,
(

E
Z

)]
≥ c2|E−δZe|2 + c3|e|2Z2 + aZ2

≥ c2ε

1 + ε
|E|2 + (c3−εδ2

0c2)|e|2Z2 + aZ2.

Choosing ε = c3/(δ
2
0c2) we obtain (5.3) with c∗ = min{a, c2c3/(c3+δ2

0)} employing the

classical convexity arguments.

The above lemma states that the stored energy density W (e, z) = 1
η−z

e:B:e + az2/2

with η > 1, a ≥ 0, and B symmetric and positive definite is convex. For a = 0, it is

not strictly convex, since W (0, z) = 0 for z ∈ [0, 1]. For a > 0 we gain strict convexity

but still do not have uniform convexity for W on R
d×d
sym

× [0, 1], since g′′ ≡ 0, i.e., γ = 0.

For C2 functions uniform convexity is equivalent to D2W (e, z)
[(

E
Z

)
,
(

E
Z

)]
≥ c∗(|E|2+Z2)

for some fixed c∗ > 0. However, inserting (E,Z) = (δe, 1) into the formula (5.4) gives

D2W (e, z)
[(

δe
1

)
,
(

δe
1

)]
= a, while |δe|2+1 may be arbitrarily big, since δ(z) = g′(z)/g(z) =

−1/(η−z) < 0.

5.1.2 More examples on uniform convexity

In this section we construct an example for uniform convex stored elastic energy densities

that have variables being parts of the strain tensor, like its deviator, mean strain or a

single component. Thereto we will use the functions introduced in the lemma below.

Lemma 5.2 Let V ∈ {R, Rd, Rd×d} have the scalar product A1·A2 ∈ R for all A1, A2 ∈ V .

For κ, ε > 0, and p ∈ (1,∞) let Zpκε(A) := κ
p
(ε+|A|2) p

2 for A ∈ V . Then there exist
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constants cpκε, Cp, kpκε > 0 and λp ∈ {0, ε} such that for all A1, A2, A ∈ V we have

Zpκε(A1)−Zpκε(A2) ≥ ∂AZpκε(A2) · (A1−A2)+cpκε(λp+|A1|+|A2|)p−2|A1−A2|2, (5.5)

|∂AZpκε(A)| ≤ Cp(Zpκε(A)+1) (5.6)

|∂AZpκε(A1)−∂AZpκε(A2)| ≤
{

kpκε|A1−A2| if 1 < p < 2

kpκε(
√

ε+|A1|+|A2|)p−2|A1−A2| if p ≥ 2
(5.7)

Proof: In the proof we omit the subscripts p, κ, and ε. Direct computations give

∂AZ(A2)·A1 = κ(ε+|A2|2)
p−2
2 A2·A1,

∂2
AZ(A2)[A1, A3] = (p−2)κ(ε+|A2|2)

p−4
2 (A2·A1)(A2·A3)+κ(ε+|A2|2)

p−2
2 A1·A3 .

Estimate (5.5) can be verified by a Taylor expansion of ξ 7→ Z(A2+ξ(A1−A2)) in the

point ξ = 0 with a remainder term of order 2 using the ideas of [Kne04].

Estimate (5.6) is obtained, with Cp = p(p−1)/p, via

|∂AZ(A)| ≤ κ(ε+|A|2) p−2
2 (ε+|A|2) 1

2 = (pZ(A))(p−1)/p ≤ Cp(Z(A) + 1).

In the following we carry out the proof estimate (5.7) using a Taylor expansion of

f(ξ) := ∂AZ(A2+ξ(A1−A2)) in the point ξ = 0 with a remainder term of order 1 :

|∂AZ(A1)−∂AZ(A2)| = |f(1)−f(0)| ≤
∫ 1

0

∣∣∣df(ξ)
dξ

∣∣∣ dξ .

We let Aξ := A2+ξ(A1−A2). For 1 < p ≤ 2 we have
∣∣∣∣
df(ξ)

dξ

∣∣∣∣ =
∣∣∂2

AZ(Aξ)[A1−A2, · ]
∣∣

≤
(
(2−p)κ(ε+|Aξ|2) p−4

2 |Aξ|2+κ(ε+|Aξ|2) p−2
2

)
|A1−A2|

≤ (3−p)κ(ε+|Aξ|2) p−2
2 |A1−A2| ≤ (3−p)κε

p−2
2 |A1−A2|.

This provides the upper estimate in (5.7). Similarly, for p ≥ 2 we have
∣∣∣∣
df(ξ)

dξ

∣∣∣∣ =
∣∣∂2

AZpκε(A
ξ)[A1−A2, · ]

∣∣

≤ (p−1)κ(ε+|Aξ|2) p−2
2 |A1−A2| ≤ (p−1)κ(

√
ε+|A1|+|A2|)p−2|A1−A2|,

which is gives the lower estimate in (5.7).

We introduce linear, operators gi : R
d×d
sym → R

d×d of the form:

deviator: gi(e) = eD := e−tr e

d
Id (5.8a)

volumetric strain: gi(e) :=
tr e

d
Id (5.8b)

kl-th component of e : gi(e) := eklMkl for k, l ∈ 1, . . . , d, (5.8c)

where Mkl has the entry 1 at position kl and 0 else.

These operators are used in the lemma below.
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Lemma 5.3 For 1 < q, pi, r, r̃ < ∞,εq, εi, κq, κi, κ, κ̃ > 0, and ε̃ ≥ 0 let

W (t, x, e, z, A) := Ŵ (e+eD(t, x), z)+Zqκqεq
(e+eD(t, x))

+
N∑

i=2

Zpiκiεi
(gi(e+eD(t, x)))+Zr̃κ̃ε̃(z)+Zrκ0(A),

(5.9)

where Ŵ is as in Lemma 5.1 with γ, a > 0 and the linear operators gi : R
d×d
sym → R

d×d are

as in (5.8). Then, W satisfies (4.8) and ∂tW satisfies (4.10).

Proof: We put b = (e, e, g2(e), . . . , gN(e), z, A) and m = N + 3. Then we have W(b) =

W (e, z, A) and P(b) = ∂tW (e+eD, z, A) = ∂eW (e+eD, z, A):ėD. The latter relation is due

to the chain rule and the fact that gi are linear, self-adjoint and idempotent:

∂tZpκε(gi(e+eD)) = ∂gi(e)Zpκε(gi(e+eD)):gi(ėD)

= κ(ε+|gi(e+eD)|2) p−2
2 gi(gi(e+eD)):ėD = ∂gi(e)Zpκε(gi(e+eD)):ėD .

(5.10)

For i = 1, 2 let Ai be a component of bi. Inequality (4.8a) is obvious, so that we only

prove (4.8b) in detail by showing (4.9). From (5.5) in Lemma 5.2 we derive for p ≥ 2 that

Zpκε(A1)−Zpκε(A2) ≥ ∂AZpκε·(A1−A2)+cpκε|A1−A2|p and for 1 < p < 2 :

Zpκε(A1)−Zpκε(A2) ≥ ∂AZpκε(A2)·(A1−A2)+cpκε(λp+|A1|+|A2|)p−2|A1−A2|2

≥ ∂AZpκε(A2)·(A1−A2)+κ
2−p

2 (λpκ+(ε+|A1|2)
p

2 +(ε+|A2|2)
p

2 )
p−2
2 |A1−A2|2

≥ ∂AZpκε(A2)·(A1−A2)+κ
2−p

2 min{1, λpκ}
p−2

p (1+W(b1)+W(b2))
p−2

p ,

which proves γj = (2−pj)/pj for j = 1, . . . ,m. In view of (5.3) this proves (4.8b).

(4.10a) holds, since |∂tŴ (e+eD, z)|=|∂eŴ (e+eD, z):ėD|≤cDc̃(W (t, e, z, A)+1) by (5.1)

and since |∂tZpκε(gi(e+eD))|=|∂gi(e)Zpκε(gi(e+eD)):ėD|≤cDCpκε(Zpκε(gi(e+eD))+1) due to

(5.10), (5.6).

Inequality (4.10b) follows from (5.2) together with (5.7), since in the case p ≥ 2 it holds

|∂AZpκε(A1)−∂AZpκε(A2)| ≤ kpκε(ε
p

2p +(ε+|A1|2)
p

2p +(ε+|A2|2)
p

2p )p−2|A1−A2|
≤ kpκε3

p−1
p (ε

p

2 +(ε+|A1|2)
p

2 +(ε+|A2|2)
p

2 )
p−2

p |A1−A2|
≤ kpκε3

p−1
p max{1, ε p−1

2 }(1+W(b1)+W(b2))
p−1

p |A1−A2| .

For the free energy resulting from the density in (5.9) the space V of Lemma 4.6 is

V := Lmax{2,q}(Ω, Rd×d) ××N
i=2L

pi(Ω, Rd×d) × Lmax{2,r̃}(Ω, R) × Lr(Ω, Rd).

Hence, in estimate (4.4b) the term |∂t〈l(t), u1−u0〉| has to be estimated from above

by clCK‖e(u1)−e(u0)‖Lp̃(Ω,Rd×d) with p̃ = max{2, q} using Korn’s inequality. Further-

more, we conclude by Lemma (4.6) that W is uniformly convex with the exponent

α = max{2, q, pi, r, r̃ | i = 1, . . . , N} and by (4.10), that β = 1. Hence, by Theorem
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4.5, the corresponding free energy functional is Lipschitz-continuous if α = 2 and Hölder-

continuous with the exponent 1/(α − 1) if α > 2.

Furthermore, we mention that, if u̇D(t) ≡ 0 for all t ∈ [0, T ], then (4.4b) reduces to

|∂t〈l(t), u1−u0〉| ≤ cl‖e(u1)−e(u0)‖W 1,p(Ω,Rd) for p as in coercivity inequality (H3), which

may satisfy 1 < p ≤ 2. Hence, if r̃ = r one can choose V = X , so that one can obtain the

Hölder-estimate with respect to ‖ · ‖X .

Finally, we note that W fulfills all the hypotheses (H1)-(H5). For B ∈ L∞(Ω, R(d×d)×(d×d))

we obtain that W is measurable in Ω and continuous with respect to (e, z, A), such that

(H1) holds. Clearly, coercivity (H3) holds for the exponent p ∈ (1, max{2, q}) and (H5),

i.e. the monotonicity with respect to z is also given. Hypothesis (H4) holds due to (5.1),

(5.6). If q < pi and 2 < pi for some i∈{2, . . . , N}, then (H4*) cannot be verified. But for

W (t, x, e, z, A) = W (t, x, e, z)+Z2κ0(A) with W as in Lemma 5.1 (H4*) also holds true.

Corollary 5.4 If the assumptions of Theorem 3.1 hold with r ≤ 2 and if W is given as

in Lemma 5.1, then all energetic solutions q : [0, T ] → Q satisfy q ∈ CLip([0, T ],V) with

V = W 1,2(Ω; Rd×d) × W 1,r(Ω).

5.2 Damage of concrete

In the style of [Fré02, p. 319], where a model describing the damage of concrete is intro-

duced, we consider here a stored elastic energy density of the form

W (e, z) := µ|e|2 + ϕ−

(
tr(−e)+

)
+ zϕ+

(
tr(e)+

)
, (5.11)

where µ > 0 is the shear modulus. The functions ϕ± : [0,∞) → [0,∞) only see the

volume changes. They are convex and continuously differentiable with ϕ±(0) = 0 and

|ϕ′
±(x)| ≤ c(ϕ±(x)+ĉ) for constants c, ĉ > 0. Since damage mostly occurs under extension

and compression corresponds to tr(e) < 0, the function ϕ− is not coupled to damage.

However, ϕ+ is premultiplied by z, since tension forces in concrete easily produces damage.

It is obvious that W : R
d×d
sym×[0, 1] → R satisfies (H1), (H3) and (H5). Convexity

condition (H2) holds, since tr(·) is linear, ϕ± are convex and (±(·))+ are convex as well.

To demonstrate (H4) we use ∂e(± tr(e)+):ẽ = sgn(± tr(e)+)Id:ẽ. Applying the chain rule

on ϕ±

(
tr(±e(u))+

)
we conclude that

|∂eW (e, z)| = |2µe + ϕ′
−

(
tr(−e)+

)
sgn(− tr(e)+)Id + zϕ′

+

(
tr(e)+

)
sgn(tr(e)+)Id|

≤ µ(|e|2+1) + dc
(
ϕ−

(
tr(−e)+

)
+ĉ

)
+ zdc+

(
ϕ+

(
tr(e)+

)
+ĉ

)

≤ max{1, dc}
(
W (e, z) + max{1, ĉ}

)
.

5.3 Ramberg-Osgood materials

This section deals with Ramberg-Osgood materials, which are defined by energy densities

composed similarly to (5.9), but formulated in terms of the complementary energy density

depending on the stresses instead of the strains. Anyhow, in the following it is explained

that the corresponding stored elastic energy density of Ramberg-Osgood materials can
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not be controlled by (H3) together with (H4*) but does satisfy (H3) together with esti-

mate (H4). As introduced in [OsR43], Ramberg-Osgood materials can be described by a

constitutive relation of power-law type formulated in terms of the complementary energy

density

Wcp : R
d×d → R : σ 7→ 1

2
σ:A : σ +

a

p′
|σD|p′ , (5.12)

which depends on the linearized 2nd Piola-Kirchhoff stress tensor σ and its deviatoric part

σD := σ − 1
d
tr σ Id. Thereby a ∈ R

+, 2 < p′ < ∞, and A ∈ R
(d×d)×(d×d) is symmetric,

positive definite with constants 0 < cA

1 < cA

2 such that cA

1 |e|2 ≤ e:A:e ≤ cA

2 |e|2. The

complementary energy and the stored elastic energy, which depends on the strain tensor

e ∈ R
d×d
sym, are linked by a Legendre transform, i.e.:

W (e) = sup
σ∈R

d×d
sym

{σ : e − Wcp(σ)} so that ∂eW (e) = σ and ∂σWcp(σ) = e. (5.13)

See [Zei85] Chap. 51 and [EkT76] Prop. IX 2.1. for more details. This relation together

with (5.12) yields e = ∂σWcp(σ) = A(x) : σ + a|σD|p′−2σD, which is used to check the

hypotheses (H2)-(H4). In view of the first relation in (5.13), convexity is easily obtained

for W (·). Furthermore, we derive the coercivity inequality:

W (e) ≥ supσ∈R
d×d
sym

{
σ : e − cA

2

2
|σ|2 − a

p′
|σD|p′

}

= supσ∈R
d×d
sym

{
σD : eD − cA

2

2
|σD|2 − a

p′
|σD|p′ + 1

d2 tr σ tr e − cA
2

2
(tr σ)2

}

= supt∈R

{
t

d2 tr e − cA
2

2
t2

}
+ supτ∈R

d×d
dev

{
τ : eD − cA

2

2
|τ |2 − a

p′
|τ |p′

}

= 1
2d4cA

2
(tr e)2 + supt≥0

{
t|eD| − cA

2

2
t2 − a

p′
tp

′

}

≥ 1
2d4cA

2
(tr e)2 + supt≥0

{
t|eD| − tp

′

(2a
p′

) + C1

}

= 1
2d4cA

2
(tr e)2 + |eD|p

p(2a)p−1 − C1 ≥ min
{

1
2d4cA

2
, 1

p(cA
2+a)p−1

}
|e|p − C2,

(5.14)

where Young’s inequality t2 ≤ btp
′

+ Cb has been used for the second estimate. The last

inequality results from 1 < p ≤ 2. Hence, (H3) holds for the exponent p = p′

p′−1
. On the

other hand we obtain with the same technique

W (e) ≤ sup
σ∈R

d×d
sym

{
σ : e − cA

1

2
|σ|2 − a

p′
|σD|p′

}
≤ (tr e)2

2cA
1 d4

+
|eD|2
8cA

1

+
(p′ − 1)|eD|p
2p′(2a)p−1

≤ 3 max

{
1

2cA
1 d4

,
1

8cA
1

,
(p′ − 1)

2p′(2a)p−1

}
(|e|2 + 2) ,

which yields |∂eW (e)| ≤ c(|e|+ c̃) due to convexity. Thus, (H3) and (H4*) are not satisfied

for the same exponent. But (H3) in combination with (H4) holds, since (5.14) gives

|∂eW (e)| ≤ c(|e|+c̃) ≤ c
(( 1

c0

(W (e)+C2)
)1/p

+ c̃
)
≤ c1(W (e)∗c̃1).
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