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1) Let X,Y be Banach spaces and let F : X → Y be Newton differentiable near x∗ ∈ X with
F (x∗) = 0 with Newton derivative DNF (x∗). Also assume to be given M(x) ∈ L(X,Y )
that satisfy ∥M(x)−DNF (x)∥L(X,Y ) ≤ θ and ∥M(x)−1∥L(Y,X) ≤ C for all x ∈ Bδ(x

∗) for

some δ, θ > 0 and 0 < C < θ−1. Then xk+1 = xk −M(xk)
−1F (xk) converges q-linearly to

x∗ for all x0 sufficiently close to x∗.

2) For bounded and open domain Ω ⊂ Rd for d ∈ N consider the function

F : L2(Ω) → L1(Ω) F (u) = argmin
v∈L2(Ω)

1

2
∥v − u∥2L2(Ω) + ∥u∥L1(Ω)

(i) Show that F : L2(Ω) → L1(Ω) is well defined, i.e. it is single valued with range in
L1(Ω).

(ii) Show that F is Newton-differentiable and compute the Newton derivative.
Hint: Display F as a suitable superposition operator and use one of the earlier exer-
cises.

3) Let Ω ⊂ Rn be bounded and set X = L∞(Ω). Consider the following operator

G : u 7→ L(X) G(u)[h](x) =

{
h(x) if u(x) ≥ 0

0 if u(x) < 0

Show that G : u 7→ L(X) is not the Newton derivative of the function

F : X → X F (u)(x) = max(0, u(x))

4) (A globalized non-smooth method) Suppose that F : X → Y between Banach spaces is

continuous and directionally differentiable on S = B(x0, r), i.e.

F ′(x, d) = lim
t→0+

F (x+ td)− F (x)

t

exists for every x ∈ S. Assume also the existence of bounded operators G(·) ∈ L(X,Z)
and constants β, γ > 0 such that

∥G(x)−1∥L(Z,Y ) ≤ β , ∥G(x)(y − x)− F ′(x, y − x)∥ ≤ γ∥y − x∥ ,

∥F (y)− F (x)− F ′(x, y − x)∥ ≤ δ∥y − x∥
for all x, y ∈ S, where α = β(γ + δ) < 1, and β∥F (x0)∥ ≤ r(1 − α). Then the iterates
defined by xk+1 = xk − G(xk)

−1F (xk) for k = 0, 1, . . . remain in S and converge to the
unique solution x∗ of F (x) = 0 in S. Moreover, we have the error estimate

∥xk − x∗∥ ≤ α

1− α
∥xk − xk−1∥


