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1) (Superposition operators) Consider a bounded, continuously differentiable function f : R —
R such that f/: R — R is also bounded. Define the operator
®:LP(Q) = LP(Q)  @(u)(z) = f(u(x))

for a bounded domain  C R?.
(i) Show for p = oo, that ® is Frechét differentiable and find the derivative.
(ii) For p = 2 show that ® is Gateaux-differentiable and compute its Gateaux derivative.

2) (Problems in infinite dimensions) Consider the same function ® : L?(Q2) — L?(2) from
exercise 1. Assume that ® is Frechét-differentiable. Show that there are a,b € R such that
f(x) =ax +0b,ie. fis affine linear.

Hint: Assume @ is differentiable and consider the following difference quotient
[@(u+ h) — @(u) — D (u)[A][| = of||h[])

for u =0 and h = Al g, ) for given z* € Q and § — 0.

3) Define for bounded Q C R? and bounded convex subset U,q C L?(£2) the projection operator
. . .1
proj,, : IA() = L(©)  proju,, (v) = argmin & u — v
u€Ugq

(i) Show that the minimization problem has a solution that is unique.
(ii) Assume now that Uyy = {u € L?(Q2) : a(z) < u(z) < B(x) for a.e z € Q} for functions
a, € L*(£2). Show that

>
projy(u)(z) = S u(z) if u(z) € (a(z), B(z))
<

for a.e. z € Q.

4) Let X,Y be Banach spaces and let F': X — Y be Newton differentiable near z* € X with
F(z*) = 0 with Newton derivative Dy F'(z*). Assume further that there exist 6 > 0 and
C > 0 with [[DyF(2)!|zx,y) < C for all € B(2*,6). Then the semismooth Newton
method converges superlinearly x* for all z( sufficiently close to x*.



(5) Let the superposition operator for the max-function be defined as
®:L>*(0,1) — L=(0,1) P(u)(x) = max(u(z),0)
Show that
h(z) ifu(x)>0
DyF(u)[h] = { 0h(z) if u(xz) =0.
0 if u(z) <0

is not the Newton derivative for ®.
Hint: Consider u(z) = z and directions h,(z) = (nx — 1)1jg 1 /(7).



