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Exercise Sheet 11 (sample questions for the exam)

1) Let F': R™ — R™ be a Lipschitz continuous function and let z € R™.
(i) Define the B—Subdifferential dpF'(x) and the set of Clarke generalized Jacobians
OF (z) and show that the set dF(x) is compact.
(ii) Define the notion of semismoothness of F' at x € R"™ and define the directional deriv-
ative F'(x,d) for a direction d € R™.
(iii) Show the following statement: IF F': R™ — R™ is directionally differentiable at  and

sup  [|[Vh—F'(z,h)|| = o([|h]]) ash— 0.
VEDF (z+h)

then F' is semismooth at z.

2) Let X,Y be Banach spaces and let F': X — Y.

(i) State the definition of Newton differentiability of F' at a point z € X in infinite
dimensions and write down the semismooth Newton method to solve F(z) = 0.

(ii) Assume that z* € X with F(2*) = 0 with Newton derivative Dy F(xz*). Assume
further that there exist 6 > 0 and C' > 0 with [|[DyF(2) |z yv,x) < C for all z €
Bs(x*). Then the semismooth method method converges superlinearly to z* for all
initializations xg € X sufficiently close to x*.

(iii) Write down a Newton derivative of the operator

O LP(Q) — LI(Q), P(u)(r)=max(u(x),0)

for 2 C R™ a bounded domain. For which p, ¢ does the Newton differentiability hold?

(iv) Use (iii) to prove the Newton differentiability of the function projy; , : L*(Q2) — L(Q)
where Uyq := {u € LP(Q) : a < u(z) < b for a.e. x € Q} for some scalars a < b and
appropriate choice of q.

3) Let 2 C R™ be a bounded domain with smooth boundary. Consider the following bilevel
optimization problem for y; € L?(Q2) and a, B > 0
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Here Uy = {u € L*(Q) : u < 9} for some 1 € L>(Q).
(i) Show that the problem has a unique solution (y,u) € Uug x Hg(9).
(ii) Provide the first order optimality system for the problem above using the adjoint
approach.
(iii) Write the optimality system in the form F(z) = 0, where F' : X — Y is a suitable
mapping between function spaces. Specify the function spaces such that the operator
F: X — Y is Newton differentiable.
(iv) Write down the semismooth Newton-method in infinite dimensions for solving the
system F'(z) = 0.



4) Consider for a bounded Lipschitz-domain 2 C R", f € L%(Q), a continuous linear operator
A L*(Q) — L*(Q) and a scalar parameter o > 0 the following optimization problem

. 1 a

(P1) Jnin J(u) = [ Au = f|Taq) + Sllullfiq) over Hy(@),
where U,q C L2(9) is given by Uuq := {u € L*(Q) : a < u(x) < bfor a.e. x € Q} for some
scalars a < b.

(i) Show that the problem has a unique solution u € H}(Q).
(ii) Define for a general function F : X — R := R U {+o00} the Moreau-Yosida regularization
E,: X =R
(iii) Consider the (unconstrained) regularized problem

(P2 i () = () (T, ) ()

and show that for Ty, : L2(2) — L?(2) the Moreau-Yosida regularization is given by
1 .
Tvaa)y () = 2v (H min(0, u — a)HQLQ(Q) + || max(u — b, O)H%Q(Q))

(iv) Show that any sequence of solutions (u,),>o of (P») converges weakly in H3(Q2) to the
solution of (P;) for v | 0.
(v) Show that the first order optimality system for (P») can be written as F'(u) = 0 where

F:HNQ) - H Q) F(u):=alAu+au— A*(Au — f) + 217]3(@, b, u),

P(a,b,u) := min(0,u — a) + max(u — b,0)
and discuss Newton differentiablity of F'.



