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2 1 INTRODUCTION

1 Introduction
Rate-independent systems occur as limit problems in many physical and mechanical problems
if the interesting time scales are much longer than the intrinsic time scales in the system. Rate-
independent systems are sometimes also called quasi-static systems, however, the term “qua-
sistatic” is often used in a more general sense, namely if the inertial terms in a system are
neglected but viscous effects might still be present.

This survey only considers systems which satisfy the following exact definition of rate in-
dependence. The definition is formulated in terms of input functions ` : [0,∞) → X and
output functions y : [0,∞) → Y . The usage of input and output functions is necessary, since
rate-independent systems have no own dynamics, they rather respond to changes in the input.

Definition 1.1 A system H is called a rate-independent system with input data y0 ∈ Y and
` ∈ C0([t1, t2],X ) if the setO([t1, t2], y0, `) ⊂ C0([t1, t2],Y)∩{y(t1) = y0} of possible outputs
satisfies for all strictly monotone time reparametrizations α : [t1, t2] → [t∗1, t

∗
2] with α(t1) = t∗1

and α(t2) = t∗2 the relation

y ∈ O([t1, t2], y0, `) ⇐⇒ y ◦ α ∈ O([t∗1, t
∗
2], y0, ` ◦ α).

We call the system a multi-valued evolutionary system if the following additional conditions
hold:

Concatenation: ŷ ∈ O([t1, t2], y1, `), ỹ ∈ O([t2, t3], y2, `), ŷ(t2) = ỹ(t2) = y2

=⇒ y ∈ O([t1, t3], y1, `) where y(t) =

{
ŷ(t) for t ∈ [t1, t2],

ỹ(t) for t ∈ [t2, t3],

restriction: t1 < t2 < t3 < t4 and y ∈ O([t1, t4], y1, `)

=⇒ y|[t2,t3] ∈ O([t2, t3], y(t2), `).

Note that the definition is such that the system may have several solutions for a given initial
value y(t1) and a given input function `. Since rate-independent systems occur as limit prob-
lems, it is to be expected that the solutions are not unique without strong further assumptions.

Rate-independent systems occur on the level of ordinary differential equations as well as for
partial differential equations. The simplest systems of this type arise in the limit ε = 0 in the
following systems

εM(t, y(t))ÿ(t) +D(t, y(t))ẏ(t) = G(t, y(t)) ˙̀(t) or εẏ(t) = −DU(y(t)) + `(t),

which appears in the slow-time limit of rigid-body dynamics. However, such smooth systems
are in some sense trivial, since y(t) can be obtained as a function of `(t) without any dynamical
effects. Interesting problems occur only if nonsmoothness comes into play, like in dry friction,
where the frictional force R is a multi-valued, nonsmooth function of the velocity v, namely
R = Sign(v) where Sign is the multi-valued signum function. Thus, replacing εẏ(t) above by
R(ẏ) = Sign(ẏ), the corresponding system takes the form

0 ∈ Sign(ẏ(t)) + DU(y(t))− `(t), y(0) = y1.
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Since Sign(γv) = Sign(v) for all γ > 0 and v, it is easy to see that the problem is rate indepen-
dent.

Applications in partial differential equations arise naturally in the theory of elastoplasticity
or if an elastic body like a rubber is drawn slowly over a rough surface such that dry friction
acts but inertia does not matter. In fact, the driving problems in the theory of rate-independent
hysteresis have been the theory of elastoplasticity on the one hand and hysteresis effects in
magnetism on the other hand. While in the former theory the aspect of partial differential equa-
tions was always a focus of attention, in magnetism a proper theory for the field equations was
attacked only recently. Instead of this, highly complex scalar-valued hysteresis operators like
the Preisach and the Prandtl-Ishlinskii operators were developed. In the latter case the ordering
properties of R1 are essential whereas in the former theory convexity methods in Hilbert spaces
are the main tool and thus vector-valued and tensor-valued generalizations of the Preisach and
Prandtl-Ishlinskii operator can be treated, see [KP89, Vis94, BS96, Kre96]. We will survey the
scalar-valued theory only little, since our focus is on methods for problems in continuum me-
chanics, where complex hysteretic behavior occurs through spatial variations of the the internal
variables.

This survey brings together different aspects of rate-independent models or hysteresis op-
erators in the context of continuum mechanics. In fact, there are several areas in these fields,
which have evolved quite independently and have developed their own languages and nota-
tions. Here we try to compare these different approaches by translating them into one language
and thus hope to provide a useful overview of the different methods in the field. We will
not try to survey the whole theory of hysteresis operators and rate-independent models which
started on the mechanical side more than 100 years ago but had major mathematical achieve-
ments only in the mid 1970s ([Mor74, Mor76, Joh76]). The theory was formulated on the level
of research monographs only 15 years later starting with [KP89]. Afterwards, several books
[Mon93, Vis94, BS96, Kre96, Kre99] appeared, which cover a variety of different aspects. We
also refer to these works for the historical background. Note that most of these books treat also
a lot of models which are not rate-independent in the sense we have defined above, but they
usually involve a rate-independent operator which is embedded into a larger system which is
rate-independent. Nevertheless, the guiding theme of these works are the common difficulties
one has in treating hysteretic behavior which is intrinsically nonsmooth. In [Vis94, Alb98]
the emphasis on applications in continuum mechanics is quite similar to ours, but we restrict
ourselves to pure rate independence.

The unified approach in this survey will be a new energetic approach developed within
the last five years in [MT99, MTL02, MT04]. It combines in a natural way several different
approaches. Classically, rate-independent systems are either written as an evolutionary (quasi-)
variational inequality

〈DE(t, y(t)), v−ẏ(t)〉+ Ψ(y(t), v)−Ψ(y(t), ẏ(t)) ≥ 0 for all v ∈ Y,

where Y is a Banach space with dual pairing 〈·, ·〉, E : [0, T ]×Y → R is an energy-storage
potential with Gateaux derivative DE(t, y) ∈ Y ∗ and Ψ : Y×Y → [0,∞) is the dissipation
(pseudo-) potential. Rate independence is implemented through the assumption that Ψ(y, ·) is
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homogeneous of degree 1, i.e.,

Ψ(y, γv) = γΨ(y, v) for γ ≥ 0, and Ψ(y, v) = sup{ 〈σ, v〉 | σ ∈ C∗(y) },

where C∗(y) ⊂ Y ∗ is often called the elastic domain. The equivalent formulation using subdif-
ferentials is

0 ∈ ∂vΨ(y, ẏ) + DE(t, y) ⊂ Y ∗,

which is a slight generalization of the doubly nonlinear form studied in [CV90]. We continue
to use ∂vΨ(y, ẏ) to indicate the subdifferential of v 7→ Ψ(y, v) at the point v = ẏ, i.e., only with
respect to the second variable.

Using the Legendre transform L, such that Ψ(y, ·) = LIC∗(y), one arrives at the following
differential inclusion, also called generalized sweeping process,

ẏ(t) ∈ ∂IC∗(y(t))(−DE(t, y(t))).

If the potential E(t, ·) is convex and if Ψ does not depend on y ∈ Y , then the above equations
are equivalent to the following energetic formulation:

Find y : [0, T ]→ Y with y(0) = y0 such that for all t ∈ [0, T ]

the stability (S) and the energy balance (E) hold:
(S) E(t, y(t)) ≤ E(t, ŷ) + Ψ(ŷ−y(t)) for all ŷ ∈ Y;

(E) E(t, y(t)) +
∫ t

0
Ψ(ẏ(s))ds = E(0, y0) +

∫ t
0
∂sE(s, y(s))ds.

For general potentials E , the energetic formulation may be considered as a weak form of the
variational inequality, since it is derivative free for the solution y as well as for the functionals
E and Ψ. However, the smoothness of the loadings has to be a little higher since the power of
the external forces, given via t 7→ ∂tE(t, y), must be well defined.

In Section 2 we study these systems in the standard case with a quadratic energy E(t, y) =
1
2
〈Ay, y〉−〈`(t), y〉 on a Hilbert space Y . We compare several equivalent formulations, address

their basic properties and explain the typical approaches to prove existence and uniqueness of
solutions. Thus, the hysteresis operator H with y = H(y0, `) can be defined and in Section 2.4
we discuss the mapping properties ofH in different Banach spaces.

However, the main emphasis of this work will not be the continuity properties of the solution
operator. We focus mainly on the question of solvability in general nonconvex problems where
uniqueness does not hold and where even existence of solutions is questionable. Thus, we will
mostly make simple assumptions on the temporal behavior of the loading function which often
can be generalized. Instead we want to be most general in terms of the behavior of the energy
E(t, y) on the state variable y, such that we are able to deal with generally nonconvex problems
like finite-strain elastoplasticity. Also the dissipation law has to be understood in a more general
setting. In particular, the dissipation potential is replaced by a more general dissipation distance
D : Y×Y → [0,∞] which generalizes Ψ via D(y0, y1) = Ψ(y1−y0). The main emphasis will
be on the topological and analytical properties of the functionals

E : [0, T ]×Y → R∞ := R ∪ {∞} and D : Y×Y → [0,∞].



5

In Section 3 we set up the abstract formulation and show how first a priori estimates can be
used to estimate possible solutions. Moreover, we introduce a time-incremental minimization
problems (IP) which will be the basis of most of our existence proofs, namely

(IP)
For a given y0 and a partition 0 = t0 < t1 < · · · < tN = T find
y1, y2, . . . , yN ∈ Y such that yk ∈ Arg min{ E(tk, y)+D(yk−1, y) | y ∈ Y }.

Under natural conditions it is possible to derive a priori estimates for the solutions (yk)k=1,...,N

of (IP) in the form

E(tk, yk) ≤ E∗ and
∑N

k=1D(yk−1, yk) ≤ E∗,

i.e., they are independent of the partitions. Moreover, uniform convexity of E(t, ·)+D(y0, ·)
will provide a Lipschitz bound.

Thus, we see that the problem is governed by three different topologies (or function spaces).
For instance in a Banach space setting, the energy-storage functional E will be coercive with
respect to a Banach space Y1. Moreover, it might be uniformly convex with respect to a norm
of a larger Banach space Y2. Finally, the dissipation distance D might be bounded from below
by a norm of a Banach space Y3. Then, for solutions of (S) & (E) or for piecewise constant
interpolants of solutions to (IP) we can expect to obtain the following, typical a priori estimates

‖y(t)‖Y1 ≤ C1, ‖y(t)−y(s)‖Y2 ≤ C2|t−s|, VarY3(y; [0, T ]) ≤ c3DissD(z; [0, T ]) ≤ C3,

for t, s ∈ [0, T ]. Here, the total dissipation is defined as

DissD(y; [r, s]) = sup{∑n
j=1D(y(tj−1), y(tj)) | n ∈ N, r ≤ t0 < t1 · · · < tn ≤ s }

and VarY3(y; [r, s]) is obtained similarly by replacing D(y(tj−1), y(tj)) via ‖y(tj)−y(tj−1)‖Y3 .
Thus, there will be two quite different approaches to show existence of solutions. The first one
(see Section 4) is based on convexity, uses the norm in Y2 and yields solutions in CLip([0, T ], Y2).
The second approach (see Section 5) works without convexity, relies on the dissipation estimate
and provides solutions in BV([0, T ], Y3).

In Section 4 we study the convex cases in more detail. Under suitable additional smoothness
assumptions it is then possible to prove existence and uniqueness of solutions. In this part no
compactness arguments are needed to establish convergence; in fact, the error between the
incremental solutions and the true solution can be estimated in terms of the fineness of the time
discretization. This part is based on work in [MT04, BKS04, MR04b]. Section 4.4 shows that
in the best case the solutions y have derivatives of bounded variations, i.e., ẏ ∈ BV([0, T ], Y ).
Adapting the proofs in [HR95, AC00] we provide a convergence of the incremental solutions
which is linear in the fineness of the partition.

In Section 5 we study general nonconvex and nonsmooth systems, where uniqueness is not
to be expected. The basic existence result relies on compactness assumptions and is based on
work in [MT99, MTL02, MM04a, DFT04, FM04]. In terms of the above-mentioned Banach
spaces Y1 and Y3 the compactness assumption roughly means, that Y1 is compactly embedded
in Y3.
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It can be seen easily that the solutions of (S) & (E) may have jumps if E is nonconvex. Thus,
in Section 5.4 we explain how rate-independent limits of viscous problems have been obtained
in [EM04b]. They turn jumps into suitable continuous pathes in state space. In Section 5.5 we
study situations where the state space Y may depend on time. Finally, Section 5.6 addresses
the question of relaxations of rate-independent problems, since many applications in continuum
mechanics lead to systems in which the incremental problem (IP) does not have solutions due
to formation of microstructure.

Section 6 is devoted to dissipation laws which are non-associated, i.e., they can not be de-
rived from a principle of maximal dissipation. In particular, the energetic formulation is no
longer available, since the set of frictional forces R(t, y, ẏ) is no longer given by the subdif-
ferential ∂vΨ(y, ẏ). In this area much less is known, but it is of great importance in queueing
theory, in plasticity models in soil mechanics and in the area of Coulomb friction of sliding
elastic bodies or structures. The last application was a major stimulant for the theory of non-
associated flow rules over the last 15 years, [MO87, And91, AK97, MPS02].

The final Section 7 presents a selection of applications in continuum mechanics which are
meant to illustrate the abstract theory developed in the previous sections. In Section 7.1 we
recall the classical theory of linearized elastoplasticity, which was the main driving forces in
the early mathematical developments, and in Section 7.2 mention some result in finite-strain
elastoplasticity. We also discuss some models for shape-memory alloys (cf. Section 7.3) and
for ferromagnetic materials (cf. Section 7.4). Finally, we show that certain damage problems
can be also put into the energetic framework, namely a delamination problem (cf. Section 7.5)
as well as a problem of rate-independent crack growth in brittle materials (cf. Section 7.6). The
latter application is especially interesting, as it provides a true reason to the abstract formulation
of the energetic problem in Section 5. In the crack problem the state space Y is far from being
a subset of a Banach space, since y = (u,Γ) ∈ Y consists of subsets Γ of the body Ω ⊂ Rd and
a deformation u ∈W1,p(Ω\Γ;Rd).

Acknowledgments. The author is grateful for partial financial support by DFG via SFB 404
Multifield Problems in Solid and Fluid Mechanics (TP C7) and by EU via HPRN-CT-2002-
00284 Smart Systems. Moreover, he is indebted to Andreas Mainik, Tomaš Roubı́ček, Riccarda
Rossi, Pavel Krejčı́ and Gilles Francfort for helpful and stimulating discussions. Finally, he
thanks the Czech Academy of Sciences and the Charles University, Prague, for the hospitality
before and during the EVEQ 2004 where parts of this work were written. Special thanks are
given to Stefanie Siegert for the careful proofreading and for improving the English.

2 The simple case with a quadratic energy
In this section we survey the classical results on evolutionary variational inequalities which can
be formulated in several equivalent ways. We collect these formulations for later reference,
since each of the formulations has advantages when generalizations have to be done. In the
following subsection we shortly address the existence theory via monotone operators and via
time-incremental methods. Finally, we will review some results on the continuity of the solution
operator in different function spaces.
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2.1 Equivalent formulations
We start with a Hilbert space Y with dual Y ∗ and dual pairing 〈·, ·〉 : Y ∗×Y → R and a positive
definite operator A ∈ Lin(Y, Y ∗), i.e., A = A∗ and there exists a constant α > 0 such that
〈Ay, y〉 ≥ α‖y‖2 for all y ∈ Y . Often, Y ∗ and Y are identified, A is taken to be the identity 1
and instead of the dual pairing the scalar product is used. However, as is common practice in
mechanics, we prefer to distinguish the space and its dual.

For a function ` ∈ C1([0, T ], Y ∗) we define the energy functional

E(t, y) = 1
2
〈Ay, y〉 − 〈`(t), y〉.

Here ` serves as input datum and is called external loading in mechanics. We will use Σ =
−DyE(t, y) = `(t)−Ay to denote the force generated by the potential.

Moreover, let a dissipation functional Ψ : Y → [0,∞] be given which is convex, lower
semi-continuous and positively homogeneous of degree 1, i.e.,

Ψ(γv) = γΨ(v) for all γ ≥ 0 and v ∈ Y.

(Throughout we assume that “convex” already means that the function is also “proper”, i.e.,
not identically +∞.) Its subdifferential is given via ∂Ψ(v) = { σ ∈ Y ∗ | ∀w ∈ Y : Ψ(w) ≥
Ψ(v) + 〈σ, w−v〉 } and we set C∗ = ∂Ψ(0) ⊂ Y ∗, which is convex and closed. Duality theory
shows that Ψ is the Legendre transform of the characteristic function IC∗ : Y ∗ → [0,∞], i.e.,
Ψ(v) = sup{ 〈σ, v〉 | σ ∈ C∗ }.

The subdifferential formulation (SF) of the rate-independent hysteresis problem associated
with E and Ψ reads

(SF) 0 ∈ ∂Ψ(ẏ(t)) + DyE(t, y(t)) = ∂Ψ(ẏ(t)) + Ay−`(t) ⊂ Y ∗. (2.1)

In mechanics, (SF) is a force balance which may be written as Σ ∈ ∂Ψ(ẏ).
Using the definition of the subdifferential ∂Ψ(ẏ) leads to the variational inequality

(VI) ∀v ∈ Y : 〈Ay−`(t), v − ẏ〉+ Ψ(v)− Ψ(ẏ) ≥ 0. (2.2)

This formulation is called the primal form, since y ∈ Y is the primal variable while Σ ∈ Y ∗ is
the dual variable.

Using the Legendre transform Ψ = L(IC∗) we can rewrite (2.1) (which reads in short form
Σ ∈ ∂Ψ(ẏ)) as the differential inclusion:

(DI) ẏ(t) ∈ ∂IC∗(Σ) = ∂IC∗(−DE(t, y(t))) = NC∗(Σ(t)) ⊂ Y, (2.3)

where we used the standard result that for closed convex sets C∗ the subdifferential ∂IC∗(σ)
equals the outward normal cone NC∗(σ) = { v ∈ Y | ∀σ̂ ∈ C∗ : 〈σ̂−σ, v〉 ≤ 0 }.

Introducing the variable u = −Ay ∈ Y ∗ and the moving sets C∗(t) = −`(t)+C∗ ⊂ Y ∗, we
arrive at the sweeping-process formulation

(SW) −u̇(t) ∈ ANC∗(t)(u(t)), (2.4)

which is used in [Mon93] with A = 1 since Y = Y ∗ is assumed.
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Using the definition of the subdifferential ∂IC∗ in (2.3) we see that (VI) is equivalent to the
dual variational inequality

(DVI) Σ = `−Ay ∈ C∗ and 〈Σ−σ̂, ẏ〉 ≥ 0 for all σ̂ ∈ C∗. (2.5)

Integration over [0, T ] leads to a weakened form which allows y to lie in BV([0, T ], X) by
employing a suitable Stieltjes integral:

Σ = `−Ay ∈ C∗ and
∫ T

0
〈Σ(t)−σ̃(t), dy(t)〉 ≥ 0 for all σ̃ ∈ C0([0, T ], C∗). (2.6)

In (DVI) we may also eliminate completely the primal variable y by using ẏ = A−1( ˙̀−Σ̇):

Σ ∈ C∗ and ∀σ̂ ∈ C∗ : 〈Σ−σ̂, A−1(Σ̇− ˙̀)〉 ≥ 0. (2.7)

Finally, we derive the energetic formulation which is the basis for the more recent approach
to general nonconvex problems. Whereas the equivalence of the above problems is well-known,
see, e.g., [DL76, HR99]), the equivalence to the energetic formulation is less known. Thus, we
explain it in more detail.

It can be easily seen that (VI) is equivalent to the following two local conditions

(S)loc ∀ v̂ ∈ Y : 〈DE(t, y(t)), v̂〉+ Ψ(v̂) ≥ 0;

(E)loc 〈DE(t, y(t)), ẏ(t)〉+ Ψ(ẏ(t)) ≤ 0.
(2.8)

For (S)loc simply let v = αv̂ with α→∞ in (VI), and for (E)loc let v = 0. However, since E(t, ·)
and Ψ are convex, we conclude that y(t) is a global minimizer of ŷ 7→ E(t, ŷ) + Ψ(ŷ−y(t)) by
letting ŷ = y(t)+v̂. Moreover, (S)loc and (E)loc together imply 〈DE(t, y(t)), ẏ(t)〉+ Ψ(ẏ(t)) =
0, which leads to

d
dt
E(t, y(t)) = ∂tE(t, y(t))−Ψ(ẏ(t)) = −〈 ˙̀(t), y(t)〉 − Ψ(ẏ(t)).

This leads to the energetic formulation which is based on the global stability condition (S)
and the global energy balance (E), which is obtained by integration over t ∈ [0, T ]:

(S) ∀ ŷ ∈ Y : E(t, y(t)) ≤ E(t, ŷ) + Ψ(ŷ−y(t));

(E) E(t, y(t)) + DissΨ(y; [0, t]) = E(0, y(0)) +
∫ t

0
∂sE(s, y(s))ds,

(2.9)

where DissΨ(y; [r, s]) =
∫ s
r

Ψ(ẏ(t))dt and
∫ t

0
∂sE(s, y(s))ds = −

∫ t
0
〈 ˙̀(s), y(s)〉ds.

The stability condition can be formulated in terms of the sets of stable states

S(t) = { y ∈ Y | ∀ ŷ ∈ Y : E(t, y) ≤ E(t, ŷ) + Ψ(ŷ−y) } ⊂ Y,

S[0,T ] =
⋃
t∈[0,T ](t,S(t)) ⊂ [0, T ]×Y.

Now, (S) just means y(t) ∈ S(t). The major simplification in the theory of quadratic energies
arises from the fact that S(t) can be given explicitly in the form

S(t) = { y ∈ Y | `(t)−Ay ∈ C∗ } = A−1(`(t)−C∗).
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Hence, S(t) is a closed convex set and thus it is weakly closed.

A typical situation in continuum mechanical problems is that the state variables y ∈ Y
consist of two components, namely an elastic (or non-dissipative) component u ∈ U and an
internal (or dissipative) component z ∈ Z. The splitting is such that Ψ : Y → [0,∞] depends
only on ż but not on ẏ. In particular we have

y = (u, z) ∈ U×Z = Y and Ψ(ẏ) = Ψ((u̇, ż)) = Ψ̃(ż), (2.10)

where Ψ̃ satisfies Ψ̃(ż) > 0 for ż 6= 0. The linear operator A takes the form
(
AUU
AZU

AUZ
AZZ

)

∈ Lin(U×Z, U∗×Z∗), `(t) = (`U(t), `Z(t)) ∈ U∗×Z∗ and for the subdifferential ∂Ψ we have

∂Ψ((u̇, ż)) = {0}×∂Ψ̃(ż) ∈ U∗×Z∗.

With these definitions the subdifferential formulation (SF), see (2.1), takes the form

0 = AUUu+ AUZz − `U(t) ∈ U∗ and 0 ∈ ∂Ψ̃(ż) + AZUu+ AZZz − `Z(t) ⊂ Z∗. (2.11)

The first equation is then called the elastic equilibrium equation, and for given z and `U it can
be solved uniquely for u ∈ U , since AUU is again positive definite. The second relation is the
flow rule for the internal variable z.

2.2 Basic a priori estimates and uniqueness
We first provide a few a priori estimates for the solutions of the above formulations. In partic-
ular, we will obtain uniqueness of solutions as well as continuous dependence on the data. For
this, we make the following assumption on the dissipation functional:

∃ c1 > 0 ∀ v ∈ Y : Ψ(v) ≥ c1‖v‖X ,

where ‖·‖X denotes a semi-norm. Note that in the case X = Y this implies that C∗ = ∂Ψ(0)
satisfies { σ ∈ Y ∗ | ‖σ‖∗ ≤ c1 } ⊂ C∗. Similarly, if Ψ is bounded from above by c2‖ · ‖Y , then
C∗ is contained inside a ball of radius c2.

The assumptions on A and on ` imply

E(t, y) ≥ α
2
‖y‖2 − ‖`(t)‖∗‖y‖ ≥ Λ‖y‖ − 1

2α
(Λ+‖`(t)‖∗)2, (2.12)

for any Λ ≥ 0. Thus, with Λ0 = ‖`‖L∞ and Λ1 = ‖ ˙̀‖L∞ we obtain

|∂tE(t, y)| ≤ |〈 ˙̀(t), y〉| ≤ Λ1‖y‖ ≤ Λ1

Λ

(
E(t, y) + (Λ+Λ0)2

2α

)
, (2.13)

where Λ > 0 is still arbitrary. Below we choose Λ = Λ0.
Since any solution y : [0, T ]→ Y satisfies the energy balance (E) we find, using DissΨ ≥ 0,

the estimate E(t, y(t)) ≤ E(0, y(0))+
∫ t

0
Λ1

Λ0

(
E(s, y(s))+

2Λ2
0

α

)
ds. Applying Gronwall’s estimate

to E(t, y(t)) + 2Λ2
0/α we find

∀ t ∈ [0, T ] : E(t, y(t)) ≤ etΛ1/Λ0

(
E(0, y0) + 2Λ2

0/α
)
− 2Λ2

0/α. (2.14)
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Inserting this into (E) once again, we obtain the second estimate

∀ t ∈ [0, T ] : c1

∫ t
0
‖ẏ(s)‖X ds ≤ DissΨ(y; [0, t]) ≤ etΛ1/Λ0

(
E(0, y0) + 2Λ2

0/α
)
. (2.15)

It turns out that these two purely energetic estimates apply in very general situations as long
as (2.13) holds. They imply a priori estimates for ‖y(t)‖ via the coercivity of the energy, cf.
(2.12), as well as some control on the derivative ẏ(t) via (2.15).

However, in the case of a quadratic energy (or in general convex situations, see Section 3.5)
we may also derive Lipschitz bounds using the uniform convexity due to A. Using (i) (E)loc for
y(s), (ii) Ψ(y(t)−y(s)) ≤ DissΨ(y, [s, t]) and (iii) (E) we obtain for 0 ≤ s < t ≤ T :

α
2
‖y(t)−y(s)‖2 ≤ ‖y(t)−y(s)‖2

A = E(s, y(t))− E(s, y(s))− 〈DE(s, y(s)), y(t)−y(s)〉
≤(i) E(s, y(t))− E(s, y(s)) + Ψ(y(t)−y(s)) ≤(ii) E(s, y(t))− E(s, y(s)) + DissΨ(y, [s, t])

=(iii) E(s, y(t))− E(t, y(t)) +
∫ t
s
∂τE(τ, y(τ))dτ =

∫ t
s
[∂τE(τ, y(τ))−∂τE(τ, y(t))]dτ

≤ Λ1

∫ t
s
‖y(t)−y(τ)‖dτ.

From this, we easily derive the Lipschitz bound (cf. Theorem 3.4)

∀ s, t ∈ [0, T ] : ‖y(t)−y(s)‖ ≤ Λ1/α |t−s| or ‖ẏ‖L∞((0,T ),Y ) ≤ Λ1/α.

Similar estimates give the continuity with respect to the data. Let y1 and y2 be two solutions
with data (y0

j , `j). Then, with (VI) we find

1
2

d
dt
〈A(y1−y2), y1−y2〉 = 〈Ay1, ẏ1−ẏ2〉+ 〈Ay2, ẏ2−ẏ1〉

= −〈Ay1−`1, ẏ2−ẏ1〉 − 〈Ay2−`2, ẏ1−ẏ2〉+ 〈`1−`2, ẏ1−ẏ2〉
≤ Ψ(ẏ2)−Ψ(ẏ1)+Ψ(ẏ1)−Ψ(ẏ2) + ‖`1−`2‖∗‖ẏ1−ẏ2‖ ≤ ‖`1−`2‖∗(‖ẏ1(s)‖+‖ẏ2(s)‖)/α.

Thus, for all t ∈ [0, T ] we have the estimate

α‖y1(t)−y2(t)‖2 ≤ ‖y1(t)−y2(t)‖2
A ≤ ‖y0

1−y0
2‖2

A + 2Λ1

α

∫ t
0
‖`1(s)−`2(s)‖∗ds. (2.16)

Alternatively, the last estimate can be written in the form

‖y1(t)−y2(t)‖2
A ≤ ‖y0

1−y0
2‖2

A + 2‖`1−`2‖L∞([0,T ],Y ∗)
∫ t

0

(
‖ẏ1(s)‖+‖ẏ2(s)‖

)
ds. (2.17)

2.3 Basic existence theory
There are essentially two different approaches to the existence theory. The first approach uses
time discretization and solves a (static) variational inequality or a minimization problem in
each time step. This method will be the main focus in this work as it generalizes to complicated
nonsmooth and nonconvex situations. However, the method is restricted to symmetric operators
in the variational inequality or, what is the same, to associated flow laws for the rate-independent
problem.

The second approach is based on the theory of monotone or accretive operators, which is
somehow more restrictive as it heavily uses the Hilbert or Banach space structure. However,
it allows more general flow laws, such as non-associated ones, see Section 6. Here, we show
how in the present situation both methods can be applied and finally mention also the so-called
Yosida regularization which is often used to treat nonsmooth problems.
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2.3.1 Time-incremental minimization

This approach will be discussed in full detail in later sections. Here we give a simplified version
of the existence proof which shows the same features as in Section 5.1, where a much more
general situation is treated. Here we use the simplifying structures of the quadratic energy.

We choose a sequence of partition 0 = tN0 < tN1 < · · · < tNN−1 < tNN = T of the interval
[0, T ] such that the fineness fN = max{ tNj −tNj−1 | j = 1, . . . , N } tends to 0. For given initial
value y0 ∈ S(0) we solve iteratively

yk ∈ Arg min{ E(tk, y) + Ψ(y−yk) | y ∈ Y }.

By convexity of E(t, ·), this minimization problem is equivalent to the static variational inequal-
ity

Find yk ∈ Y such that ∀ v̂ ∈ Y : 〈Ayk−`(tk), v̂−(yk−yk−1)〉 − Ψ(yk−yk−1) + Ψ(v̂) ≥ 0.

In fact, most work on evolutionary variational inequalities uses this form of the incremental
problem, considers the piecewise linear interpolant of their solutions and shows that their limit
exists and satisfies the corresponding variational inequality (VI), given in (2.2). We will instead
stay with the minimization formulation and show that the limit function satisfies the energetic
formulation (S) & (E), see (2.9). Thus, we also provide a simplified version of the general proof
of Theorem 5.2.

Theorem 2.1 Let ` ∈ C1([0, T ], Y ∗) and y0 ∈ S(0) = A−1(`(0)−C∗). Then, the energetic
problem (S) & (E) (cf. (2.9)) and hence also (VI) have a unique solution y ∈ CLip([0, T ], Y ).

Proof: Except for the uniqueness part, we follow the six steps of the proof of Theorem 5.2.
We use the norm ‖·‖A on Y and the dual norm on Y ∗ and indicate this fact by writing YA and
Y ∗A , respectively.

Step 0: Uniqueness. For any two solutions estimate (2.16) with `1 = `2 = ` gives the estimate
‖y1(t)−y2(t)‖A ≤ ‖y1(0)−y2(0)‖A, which proves uniqueness.

Step 1: A priori estimates. Let Π = { tk |k = 0, . . . , N } be any partition. Since the functional
y 7→ E(tk, y) + Ψ(y−yk−1) is strictly convex, it has a unique minimizer yk in each step and we
have

∀ y ∈ Y : E(tk, y) + Ψ(y−yk−1) ≥ 1
2
‖y−yk‖2

A + E(tk, yk) + Ψ(yk−yk−1). (2.18)

Inserting y = yk−1 and y = yk+1, respectively, we obtain

∀ k ∈ {1, . . . , N} : E(tk, yk) + Ψ(yk−yk−1)

≤ E(tk, yk−1) = E(tk−1, yk−1)+
∫ tk
tk−1

∂sE(s, yk−1)ds;
(2.19)

∀ k ∈ {0, . . . , N−1} : 1
2
‖yk+1−yk‖2

A ≤ E(tk, yk+1) + Ψ(yk+1−yk)− E(tk, yk), (2.20)
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where we have estimated Ψ(yk−yk−1) ≥ 0. Note that the last estimate is claimed also for k = 0,
which follows from the assumption y0 ∈ S(0). Thus, for k = 0, . . . , N−1 we obtain

1
2
‖yk+1−yk‖2

A ≤ E(tk, yk+1) + Ψ(yk+1−yk)− E(tk, yk)

≤ E(tk+1, yk+1)−
∫ tk+1

tk
∂sE(s, yk+1)ds+ Ψ(yk+1−yk)− E(tk, yk)

≤(2.19) E(tk, yk)−
∫ tk+1

tk
∂sE(s, yk+1)ds− E(tk, yk)

=
∫ tk+1

tk
[∂sE(s, yk)−∂sE(s, yk+1)]ds ≤ Λ1,A(tk+1−tk)‖yk+1−yk‖A,

where Λ1,A = ‖ ˙̀‖L∞([0,T ],Y ∗A). Thus, the piecewise linear interpolant ŷΠ : [0, T ] → Y and the
piecewise constant interpolant yΠ : [0, T ]→ Y with y(t) = yk−1 for t ∈ [tk−1, tk) satisfy the a
priori bounds

‖ŷΠ‖C0([0,T ],YA) ≤ ‖y0‖A+2Λ1,AT, ‖yΠ‖L∞([0,T ],YA) ≤ ‖y0‖A+2Λ1,AT,

‖ ˙̂yΠ‖L∞([0,T ],YA) ≤ 2Λ1,A, ‖ŷΠ−yΠ‖L∞([0,T ],YA) ≤ 2Λ1,Af(Π).

Step 2: Selection of a subsequence. Now we choose an arbitrary sequence (Πm)m∈N of parti-
tions with f(Πm) → 0. Since the function ŷΠm satisfies a uniform Lipschitz bound and since
closed balls in the reflexive Banach space Y are weakly compact, we can apply the Arzela-
Ascoli theorem which provides a subsequence (ml)l∈N and a limit function y : [0, T ]→ Y such
that ŷl = ŷΠml and yl = yΠml satisfy

∀ t ∈ [0, T ] : ŷl(t) ⇀ y(t), yl(t) ⇀ y(t) and ‖ẏ‖L∞([0,T ],YA) ≤ 2Λ1,A.

It remains to be shown that y is a solution.

Step 3: Stability of the limit function. Estimate (2.18) and the triangle inequality for Ψ imply,
for all y ∈ Y ,

E(tk, yk) ≤ E(tk, y) + Ψ(y−yk−1)− Ψ(yk−yk−1) ≤ E(tk, y) + Ψ(y−yk),

which means yk ∈ S(tk). Hence, for the sequence ŷl we have ŷl(t) ∈ S(t) for each t ∈ Πml . As
f(Πml) → 0 we find, for each t∗ ∈ [0, T ], a sequence tl with tl → t∗. Using ‖ ˙̂yl‖L∞ ≤ 2Λ1,A

we obtain ŷl(tl) ⇀ y(t∗). Moreover, the graph set

S[0,T ] =
⋃
t∈[0,T ](t,S(t)) = { (t, y) | y ∈ S(t) } = { (t, y) | y ∈ A−1(`(t)−C∗) } ⊂ [0, T ]×Y,

is closed with respect to the weak topology of Y , since each S(t) is strongly closed and convex
and since ` is strongly continuous. Thus, (tl, ŷl(tl)) ∈ S[0,T ] implies (t∗, y(t∗)) ∈ S[0,T ], which
means y(t∗) ∈ S(t∗) and the stability (S) is proved.

Step 4: Upper energy estimate. For t ∈ (0, T ] and l ∈ N let j be the largest index with
tj = max{ tn ∈ Πml | tn ≤ t }. Then, adding (2.19) from k = 1 to j gives

E(t, yl(t))+DissΨ(yl; [0, t]) =
∫ t
tj
∂sE(s, yl(tj))ds+E(tj, y

l(tj))+
∑j

k=1 Ψ(yl(tk)−yl(tk−1))

≤
∫ t
tj
∂sE(s, yl(s))ds+E(0, y0)+

∫ tj
0
∂sE(s, yl(s))ds = E(0, y0)−

∫ t
0
〈 ˙̀(s), yl(s)〉ds.
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The right-hand side of this estimate converges to E(0, y0) −
∫ t

0
〈 ˙̀(s), y(s)〉 ds by the weak

convergence and Lebesgue theorem on dominated convergence. The left-hand side is lower
semi-continuous, since E(t, ·) and DissΨ are convex and strongly continuous. Thus, for each
t ∈ [0, T ] we conclude E(t, y(t))+DissΨ(y; [0, t]) ≤ E(0, y0)−

∫ t
0
〈 ˙̀(s), y(s)〉 ds, which is the

desired upper energy estimate.

Step 5: Lower energy estimate. The lower estimate is a consequence of stability of the limit
function y as proved in Step 3. Take an arbitrary partition T = { τj | j = 0, . . . ,M } of the
interval [0, t]. Then, for j ≥ 1 stability of y(τj−1) gives

E(τj, y(τj))+Ψ(y(τj)−y(τj−1)) =
∫ τj
τj−1

∂sE(s, y(τj))ds+E(τj−1, y(τj))+Ψ(y(τj)−y(τj−1))

≥
∫ τj
τj−1

∂sE(s, y(τj))ds+ E(τj−1, y(τj−1)).

Adding these estimates from j = 1 to M and using the definition of DissΨ, we find

E(t, y(t))+DissΨ(y; [0, t]) ≥ E(t, y(t))+
∑M

1 Ψ(y(τj)−y(τj−1))

≥ E(0, y0)−
∑M

1

∫ τj
τj−1
〈 ˙̀(s), y(τj)〉ds ≥ E(0, y0)−

∫ t
0
〈 ˙̀(s), y(s)〉ds−f(T )2Λ1,A.

Thus, by making the partition T as fine as we like, we obtain the lower energy estimate and
together with Step 4 the energy balance (E) is established and y is a solution.

Step 6: Improved convergence. By Step 0 we know that there exists at most one solution. We
conclude that not only the subsequence yl converges weakly to y, but the whole sequence ŷΠm

converges weakly to y. In fact, in Section 4.1 it is shown that the convergence is strong with a
convergence like

√
f(Π), see Theorem 4.3.

2.3.2 Monotone operators

The existence theory via monotone operators is based on the concept of multi-valued monotone
operators on a Hilbert space. A mappingM : D(M) ⊂ Y → P(Y ), where P denotes the
power set, is called monotone, if

∀ y1, y2 ∈ D(M) ∀w1 ∈ M(y1), w2 ∈ M(y2) : 〈w1−w2|y1−y2〉 ≥ 0,

where 〈 · | · 〉 denotes the scalar product in Y . A monotone operator M is called maximal
monotone, if its graph G(M) = ∪y∈D(M)(y,M(y)) ⊂ Y×Y does not have a proper extension
to a graph of another monotone operator. The following result is contained in many textbooks,
see, e.g., [Zei85, Thm. 55A] or [Bre73].

Theorem 2.2 Let Y be a real, separable Hilbert space and M : D(M) ⊂ Y → P(Y ) a
maximal monotone operator. Then, for each T > 0 the Cauchy problem

0 ∈ ˙̂y(t) +M(ŷ(t))− b(t) for almost every t ∈ [0, T ], ŷ(0) = ŷ0, (2.21)
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has, for each ŷ0 ∈ D(M) and each b ∈W1,1((0, T ), Y ), a unique solution ŷ ∈W1,1((0, T ), Y ).
In fact, we have ŷ ∈W1,∞((0, T ), Y ).

Moreover, two solutions ŷ1, ŷ2 associated with data (ŷ0
j , bj) satisfy the estimate

‖ŷ1(t)−ŷ2(t)‖ ≤ ‖ŷ0
1−ŷ0

2‖+
∫ t

0
‖b1(s)−b2(s)‖ds for t ∈ [0, T ]. (2.22)

In our rate-independent problems b will be related to ˙̀ and the values ofM must be closed
cones, as the valuesM(ŷ) of any maximal monotone operator are closed and convex and rate
independence givesM(ŷ) = γM(ŷ) for all γ > 0. To apply the above theorem to our problems
of Section 2.1 we let ŷ(t) = y(t) − A−1`(t) andM(ŷ) = −∂IC∗(−Aŷ). Then (DI) takes the
form

0 ∈ ˙̂y(t) +M(ŷ(t))− A−1 ˙̀(t), ŷ(0) = y0 − A−1`(0).

Clearly, ŷ(0) ∈ D(M) = { ŷ | M(ŷ) 6= ∅ } means −Aŷ(0) ∈ C∗ which is equivalent to
the stability condition y0 ∈ S(0) = A−1(`(0) − C∗). Moreover, M is a maximal monotone
operator, since it is the subdifferential of the lower semi-continuous, convex function ϕ : Y →
R∞; ŷ 7→ IC∗(−Aŷ), i.e., ϕ = I−A−1C∗ . For this choose the scalar product to be defined by A as
usual, namely 〈y1|y2〉 = 〈Ay1, y2〉; then it is easy to check that the Hilbert space subdifferential
using the scalar product ∂ϕ(ŷ) = {w ∈ Y | ∀ y ∈ Y : ϕ(y) ≥ ϕ(ŷ) + 〈w|y−ŷ〉 } is equal to
−NC∗(−Aŷ) as desired.

In principle this approach provides the desired existence result. However, it has the disad-
vantage that it strongly relies on the linearity of y 7→ DE(t, y) = Ay−`(t) and that it uses the
time derivative ˙̀.

Finally, let us mention that the restriction of y being a Hilbert space can be avoided by using
the theory of m-accretive operators on Banach spaces, see [Bar76] or [Vis94, Sect. XII.4] for a
short survey.

2.3.3 Doubly nonlinear problems

An approach better adapted to our needs is the theory of doubly nonlinear equations developed
in [CV90]. There, general equations of the type

0 ∈ R(ẏ(t)) + Σ0(y(t))− `(t) for a.a. t ∈ [0, T ], y(0) = y0, (2.23)

are studied, where R and Σ0 are (possibly multi-valued) maximal monotone operators on the
Hilbert space Y . Theorem 2.1 treats the case Σ0 = ∂U while R is general with linear growth.
Theorem 2.2 is dedicated to the caseR = ∂Ψ with strongly monotone Σ0. Finally, Theorem 2.3
assumesR = ∂Ψ and Σ0 = ∂U with minimal assumptions on the potentials Ψ and U . Theorem
2.2 is most suited for our purposes and we repeat it for the reader’s convenience.

Theorem 2.3 The Hilbert space Y is densely and compactly embedded into the Hilbert space
H . The dissipation potential Ψ : H → R∞ is convex and lower semi-continuous andR = ∂Ψ.
The mapping Σ0 : Y → Y ∗ is Lipschitz continuous and uniformly monotone, i.e.,

∃ c1, C2 > 0 ∀y1, y2 ∈ Y : ‖Σ0(y1)−Σ0(y2)‖Y ∗ ≤ C2‖y1−y2‖Y and
〈Σ0(y1)−Σ0(y2), y1−y2〉 ≥ c1‖y1−y2‖2

Y .
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Then, for every ` ∈ H1((0, T ), Y ∗) and every y0 with `(0) − Σ0(y0) ∈ D(LΨ) there exists a
solution y ∈ H1((0, T ), Y ) of (2.23).

Here LΨ denotes the Legendre-Fenchel transform of the convex function Ψ. In the case
of a Ψ which is 1-homogeneous, we have LΨ = IC∗ and thus D(LΨ) = C∗. Clearly, the
above theorem provides the solvability of our subdifferential formulation (SF) given in (2.1)
if we let Σ0(y) = Ay. However, for this general version involving monotone operators Σ0

instead of a linear and positive operator A we have to pay by making an additional assumption
on C∗ = ∂Ψ(0) ⊂ H = H∗. Since Y is compactly embedded in H , we find that C∗ ∩ { σ ∈
Y ∗ | ‖σ‖∗ ≤ ρ } is compact in Y ∗ for ρ > 0. This relates to the conditions of the closedness of
the stable set in the weak topology, which is central in the abstract Section 5.

It is interesting to note that the existence result for monotone operators is mostly obtained
by using regularization techniques, which replace the nonsmooth, multi-valued problem by a
classical Lipschitz continuous ordinary differential equation. The main technique is the Yosida
regularization which works for all maximal monotone operators (even for m-accretive opera-
tors), see [Zei85, Sect. 55.2]. If M : Y → P(Y ) is maximal monotone, then for all ε > 0 the
problem y + εM(y) = b has a unique solution, which we denote by y = Rε,M(b). The Yosida
regularization of M is then defined to be the operator

MY
ε : Y → Y ; y 7→ 1

ε
(y−Rε,M(y)).

Defining M0 via M0(y) = arg min{ ‖w‖ | w ∈ M(w) } we obtain the following standard
results: each MY

ε is Lipschitz continuous and maximal monotone, and for y ∈ D(M) we have
Mε(y)Y →M0(y) for ε→ 0 whereas y 6∈ D(M) implies ‖MY

ε (y)‖ → ∞.
Instead of solving the Cauchy problem (2.21) one then solves the regularized problem 0 =

ẏ(t) + MY
ε (y(t)) − b(t) which by Lipschitz continuity of MY

ε has a unique solution yε ∈
CLip([0, T ], Y ). Using the monotonicity properties it is then possible to show that the limit
y(t) = limε→0 yε(t) exists and solves (2.21).

The point here is that in the case of our interest the operator M is the subdifferential of
the characteristic function ϕ = IC with C = −A−1C∗ ⊂ Y . It is easy to see that Rε,M is
independent of ε and is equal to the orthogonal projection PC : Y → C ⊂ Y , i.e, PC(y) =
arg min{ ‖ŷ−y‖Y | ŷ ∈ C }. Thus, the Yosida regularization MY

ε takes the form

MY
ε (y) = 1

ε

(
y−PC(y)

)
= ∂Dε(y) where Dε(y) = 1

2ε
dist(y, C)2.

Thus, the regularized equation

0 = ẏ +MY
ε (y)− b(t) = ẏ + 1

ε

(
y−PC(y)

)
− b(t)

corresponds to the traditional viscoplastic approximation to plasticity. This fact was first noted
in [Ort81].

In [CV90] the doubly nonlinear problems (2.23) are regularized in a two-fold way. The
auxiliary problem is

0 ∈ εẏ(t) +R(ẏ(t)) +MY
ε (y(t))− `(t),

where the first term can be understood as a viscous friction term. To solve for ẏ we use
the operator Rε : v 7→ R1/ε,R(1

ε
v), which leads to the ordinary differential equation 0 =
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ẏ + Rε(Mε(y(t))−`(t)), which is Lipschitz continuous. We will consider related viscous regu-
larizations in Section 5.4. Such regularizations are important ifM is no longer strictly monotone
and thus solutions can develop jumps.

Note that the viscous regularization Rvis
ε = ε1+R for R = ∂Ψ is adjusted to the fact

that ∂Ψ is 1-homogeneous. For R(v) = Sign(v) the regularization ε1+R has a Lipschitz
continuous inverse, while the Yosida regularization RY

ε is bounded and hence not invertible,
namelyRY

ε (v) = min{1
ε
, 1
‖v‖}v.

2.3.4 Sweeping processes

Finally, we mention some special existence results related to the sweeping-process formulation
taken from [Mon93, Ch. 2&5]. The origins stem from Moreau, see, e.g., [Mor74]. There, for
y ∈ BV+([0, T ], Y ), the BV functions which are continuous from the right, the differential
measure dy and the associated Radon measure |dy| are defined such that dy([s, t]) =

∫ t
s

dy =
y(t)−y(s) and Diss‖·‖(y) =

∫
[s,t]
|dy|. The new point is that y may have jumps, i.e., t is a jump

point, if limr↘t y(r) = y(t) 6= y−(t) = lims↗t y(s). This implies |dy|({t}) = ‖y(t)−y−(t)‖
and dy({t}) = y(t)−y−(t). The important fact is that dy can be decomposed into a directional
part y′ and the length |dy| such that y′ is defined |dy|-almost everywhere and takes values in the
unit sphere { y ∈ Y | ‖y‖ = 1 }. One shortly writes y ′ = dy

|dy| .

For a given family (C(t))[0,T ] of closed convex sets, we can now formulate the sweeping
process using the normal cone NC(t)(y) ⊂ Y , which is defined via the scalar product on Y , as
follows

y(0) = y0 ∈ C(0), ∀ t ∈ [0, T ] : y(t) ∈ C(t),

− dy
|dy|(t) ∈ NC(t)(y(t)) for |dy|-almost every t ∈ [0, T ].

The existence of solutions in BV+([0, T ], Y ) can now be shown using special incremental prob-
lems or the Yosida regularization if one of the following conditions hold:

(A) [Mon93, Ch. 1, Thm. 1.5]: t 7→ C(t) is right-continuous and of bounded variation with
respect to the Hausdorff distance on closed sets.

(B) [Mon93, Ch. 2, Thm. 2.1]: t 7→ C(t) is Hausdorff continuous and eachC(t) has nonempty
interior (then y ∈ C0([0, T ], Y ) ∩ BV([0, T ], Y )), cf. Theorem 2.6.

(C) [Mon93, Ch. 2, Thm. 2.4]: Y is finite dimensional, there exists ρ > 0 and y0 ∈ Y with
Bρ(y0) ⊂ C(t) and t 7→ C(t) is lower semi-continuous from the right (i.e., ∀ t0 ∈ [0, T ) ∀O ⊂
Y open with O ∩ C(t0) 6= ∅ ∃ ε > 0 : O ∩ C(t) 6= ∅ for all t ∈ [t0, t0+ε]).

(D) [Mon93, Ch. 2, Thm. 2.4]: Y is finite dimensional, each C(t) has nonempty interior and
t 7→ C(t) is lower semi-continuous (i.e., ∀ t0 ∈ [0, T ] ∀O ⊂ Y open with O ∩ C(t0) 6= ∅ ∃ ε >
0 : O ∩ C(t) 6= ∅ for all t ∈ [t0−ε, t0+ε] ∩ [0, T ]).
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2.4 Continuity properties of the solution operator
In Sections 2.2 and 2.3 we have seen that associated with the linear operator A : Y → Y ∗ and
the dissipation functional Ψ = LIC∗ is a solution operator

H :

{
C∗×CLip([0, T ], Y ∗) → CLip([0, T ], Y ),

(σ0, `) 7→ y(·); with y(0) = y0 = A−1(`(0)−σ0),

where y solves any of the equivalent formulations in Section 2.1. In fact, the estimates (2.16),
(2.17) and (2.22) provided a first result on continuous-dependence for H. Here and below
we use the energy norm ‖y‖A = 〈Ay, y〉1/2 on Y and the dual norm on Y ∗, i.e., ‖σ‖∗ =
〈σ,A−1σ〉1/2.

In particular, we have established that H(·, `) defines a contraction semigroup, namely for
yj = H(σj, `) with fixed ` ∈ CLip we have

‖y1(t)−y2(t)‖A = ‖H(σ1, `)(t)−H(σ2, `)(t)‖A ≤ ‖σ1−σ2‖∗ = ‖y1(0)−y2(0)‖A (2.24)

for all t ∈ [0, T ].
So far, we have shown that H(σ0, ·) maps CLip([0, T ], Y ∗) into CLip([0, T ], Y ). However,

using the rate-independence, it can be easily seen thatH(σ0, ·) also maps W1,p([0, T ], Y ∗) into
W1,p([0, T ], Y ) for any p ∈ [1,∞] (where CLip = W1,∞ since Y is a Hilbert space). For this,
just note that ` ∈W1,p([0, T ], Y ∗) allows to define the new time variable

τ = α(t) = t+
∫ t

0
‖ ˙̀(s)‖ds ∈ [0, T◦] with T◦ = α(T ).

If β : [0, T◦] → [0, T ] is the inverse of α, then `◦ = ` ◦ β ∈ CLip([0, T◦], Y ∗), since `′◦(τ) =
(1+‖ ˙̀(β(τ))‖∗)−1 ˙̀(β(τ)) has a norm less than 1 a.e. in [0, T◦]. With the corresponding solution
y◦ = H(σ0, `◦) ∈ CLip([0, T◦], Y ) we are then able to obtain the solution y = H(σ0, `) in the
form y = y◦ ◦ α and find

‖ẏ‖Lp([0,T ],Y ) = ‖y′◦(α(·))α̇(·)‖Lp([0,T ],Y ) ≤ ‖y′◦‖L∞([0,T ],Y )‖α̇(·)‖Lp([0,T ])

≤ ‖y′◦‖L∞([0,T ],Y )

(
T 1/P + ‖ ˙̀‖Lp([0,T ],Y ∗)

)
,

since α̇ = 1+‖ ˙̀‖∗.
In [Kre99, Thm. 3.6] (see also [BS96]) we find the following general result, where the last

statement follows from (2.22).

Proposition 2.4 For each p ∈ [1,∞] the mappingH : C∗×W1,p([0, T ], Y ∗)→W1,p([0, T ], Y )
is continuous. Moreover, the mapping H : C∗×W1,1([0, T ], Y ∗) → C0([0, T ], Y ) is globally
Lipschitz continuous.

Remark 2.5 In [Kre99] the continuity results are formulated in terms of the play operator P
and the stop operator S and written in the Hilbert space setting with A = 1 and 〈y1|y2〉 =
〈Ay1, y2〉. In our setting the corresponding definitions are

y = P(σ0, `) = H(σ0, `) and σ = S(σ0, `) = `−Ay = `−AH(σ0, `) ∈ C0([0, T ], C∗),

such that S(σ0, `)(0) = σ0 and S + AP = 1.
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The next result states that H can be extended to an operator from C∗×C0([0, T ], Y ∗) into
BV([0, T ], Y ) ∩ C0([0, T ], Y ), if 0 is an interior point of C∗, which is equivalent to a lower
bound on Ψ:

B∗ρ(0) = { σ ∈ Y ∗ | ‖σ‖∗ ≤ ρ } ⊂ C∗ ⇐⇒ ∀ v ∈ Y : Ψ(v) ≥ ρ‖v‖A. (2.25)

For the reader’s convenience we give the main ingredients of the proof, which is a special case
of [Mon93, Ch.2, Thm. 2.1]. The solutions y = H(σ0, `) in the following result will solve the
weakened form (2.6) of the dual variational inequality which reads

∫ T
0
〈`(t)−Ay(t)− σ̃(t), dy(t)〉 ≥ 0 for all σ̃ ∈ C0([0, T ], C∗),

y(0) = A−1(`(0)−σ0).
(2.26)

See also [KL02, KV03] for generalizations to the space of regulated functions, i.e., to functions
which may be not continuous but have limits from the left and right at each point.

Theorem 2.6 Let C∗ and Ψ satisfy (2.25). Then, the operator H : C∗×W1,1([0, T ], Y ∗) →
W1,1([0, T ], Y ) can be extended to a continuous operator fromC∗×C0([0, T ], Y ∗) into C0([0, T ], Y ).
Moreover, H maps C∗×C0([0, T ], Y ∗) into BV([0, T ], Y ) ∩ C0([0, T ], Y ) and around each
(σ0, `) ∈ C∗×C0([0, T ], Y ∗) there exists a neighborhood B such that H : B → C0([0, T ], Y ∗)
is Hölder continuous with exponent 1/2.

Proof: By (2.24) it suffices to consider the case σ0 = 0. Choose any ̂̀ ∈ C0([0, T ], Y ∗),
then by uniform continuity there exists N ∈ N such that with tj = jT/N , j = 0, . . . , N , we
have ‖̂̀(t)−̂̀(tj)‖∗ ≤ ρ/3 for t ∈ [tj, tj+1]. Denote by B the set of all ` ∈ C0([0, T ], Y ∗) with
‖̂̀−`‖∞ ≤ ρ/6, then ‖`(t)−`(tj)‖∗ ≤ ρ/2 for t ∈ [tj, tj+1].

We show that for ` ∈ B ∩ W1,1([0, T ], Y ∗) the solutions y = H(0, `) have a uniformly
bounded variation. For t ∈ [tj, tj+1] we have, by using (E)loc from (2.8) and (2.25),

1
2

d
dt
‖Ay(t)−`(tj)‖2

∗ = 〈Ay−`(tj), ẏ〉 = 〈Ay−`(t), ẏ〉+ 〈`(t)−`(tj), ẏ〉
≤ −Ψ(ẏ) + ‖`(t)−`(tj)‖∗‖ẏ‖A ≤ −Ψ(ẏ) + ρ

2
‖ẏ‖A ≤ −1

2
Ψ(ẏ).

Thus, we conclude ‖Ay(tj+1)−`(tj)‖∗ ≤ δj := ‖Ay(tj)−`(tj)‖∗ and
∫ tj+1

tj
Ψ(ẏ(s))ds ≤ ‖Ay(tj)−`(tj)‖2

∗ − ‖Ay(tj+1)−`(tj)‖2
∗ ≤ δ2

j . (2.27)

This implies δj+1 ≤ δj + ‖`(tj+1)−`(tj)‖∗ ≤ δj + ρ/2. With δ0 = ‖Ay(0)−`(0)‖∗ = ‖σ0‖∗ we
find by induction δj ≤ ‖σ0‖∗+jρ/2. Adding (2.27) over j gives the a priori bound

ρ
∫ T

0
‖ẏ(t)‖Adt ≤

∫ T
0

Ψ(ẏ(t))dt ≤ N(‖σ0‖∗+Nρ/2)2 = KB. (2.28)

Now employ the estimate (2.17) to obtain for all `1, `2 ∈ B ∩W1,1([0, T ], Y ∗) the estimate

‖y1−y2‖2
C0([0,T ],YA) ≤ ‖A−1(`1(0)−`2(0))‖2

A + 2KB
ρ
‖`1−`2‖C0([0,T ],Y ∗).

Thus, by density there is a unique Hölder continuous extension ofH to all of B.

The a priori bound (2.28) can easily be extended to all small neighborhoods of compact sub-
sets of C0([0, T ], Y ∗). Uniform continuity results forH can be obtained by further assumptions.
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Theorem 2.7 (A) [Kre99, Thm. 4.1] If C∗ is uniformly strictly convex (see [Kre99, Def. 2.13]),
then there exists a monotone function β : [0,∞)→ [0,∞) with β(δ)→ 0 for δ → 0, such that
the operatorH : C∗×C0([0, T ], Y ∗)→ C0([0, T ], Y ) satisfies

‖H(σ1, `1)−H(σ2, `2)‖∞ ≤ max
{
‖(σ1−`1(0))− (σ2−`2(0))‖∗, β(‖`1−`2‖∞)

}
.

(B) [Kre99, Cor. 5.9], [Des98] Let C∗ satisfy B∗ρ(0) ⊂ C∗ ⊂ B∗R(0) and assume that for each
point σ ∈ ∂C∗ there exists a unique outward normal vector n(σ) of length 1 such that n :
∂C∗ → Y is Lipschitz continuous. Then, for each ballBR(0) = { ` ∈W1,1([0, T ], Y ∗)|‖`‖W1,1 ≤
R } there exists a Lipschitz constant LR such that

∀ σ1, σ2 ∈ C∗ ∀`1, `2 ∈ BR : ‖H(σ1, `1)−H(σ2, `2)‖W1,1 ≤ LR

(
‖σ1−σ2‖∗ + ‖`1−`2‖W1,1

)
.

See also [Kre99, Kre01] for certain counterexamples which show that without the given
conditions the results may fail. In particular, it is not sufficient that n : ∂C∗ → Y is C1, since
global Lipschitz continuity implies the boundedness of the derivative.

In [KP89] hysteresis problems with polyhedral characteristics are studied, i.e., C∗ has the
form

C∗ = { σ ∈ Y ∗ | ∀j = 1, . . . , K : 〈σ, nj〉 ≤ βj }, (2.29)

where nj ∈ Y with ‖nj‖ = 1 and βj > 0 are given. Denoting X = span{n1, . . . , nK} ⊂ Y
and X∗ = AX we may decompose Y and Y ∗ as follows:

Y = X ⊕X⊥ with X⊥ = { y ∈ Y | ∀j = 1, . . . , K : 〈Anj, y〉 = 0 }
and Y ∗ = X∗ ⊕X⊥∗ with X⊥∗ = AX⊥.

Thus, C∗ takes the form of a polyhedral cylinder Ĉ∗+X⊥∗ with Ĉ∗ = C∗∩X∗ and the Legrendre
transform gives Ψ(ẏ) = Ψ(ẋ+ ˙̂x⊥) = Ψ̂(ẋ). The important fact is that 0 ∈ X∗ is now an interior
point of Ĉ∗. Writing A = diag(AX , A

⊥), y = x+x⊥ and ` = `X + `⊥, the Legrendre transform
gives Ψ(ẋ+ẋ⊥) = Ψ̂(ẋ) and the subdifferential equation (SF) (2.1) decouples into

0 ∈ ∂Ψ̂(ẋ(t)) + AXx(t)− `X(t) in X∗ and 0 = A⊥x⊥(t)− `⊥(t) in X⊥∗ .

Hence, we find x⊥ by solving a static problem, namely x⊥(t) = A−1`⊥(t). Only, x : [0, T ] →
X has to be found by solving a hysteresis problem.

Theorem 2.8 [KP89, DT99] If C∗ is polyhedral as defined in (2.29), then there exist global
Lipschitz constants LC and LW such that the following holds (yj = H(σj, `j)):

∀ σ1, σ2 ∈ C∗ ∀`1, `2 ∈ C0([0, T ], Y ∗) :

‖y1−y2‖C0([0,T ],Y ) ≤ LC

(
‖σ1−σ2‖∗ + ‖`1−`2‖C0([0,T ],Y ∗)

)
,

∀ σ1, σ2 ∈ C∗ ∀`1, `2 ∈W1,1([0, T ], Y ∗) :

‖y1−y2‖W1,1([0,T ],Y ) ≤ LW

(
‖σ1−σ2‖∗ + ‖`1−`2‖W1,1([0,T ],Y ∗)

)
.
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Short and complete proofs of these results can be found in [Kre99, Sect. 6]. Further results
concerning the continuity of H with respect to changes in the set C∗ can be found in [Kre96].
If (Cm

∗ )m∈N is a sequence of closed convex sets containing 0 ∈ Y ∗ and converging in the
sense of the Hausdorff distance to C∗, then, for each p ∈ [1,∞), the convergence of the data
(σm, `m) → (σ, `) in Y ∗×W1,p([0, T ], Y ∗) implies the convergence of the solutions, namely
HCm∗ (σm, `m) → HC∗(σ, `) in W1,p([0, T ], Y ). If additionally all Cm

∗ are recession sets, then
the result holds as well with C0([0, T ], Y ∗) and C0([0, T ], Y ), respectively. In fact, in the light
of Theorem 2.6 it should be sufficient to assume that (2.25) holds uniformly for (Cm

∗ )m∈N and
that the property of recession sets is no longer needed.

3 Incremental problems and a priori estimates
For general nonlinear problems in discrete and continuum mechanics the assumption of convex-
ity is not reasonable. First, the constitutive laws may be nonmonotone giving rise to nonconvex
potentials and, second, even the underlying set of states may have no underlying structure any
more. Such situations are usually modelled by working on suitable subsets of Banach spaces
which are equipped either with the weak or the strong topology. Here we propose an abstract
approach which does not need any Banach space theory and thus highlights the fundamental
nature of the energy functionals E and D even more.

3.1 Abstract setup of the problem
To keep the connection with continuum mechanics we consider the set Y = F×Z as the basic
state space, cf. (2.10) for the same splitting in the linearized setting. Whenever possible we will
write y instead of (ϕ, z) to shorten notation. Note that the splitting is done such that changes in
z involve dissipation whereas those of ϕ do not. The state space Y is equipped with a Hausdorff
topology T = TF×TZ and we denote by yk

Y→ y, ϕk
F→ ϕ and zk

Z→ z the corresponding
convergence of sequences. Throughout it will be sufficient to consider sequential closedness,
compactness and continuity.

The first ingredient of the energetic formulation is the dissipation distance D : Z×Z →
[0,∞], which is a semi-distance, which means

(i) ∀ z1, z2 ∈ Z : D(z1, z2) = 0 ⇐⇒ z1 = z2,

(ii) ∀ z1, z2, z3 ∈ Z : D(z1, z3) ≤ D(z1, z2) +D(z2, z3).
(A1)

Here (i) is the classical positivity of a distance and (ii) the triangle inequality. Note that we
allow the value∞ and that we do not enforce symmetry, i.e., D(z1, z2) 6= D(z2, z1) is allowed,
as this is needed in many applications.

One major point of the theory is the interplay between the topology TZ and the dissipa-
tion distance. To have a typical nontrivial application in mind, one may consider Z = { z ∈
L1(Ω,Rk) | ‖z‖L∞ ≤ 1 } equipped with the weak L1-topology and the dissipation distance
D(z1, z2) = ‖z1−z2‖L1 .

For a given curve z : [0, T ]→ Z we define the total dissipation on [s, t] via

DissD(z; [s, t]) = sup{∑N
1 D(z(τj−1), z(τj)) |N∈N, s=τ0<τ1< · · ·<τN=t }. (3.1)
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Further we define the following set of functions:

BVD([0, T ],Z) := { z : [0, T ]→ Z |DissD(z; [0, T ]) <∞}.

The functions are defined everywhere and changing them at one point may increase the dissi-
pation. Moreover, the dissipation is additive:

DissD(z; [r, t]) = DissD(z; [r, s]) + DissD(z; [s, t]) for all r < s < t.

Later on, we will sometimes use the notationD(y0, y1) instead ofD(z0, z1) where yj = (ϕj, zj).
This slight abuse of notation will never lead to confusion, since D as a function on Y = F×Z
still satisfies all assumptions except of the positivity (A1)(i).

The second ingredient is the energy-storage functional E : [0, T ]×Y → R∞ := R ∪ {∞}.
Here t ∈ [0, T ] plays the rôle of a (very slow) process time which changes the underlying
system via changing loading conditions. We assume that for all y with E(t, y∗) < ∞ the
function t 7→ E(t, y∗) is differentiable, namely

There exist c(1)
E , c

(0)
E > 0 such that for all y∗ ∈ Y :

E(t, y∗) <∞ ⇒ ∂tE(·, y∗) : [0, T ]→ R is measurable
and |∂tE(t, y∗)| ≤ c

(1)
E (E(t, y∗)+c

(0)
E ).

(A2)

From (A2) and Gronwall’s inequality we easily derive

E(t, y)+c
(0)
E ≤ (E(s, y)+c

(0)
E )ec

(1)
E |t−s|, (3.2)

which implies the Lipschitz continuity of t 7→ E(t, y). The notion of self-controlling models in
[Che01, Che03] corresponds closely to our condition (A2).

Definition 3.1 A curve y = (ϕ, z) : [0, T ] → Y = F×Z is called an energetic solution of
the rate-independent system associated with (D, E), if t 7→ ∂tE(t, y(t)) is integrable and if the
global stability (S) and the energy equality (E) hold for all t ∈ [0, T ]:

(S) For all ŷ = (ϕ̂, ẑ) ∈ Y we have E(t, y(t)) ≤ E(t, ŷ) +D(z(t), ẑ).

(E) E(t, y(t)) + DissD(z; [0, t]) = E(0, y(0)) +
∫ t

0
∂tE(τ, y(τ))dτ .

The stability condition (S) can be rephrased by defining the set S(t) of stable states at time
t via

S(t) := { y ∈ Y | E(t, y) <∞, E(t, y) ≤ E(t, ŷ) +D(y, ŷ) for all ŷ ∈ Y },
S[0,T ] := { (t, y) ∈ [0, T ]×Y | y ∈ S(t) } = ∪t∈[0,T ](t,S(t)).

Then, (S) simply means that y(t) ∈ S(t) for all t ∈ [0, T ]. The properties of the stable sets turn
out to be crucial for deriving existence results.

The definition of solutions of (S) & (E) is such that it implies the two natural requirements
for evolutionary problems, namely that restrictions and concatenations of solutions remain
solutions. To be more precise, for any solution y : [0, T ]→ Y and any subinterval [s, t] ⊂ [0, T ],
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the restriction y|[s,t] solves (S) & (E) with initial datum y(s). Moreover, if y1 : [0, t] → Y and
y2 : [t, T ] → Y solve (S) & (E) on the respective intervals and if y1(t) = y2(t), then the
concatenation y : [0, T ] → Y solves (S) & (E) as well. Thus, the definition implies that if
solvability can be shown for all z0 ∈ S(0), then we have a multi-valued evolutionary semi-
group as explained in Section 1, see also [Bal97].

Rate-independence manifests itself by the fact that the problem has no intrinsic time scale.
It is easy to show that y is a solution for (D, E) if and only if the reparametrized curve ỹ :

t 7→ y(α(t)), where α̇ > 0, is a solution for (D, Ẽ) with Ẽ(t, y) = E(α(t), y). In particular,
the stability (S) is a static concept and the energy balance (E) is rate-independent, since the
dissipation defined via (3.1) is scale invariant like the length of a curve.

Before discussing the question of existence of solutions we want to point out, that the con-
cept of energetic solutions provides a priori bounds on the solutions. For the time-continuous
problem these bounds are easy to derive and the main structure becomes more transparent. Of
course, similar estimates will be crucial in the time-discrete setting. Using the assumption (A2)
the energy balance (E) gives

E(t, y(t)) + DissD(z, [0, t]) ≤ E(0, y(0)) +
∫ t

0
c

(1)
E (E(s, y(s))+c

(0)
E )ds. (3.3)

Omitting the dissipation and adding c(0)
E on both sides allows for an application of Gronwall’s

inequality and we obtain

E(t, y(t)) ≤ (E(0, y(0))+c
(0)
E )ec

(1)
E t − c(0)

E .

Inserting this again into (3.3) we can also estimate the dissipation via

DissD(z; [0, T ]) ≤ (E(0, y(0))+c
(0)
E )ec

(1)
E T ,

since E(t, y(t)) ≥ −c(0)
E by (A2).

Because of the rate-independence it is easily possible to generalize assumption (A2) to in-
clude absolutely continuous loadings instead of C1-loadings. We may replace (A2) by

∃ c(0)
E , λ ∈ L1([0, T ]) : |∂tE(t, y∗)| ≤ λ(t)(E(t, y∗)+c

(0)
E ).

We Λ(t) =
∫ t

0
λ(τ) dτ we easily find the estimates E(t, y)+c

(0)
E ≤ (E(s, y)+c

(0)
E )e|Λ(t)−Λ(s)|,

E(t, y(t)) ≤ (E(0, y(0))+c
(0)
E )eΛ(t) − c(0)

E and DissD(z; [0, T ]) ≤ (E(0, y(0))+c
(0)
E )eΛ(T ).

3.2 The time-incremental problem
The most natural approach to solve (S) & (E) is via time discretization using the fact that incre-
mental problems exist which are minimization problems. Using the classical approach for the
direct method in the calculus of variations (cf. [Dac89]) it is possible to find solutions as min-
imizers of a lower semi-continuous functional on Y . For this we make the following standard
assumptions:

E(·, ·) : Y×[0, T ]→ R∞ has compact sublevels,
D : Z×Z → [0,∞] is lower semi-continuous.

(A3)



3.3 Energetic a priori bounds 23

Here the sublevels Lα of E are defined via Lα := { (t, y) ∈ [0, T ]×Y | E(t, y) ≤ α }. Compact-
ness of all Lα implies lower semi-continuity, in particular each E(t, ·) : Y×R∞ will be lower
semi-continuous. In the standard case Y is a closed, convex and bounded subset of a reflexive
Banach space (like the Sobolev space W1,p(Ω,Rm) with p ∈ (1,∞)) equipped with its weak
topology T . Then, lower semi-continuity of E andD in (Y, T ) is the same as the classical weak
lower semi-continuity in the calculus of variations, see [Dac89].

For the time discretization we choose a partition (tk)k ∈ PartN([0, T ]) and seek for a yk
which approximates the solution y at tk, i.e., yk ≈ y(tk). Our energetic approach has the major
advantage that the values yk can be found incrementally via minimization problems. Since the
methods of the calculus of variations are especially suited for applications in material modeling
this will allow for a rich field of applications.

In our general setting the incremental problem (IP) takes the following form:

(IP)
For y0 ∈ S(0) ⊂ Y find y1, . . . , yN ∈ Y such that

yk ∈ Arg min{ E(tk, y)+D(yk−1, y) | y ∈ Y } for k = 1, . . . , N.
(3.4)

Here “Arg min” denotes the set of all minimizers. The following result shows that (IP) is
intrinsically linked to (S) & (E).

3.3 Energetic a priori bounds

Without any smallness assumptions on the time steps, the solutions of (IP) satisfy properties
which are closely related to (S) & (E).

Theorem 3.2 Let (A1) and (A2) hold. Any solution of the incremental problem (3.4) satisfies
the following properties:
(i) For k = 0, . . . , N we have that yk is stable at time tk, i.e., yk ∈ S(tk);
(ii) For k = 1, . . . , N we have∫ tk

tk−1
∂sE(s, yk)ds ≤ ek − ek−1 + δk ≤

∫ tk
tk−1

∂sE(s, yk−1)ds,
where ej = E(tj, yj) and δk = D(zk−1, zk).

(iii) If (A3) holds, then solutions of (IP) exist.

Proof: ad (i). The stability follows from minimization properties of the solutions and the
triangle inequality. For all ŷ ∈ Y and we have

E(tk, ŷ) +D(zk, ẑ) = E(tk, ŷ) +D(zk−1, ẑ) +D(zk, ẑ)−D(zk−1, ẑ)

≥ E(tk, yk) +D(zk−1, zk) +D(zk, ẑ)−D(zk−1, ẑ) ≥ E(tk, yk).

ad (ii). The first estimate is deduced from yk−1 ∈ S(tk−1) as follows:

E(tk, yk) +D(zk−1, zk)− E(tk−1, yk−1) =

E(tk−1, yk)+
∫

[tk−1,tk ]
∂sE(s, yk)ds+D(zk−1, zk)−E(tk−1, yk−1) ≥

∫
[tk−1,tk ]

∂sE(s, yk)ds.
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Since yk ∈ Arg min{ E(tk, y) +D(zk−1, z) | y ∈ Y } the second estimate follows via

E(tk, yk)− E(tk−1, yk−1) +D(zk−1, zk)

≤ E(tk, yk−1)− E(tk−1, yk−1) +D(zk−1, zk−1) =
∫

[tk−1,tk]
∂sE(s, yk−1)ds.

(3.5)

ad (iii). The minimizers are constructed inductively. In the k-th step yk−1 is known and any
minimizer y has to satisfy Jk(y) := E(tk, y) + D(zk−1, z) ≤ E(tk, yk−1) = Jk(yk−1) since
y = yk−1 is a candidate. Using D ≥ 0 it suffices to minimize the lower semi-continuous
functional Jk on the compact sublevel E(tk, ·) ≤ E(tk, yk−1). Hence, Weierstraß’ extremum
principle provides the existence of a minimizer yk.

Now we use assumption (A2) to obtain a priori bounds on the energy and the dissipation for
the solution of (IP). Combining (A2), (3.2) and the upper estimate in (ii) of Theorem 3.2 give

ek + δk ≤ ek−1 + (c
(0)
E +ek−1)

(
ec

(1)
E (tk−tk−1) − 1

)
(3.6)

= (c
(0)
E +ek−1)ec

(1)
E (tk−tk−1) − c(0)

E . (3.7)

Using δk ≥ 0 and (3.7), induction over k leads to

c
(0)
E +ek ≤ (c

(0)
E +e0)

∏k
j=1 ec

(1)
E (tj−tj−1) = (c

(0)
E +e0)ec

(1)
E tk for k = 1, . . . , N. (3.8)

For the dissipated energy we find the we can estimate

∑k
j=1 δj ≤(3.6) e0 − ek +

∑k
j=1(c

(0)
E +ej−1)(ec

(1)
E (tj−tj−1) − 1)

≤(3.8) (c
(0)
E +e0)− (c

(0)
E +ek) + (c

(0)
E +e0)

∑k
1(ec

(1)
E tj−ec

(1)
E tj−1)

≤ (c
(0)
E +e0)ec

(1)
E tk ,

where c(0)
E +ek ≥ 0 was used in the last step.

For each incremental solution (yk)k=1,...,N of (IP) associated with a partition Π ∈ PartN([0, T ])
wedefine the piecewise constant interpolant Y Π with

Y Π(T ) = yN and Y Π(t) = yk−1 for t ∈ [tk−1, tk), where k = 1, . . . , N. (3.9)

Corollary 3.3 Assume that (A1) and (A2) hold and let Π ∈ PartN([0, T ]). Then, for any
solution (yk)k=0,...,N of (IP) the interpolant Y Π = (ϕΠ, zΠ) : [0, T ] → F×Z satisfies the
following three properties

(1): (S)discr For t ∈ Π we have Y Π(t) ∈ S(t);

(2) (E)discr For s, t ∈ Π with s < t we have the energy estimate
E(t, Y Π(t)) + DissD(zΠ; [s, t]) ≤ E(s, Y Π(s)) +

∫ t
s
∂τE(τ, Y Π(τ))dτ ;

(3) For all t ∈ [0, T ] we have the a priori estimates (with E0 = E(0, y0)+c
(0)
E )

E(t, Y Π(t)) ≤ E0 ec
(1)
E t−c(0)

E , and DissD(zΠ; [0, T ]) ≤ E0 ec
(1)
E T . (3.10)
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3.4 The condensed and reduced incremental problem
Recall the incremental problem in the form

(ϕk, zk) ∈ Arg min{ E(tk, ϕ̂, ẑ) +D(zk−1, ẑ) | (ϕ̂, ẑ) ∈ F×Z }. (3.11)

In many applications in continuum mechanics a specific feature occurs, namely that E(t, ϕ, z)
andD(z0, z) depend only locally on z, in the sense that at x ∈ Ω the integral over Ω uses z only
through its point value z(x). Hence, z can be eliminated pointwise. We define the condensed
energy density W cond and the update function Zupdate for the internal variable via

W cond(zold; x, F ) := min{W (x, F, z) +D(x, zold, z) | z ∈ Z },
Zupdate(zold; x, F ) ∈ Arg min{W (x, F, z) +D(x, zold, z) | z ∈ Z }.

(3.12)

With this we obtain a functional E cond(zold; t, ϕ) =
∫

Ω
W cond(zold; Dϕ)dx−〈`ext(t), ϕ〉 and the

solution of (3.11) is equivalent to finding ϕk ∈ Arg min{ E cond(zk−1; tk, ϕ̂) | ϕ̂ ∈ F } and then
letting zk = Zupdate(zk−1; Dϕk). For more details we refer to [Mie03a, Mie04b].

The above condensation is very useful for computational purposes and it also allows for an
existence theory for (IP) in the case of finite-strain elastoplasticity, see [Mie04b]. However,
for the mathematical theory associated with the time-continuous problem (S) & (E) it seems
advantageous to reduce the problem to the z-variable alone. The major difficulty in considering
the pair y = (ϕ, z) is that ϕ ∈ F does not appear in the dissipation. Hence, by (S), ϕ(t)
will always be a global minimizer of E(t, ·, z(t)). But otherwise we have no control over the
temporal oscillations in the approximate functions ϕN : [0, T ]→ F .

A first possible approach to tackle this difficulty is to introduce the reduced energy func-
tional

E red(t, z) = min{ E(t, ϕ, z) | ϕ ∈ F }.
However, in general we will lose the exact control, since E red is no longer explicit. In particular,
the differentiability of t 7→ E red(t, z) is not guaranteed in general. At the moment, there is only
one way out, which is not always acceptable: We simply restrict ourselves to problems where
the minimizer ϕ = Φ(t, z) of E(t, ·, z) is unique and depends continuously on (t, z). Then,
E red(t, z) = E(t,Φ(t, z), z) and ∂tE red(t, z) = ∂tE(t,Φ(t, z), z).

The same assumption is needed if we keep the ϕ-variable. In this second approach the
bottleneck is the assumption (A4) which states that the dissipation controls convergence in
Y = F×Z . Of course, this has to be true only on V[0,T ] = R[0,T ]∩S[0,T ]. Note that (ϕ, z) ∈ S(t)
already implies ϕ = Φ(t, z). Hence, (A4) can be satisfied by assuming that (A4) holds for
D̃ : Z×Z → [0,∞] and that Φ is continuous.

This uniqueness assumption will be used in Sections 7.3 and 7.5, see also [MTL02, MR03,
KMR04]. However, in Section 7.6 this uniqueness can be dispensed with.

3.5 Lipschitz bounds via convexity
As we have seen in the quadratic case, we are able to obtain also Lipschitz bounds, if convexity
of E(t, ·) is used. Classical convexity theory involves a Banach space Y as the basic state space.
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Then, a function f : Y → R∞ is called uniformly convex, if there exists α > 0 such that for all
y0, y1 ∈ Y we have

f(yθ) ≤ (1−θ)f(y0) + θf(y1)− α
2
θ(1−θ)‖y1−y0‖2, where yθ = (1−θ)y0 + θy1.

This notion can be generalized to arbitrary metric spaces by using so-called geodesical convex-
ity. So let (Y, d) be a general metric space. For each y0, y1 ∈ Y we define the set

[y0, y1]θ = { y ∈ Y | d(y, y0) = θd(y0, y1) and d(y, y1) = (1−θ)d(y0, y1) }

We define the following convexity notions for f : Y → R∞:

f convex: ∀ y0, y1 ∈ Y ∀ θ ∈ (0, 1) ∃ y ∈ [y0, y1]θ : f(y) ≤ (1−θ)f(y0) + θf(y1);

f strictly convex: ∀ y0, y1 ∈ Y ∀ θ ∈ (0, 1) ∃ y ∈ [y0, y1]θ : f(y) < (1−θ)f(y0) + θf(y1);

f α-convex: ∀ y0, y1 ∈ Y ∀ θ ∈ (0, 1) ∃ y ∈ [y0, y1]θ :

f(y) ≤ (1−θ)f(y0) + θf(y1)− α
2
θ(1−θ)d(y0, y1)2.

For strictly convex Banach spaces the sets [y0, y1]θ are singletons and the above notions coincide
with the classical ones. If an α-convex function f is two-times differentiable, then D2f satisfies
D2f(y)[v, v] ≥ α‖v‖2. We again use the notion uniformly convex, if we have α-convexity for
some α > 0.

The major difficulty in general rate-independent problems is that the dissipation distance D
is not convex, even if Y is a Banach space. For instance, we may consider a system Ẽ , D̂ on
Y which is a Banach space and D̂ has the form D̂(ŷ0, ŷ1) = Ψ(ŷ1−ŷ0). Doing a coordinate
transformation ŷ = Φ(y) we arrive at the transformed dissipation distance D : (y0, y1) 7→
D̂(Φ(y0),Φ(y1)), which is no longer convex on Y×Y if Φ is a nonlinear mapping. However,
with respect to the transformed metric d : (y0, y1) 7→ ‖Φ(y1)−Φ(y0)‖ geodesic convexity is
preserved.

It should be noted that our dissipation distance is in general different from the metric to be
considered. For instance we want to allow for D assuming the value +∞ and for unsymmetry.
It is also important to note, that in general the function d(y∗, ·) : y 7→ d(y∗, y) is not geodesically
convex on (Y, d), for instance the arc-length distance on S1. However, on S1 nonconstant convex
functions exist, but they must attain the value +∞.

Theorem 3.4 Assume that E andD are defined on the metric space (Y, d) and satisfy (A2) and
the following two conditions:

∃α > 0 ∀ (t, y) ∈ [0, T ]×Y : ŷ 7→ E(t, ŷ) +D(y, ŷ) is α-convex (3.13)

∀ t ∈ [0, T ] ∀ y0, y1 ∈ Y : |∂tE(t, y0)−∂tE(t, y1)| ≤ C3d(y0, y1). (3.14)

Then, any solution y : [0, T ]→ Y of (S) & (E) satisfies the estimate

∀ s, t ∈ [0, T ] : d(y(s), y(t)) ≤ C3

α
|t−s|.

Moreover, the solution (yk)k=0,1,...,N of (IP) is unique and satisfies

∀ k = 1, . . . , N : d(yk−1, yk) ≤ 2 C3

α
(tk−tk−1).
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Proof: We use the fact that for the minimizer y∗ of an α-convex function f we always have
f(y) ≥ f(y∗) + α

2
d(y, y∗)2, hence it is unique.

For the first assertion we use y(s) ∈ S(s), D(y(s), y(t)) ≤ DissD(y; [s, t]) and (E):

α
2
d(y(s), y(t))2 ≤ E(s, y(t)) +D(y(s), y(t))− E(s, y(s))

≤ E(t, y(t)) + DissD(y; [s, t])− E(s, y(s))−
∫ t
s
∂rE(r, y(t))dr

≤
∫ t
s
[∂rE(r, y(r))−∂rE(r, y(t))]dr.

For fixed t > 0 let δ(s) = d(y(s), y(t)), then δ(s)2 ≤ 2C3

α

∫ t
s
δ(r) dr for s ∈ [0, t]. Now, let

h(τ) =
∫ t
t−τ δ(r) dr for τ ≥ 0, then h(0) = 0 and h′(τ) ≤ (2C3h(τ)/α)1/2. This implies

h(τ) ≤ C3τ
2/(2α) and hence δ(t−τ) ≤ (C3τ/α)2, which is the desired result.

The second assertion follows in the same way by using Thm. 3.2(i) and (ii):

α
2
d(yk, yk−1)

2 ≤
∫ tk
tk−1

[∂rE(r, yk−1)−E(r, yk)]dr ≤ C3(tk−tk−1)d(yk, yk−1),

which proves the claim.

With this result we supply Lipschitz continuity results for the solution of (S) & (E) and of
(IP). They will be useful in the construction of solutions.

Example 3.5 We illustrate the concept with a simple example on Y = R. Take the energy
functional E(t, y) = (y−`(t))2/2 and the dissipation metric

Ψ(y, ẏ) = h(y)|ẏ|, where h(z) =

{
1+a− a sign(z) for |z| ≥ 1,

1+a− az for |z| ≤ 1,

where a > 0. It is easy to see that the associated dissipation distance is given by D(y0, y1) =
|H(y1)−H(y0)| with H(y) =

∫ y
0
h(s)ds.

Thus, using the classical distance d(y0, y1) = |y1−y0| onR, we see that y 7→ E(t, y)+D(y0, y)
is (geodesically) α-convex, for α = inf{ E ′′(t, y)+∂2

yD(y0, y) | y ∈ R }. Thus, for y0 ≥ 1 we
obtain α = 1 and for y0 < 1 we have α = 1−a. In particular, y0 < 1 and a > 1 imply that
convexity is lost and uniqueness of minimizers and Lipschitz bounds are no longer valid.

3.6 A simplified incremental problem
If Y is a Banach space Y and the dissipation distance D is implicitly defined through a dissipa-
tion potential Ψ : Y×Y → [0,∞] via

D(y0, y1) := inf{
∫ 1

0
Ψ(y(t), ẏ(t))dt | y ∈ C1([0, 1], Y ), y(0) = y0, y(1) = y1 },

then it is desirable to approach the differential inclusion

0 ∈ ∂vΨ(y, ẏ) + DE(t, y) ⊂ Y ∗

via an incremental problem which avoids D and uses Ψ instead. Under suitable conditions we
have

D(y0, y0+εv) = εΨ(y0, v) + ε2

2
DzΨ(y0, v)[v] + o(ε2).
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Thus, if some convexity is available then we may hope that the increments are small and thus
it should suffice to approximate D(y0, y1) by Ψ(y0, y1−y0). This leads to the following incre-
mental problem:

(ĨP)
For y0 ∈ S(0) find y1, . . . , yN ∈ Y such that

yk ∈ Arg min{ E(tk, y)+Ψ(yk−1, y−yk−1) | y ∈ Y }. (3.15)

The function Ψ(y, ·) is always convex, hence the solutions yk are unique as soon as E(tk, ·)
is strictly convex. Thus, (ĨP) is solvable, but we find no counterpart to Thm. 3.2 concerning
stability and energy inequalities. The problem is that we do not have a counterpart to the triangle
inequality. To obtain useful bounds we need the dependence of Ψ(z, v) on z to be sufficiently
mild.

In general we need the following smallness assumption:

∃ψ∗ > 0 ∃α > ψ∗ such that E(t, ·) is α-convex
and ∀ v, y1, y2 ∈ Y : |Ψ(y1, v)−Ψ(y2, v)| ≤ ψ∗d(y1, y2)‖v‖. (3.16)

Then the incremental solutions as well as time-continuous solutions satisfy an a priori Lipschitz
bound. From (̃IP) and α-convexity we obtain

∀ y ∈ Y : E(tj, yj) + Ψ(yj−1, yj−yj−1) + α
2
d(y, yj)

2 ≤ E(tj, y) + Ψ(yj−1, y−yj−1).

As shorthand we introduce δj = d(yj, yj−1). Fixing k we use the above estimate with j = k
and y = yk−1 and add this to the estimate obtained with j = k−1 and y = yk. This gives (a):

αδ2
k ≤(a) E(tk, yk−1)− E(tk, yk) + E(tk−1, yk)− E(tk−1, yk−1)

+ 0−Ψ(yk−1, yk−yk−1) + Ψ(yk−2, yk−yk−2)− Ψ(yk−2, yk−1−yk−2)

≤(b)
∫ tk
tk−1

∂rE(r, yk−1)−∂rE(r, yk)dr −Ψ(yk−1, yk−yk−1) + Ψ(yk−2, yk−yk−1)

≤(c) C3(tk−tk−1)δk + ψ∗δk−1δk.

For (b) we use the fact that Ψ(yk−2, ·) satisfies the triangle inequality and (c) follows from (3.14)
and (3.16). After dividing by αδk we find the recurrence relation

δk ≤ C3

α
(tk−tk−1) + ψ∗

α
δk−1,

which provides the desired a priori bound on δk, since ψ∗/α < 1.
In Example 3.5 the condition ψ∗/α < 1 takes the from ψ∗ = ‖h′‖∞ = |a| < 1 since α = 1.

4 Convex energies
In this section we treat the case of general, uniformly convex energies E on a reflexive Banach
space Y (which in most cases will, in fact, be a Hilbert space). Since in this section the distinc-
tion between the elastic variable ϕ ∈ F and the dissipative variable z ∈ Z is not of importance,
we will use exclusively the variable y and write D(y0, y1) instead of D(z0, z1). The point is, of
course, thatD(y0, y1) = 0 does not imply y0 = y1. Similarly, Ψ(y, v) = 0 will not imply v = 0.
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In most parts we will follow [MT04] and use the classical convexity with respect to the linear
Banach space structure, since the general theory of geodesic convexity is not developed enough.
However, in Section 4.3 we will address the question of more general concepts of convexity.
By strict convexity on a Banach space Y the energetic formulation (S) & (E) is equivalent to the
variational inequality (VI) or to the subdifferential formulation (SF):

(VI) ∀ v ∈ Y : 〈DE(t, y(t)), y− ẏ(t)〉+ Ψ(y(t), v)− Ψ(y(t), ẏ(t)) ≥ 0,

(SF) 0 ∈ ∂vΨ(y(t), ẏ(t)) + DE(t, y(t)) ⊂ Y ∗.

In fact, in (SF) it suffices to use the subdifferential ∂E(t, y(t)) in the case of a nondifferentiable,
convex energy.

However, in this section we will always assume smoothness, namely

E ∈ C3([0, T ]×Y,R) satisfies (A1) and
for each E0 > 0 there exist constants Cty, Cyyy, Ctyy > 0, such that

E(0, y) ≤ E0 =⇒
{
‖DE(t, y)‖, ‖D2E(t, y)‖, ‖∂tDE(t, y)‖ ≤ Cty

‖D3E(t, y)‖ ≤ Cyyy, ‖∂tD2E(t, y)‖ ≤ Ctyy.

(C1)

In the quadratic case of Section 2 both constants Ctyy and Cyyy are equal to 0.
The second major assumption is of course uniform convexity, i.e.,

∃α > 0 ∀ v, y ∈ Y : 〈D2E(t, y)v, v〉 ≥ α‖v‖2. (C2)

Because of C2-regularity this condition is equivalent to α-convexity as defined in Section 3.5,
namely

E(t, (1−θ)y0+θy1) ≤ (1−θ)E(t, y0) + θE(t, y1)− α
2
(1−θ)θ‖y1−y0‖2.

In Section 4.1 we will treat the case of a translation invariant dissipation metric, i.e., DyΨ ≡
0, and in Section 4.3 we will consider partial results in cases where Ψ really depends on y. In
any case Ψ : Y×Y → [0,∞] will always be such that Ψ(z, ·) : Y → [0,∞] is 1-homogeneous,
convex and lower semi-continuous. The value +∞ is allowed as well as Ψ(z, v) = 0 for
v 6= 0. Recall that typical applications in continuum mechanics relate to spaces Y = L2(Ω) and
Ψ(y, v) = ‖v‖L1(Ω) =

∫
Ω
|v(x)| dx. Thus, we do not need any of the assumptions Ψ(z, v) ≥

ρ1‖v‖ or Ψ(y, v) ≤ ρ2‖v‖ with ρj > 0 (which would mean equivalently for C∗(y) = ∂Ψ(z, 0)
the inclusions B∗ρ1

(0) ⊂ C∗(y) and C∗(z) ⊂ B∗ρ2
(0), respectively).

4.1 Translation invariant dissipation distances
Like in [MT04] we consider the case DyΨ ≡ 0, i.e., Ψ(y, v) = Ψ(v):

Ψ : Y → [0,∞] is convex, 1-homogeneous and lower semi-continuous. (C3)

As a consequence the dissipation distance D : Y×Y → [0,∞] has a simple form and the
closed, convex sets C∗(y) = ∂Ψ(y, 0) are constant:

D(y0, y1) = Ψ(y1−y0) and C∗ = ∂Ψ(0) ⊂ Y ∗.
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By smoothness and convexity of E the stable sets can be characterized as

S(t) = { y ∈ Y | −DE(t, y) ∈ C∗ }.

Note that in general these sets are not convex unless E(t, ·) is quadratic, see Example 5.12. In
particular, S(t) will in general be strongly closed but not weakly closed.

The major advantage in assuming that Ψ is translation invariant is that in the variational
inequality (VI) we can compare two solutions. For instance, if y1 and y2 are solutions of

(VI) ∀ v ∈ Y : 〈DE(t, y(t)), v−ẏ(t)〉+ Ψ(v)− Ψ(ẏ(t)) ≥ 0, (4.1)

then we may test with vj = ẏ3−j(t) and add the two inequalities to obtain

〈DE(t, y1(t))−DE(t, y2(t)), ẏ1(t)−ẏ2(t)〉 ≤ 0, (4.2)

which generalizes the basic monotonicity estimate employed in Section 2.2 to show that in the
quadratic case the hysteresis operator defines a contraction semigroup, see (2.16).

We will first use this estimate to prove an existence result and then show that similar methods
allow us to establish existence via proving strong convergence of the solutions obtained by the
time-incremental method.

Proposition 4.1 If the assumption (C1) to (C3) hold, then the variational inequality (4.1) has
for each y0 ∈ S(0) at most one solution with y(0) = y0.

Proof: Let y1 and y2 be two solutions. By Theorem 3.4 we know that each solution must be
Lipschitz continuous, hence ẏj(t) exist a.e. in [0, T ] and satisfies ‖ẏj(t)‖ ≤ K. With DEj =
DE(t, yj(t)) define

γ(t) = 〈DE1−DE2, y1(t)−y2(t)〉 ≥ α‖y1(t)−y2(t)‖2,

where we used α-convexity of E . Moreover, we have

γ̇(t) = 〈∂tDE(t, y1)−∂tDE(t, y2), y1−y2〉+ 〈r∗1, ẏ1〉+ 〈r∗2, ż2〉

where r∗j = 2(DEj−DE3−j) + b∗j with b∗j = D2E(t, yj)[yj−y3−j] − DEj + DE3−j. Using (C1)
we find ‖b∗j‖∗ ≤ Cyyy‖y1−y2‖2 and ‖∂tDE(t, y1)−∂tDE(t, y2)‖ ≤ Ctyy‖y1−y2‖ which leads to

γ̇ ≤ Ctyy‖y1−y2‖2 + Cyyy‖y1−y2‖2(Lip(y1)+Lip(y2)) + 2〈DE1−DE2, ẏ1−ẏ2〉
≤ (Ctyy + Cyyy2K)‖y1−y2‖2 + 0 ≤ (Ctyy + Cyyy2K)γ/α,

where we have used (4.2) in the second estimate. Thus, Gronwall’s estimate implies the desired
result if γ(0) = 0.

Another way to establish uniqueness without the above strong smoothness condition (C1)
and the α-convexity in (C2) is possible, if the stable sets S(t) are convex, see [MT04, Sect. 5]
for sufficient conditions.
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Theorem 4.2 If E has the form E(t, y) = U(y)− 〈`(t), y〉 where U is strictly convex and if the
stable sets S(t) are convex for all t ∈ [0, T ], then for each initial condition y0 ∈ S(0) there is
at most one solution to (S) & (E).

Proof: Let yj : [0, T ] → Y be two solutions with yj(0) = y0 and ỹ(t) = 1
2
(y1(t)+y2(t)). By

the convexity of the stable sets we know that ỹ(t) ∈ S(t) and thus ỹ satisfies (S).
Now assume y2(t) 6= y1(t) for some t > 0. Using strict convexity of U , the energy balance

(E) of (2.9) and the linearity of ∂tE , we obtain

E(t, ỹ(t))+DissΨ(ỹ; [0, t]) < 1
2
[E(t, y2(t))+E(t, y1(t)) + DissΨ(y2; [0, t])+DissΨ(y1; [0, t])]

= 1
2
[E(0, y2(0))+E(0, y1(0))]−

∫ t
0

1
2
[〈 ˙̀, y2〉+ 〈 ˙̀, y1〉]ds = E(0, y0) +

∫ t
0
∂tE(s, ỹ(s))ds.

However, as in Proposition 5.7 it can be shown that (S) implies the opposite energy inequality,
i.e., E(t, ỹ(t)) + DissΨ(ỹ; [0, t]) ≥ E(0, y0) +

∫ t
0
∂tE(s, ỹ(s))ds. This produces a contradiction

and we conclude y1 ≡ y2.

The following result was first established in [MT04, Sect. 7]. For the readers convenience
we repeat the main steps, since the proof of Prop. 7.2 contains several wrong signs. The proof
is an adaptation of the strong convergence result in [HR95, HR99] for the quadratic case.

Theorem 4.3 The assumption (C1) to (C3) hold. Then, the variational inequality (4.1) has
for each y0 ∈ S(0) a unique solution y ∈ CLip([0, T ], Y ) with y(0) = y0 depends Lipschitz
continuously on the initial value y0 ∈ S(0).

Moreover, the solutions Y Π : [0, T ]→ Y (cf. (3.9)) of the incremental problem (IP) in (3.4)
associated with a partition Π are unique and converge strongly to the unique solution such that

‖Y Π−y‖L∞([0,T ],Y ) ≤ C
√
f(Π),

where f(Π) = min{ ti−ti−1 | i=1, . . . , N } is the fineness of the partition and where C is
independent of the solution and of the partition.

The uniqueness part and the Lipschitz continuity in the initial condition was established
already in Proposition 4.1. For the existence and the strong convergence the following lemma
is crucial.

Proposition 4.4 Let E1 and E2 satisfy the assumptions (C1) to (C3) and let y0 ∈ S(0) be given.
Set

ρ = sup{ ‖DE1(t, y)−DE2(t, y)‖∗ | E(t, y) ≤ (E(0, y0)+c
(0)
E )ec

(1)
E t−c(0)

E }
Then, there exists a constant C0 > 0 such that for any partition Π the associated solution Y Π

1

and Y Π
2 satisfy

‖Y Π
1 −Y Π

2 ‖L∞([0,T ],Y ) ≤ C0
√
ρ.

Proof: We introduce the notation σj(t, y) = DE j(t, y), ek = y1
k−y2

k and the difference operator
τkζ = ζk−ζk−1 where ζ stands for t, yj, σj(t, ylk) or e.

The incremental solutions (yjk)k=0,...,N are defined via the variational inequality

∀ v ∈ Y : 〈σj(tk, yjk), v−τkzj〉+ Ψ(v)−Ψ(τky
j) ≥ 0.
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Choosing v = τky
3−j and adding the equations for j = 1 and 2 gives the discrete counterpart to

(4.2), namely
〈σ1(tk, z

1
k)− σ2(tk, z

2
k), τke〉 ≤ 0. (4.3)

As in the uniqueness proof we introduce a energetic quantity γk which controls the error ek =
y1
k−y2

k because of α-convexity:

γk = 〈σ1(tk, y
1
k)−σ1(tk, y

2
k), ek〉 = 〈DE1(tk, y

1
k)−DE1(tk, y

2
k), y

1
k−y2

k〉 ≥ α‖y1
k−y2

k‖2 = α‖ek‖2.

The increment τkγ = γk − γk−1 can be estimated via (4.3) as follows

τkγ = 〈σ1(tk, y
1
k)− σ1(tk, y

2
k), τke〉+ 〈τk(σ1(tk, y

1
k)− σ1(tk, y

2
k)), ek−1〉

= 2〈σ1(tk, y
1
k)− σ2(tk, y

2
k), τke〉+ βk ≤ βk

where βk takes the form

βk = 〈Akek−Ak−1ek−1, ek−1〉 − 〈Akek, τke〉 − 2〈σ1(tk, y
2
k)− σ2(tk, y

2
k), τke〉

= −〈Akτke, τke〉+ 〈(Ak−Ak−1)ek−1, ek−1〉 − 2〈σ1(tk, y
2
k)− σ2(tk, y

2
k), τke〉.

The symmetric operators Ak ∈ Lin(Y, Y ∗) are defined via Ak =
∫ 1

0
D2E1(tk, y

2
k+θek) dθ and

satisfy Akek = σ1(tk, y
1
k)−σ1(tk, y

2
k). By convexity and three–times differentiability we obtain

〈Aky, y〉 ≥ 0 and ‖Ak−Ak−1‖ ≤ Ctyyτkt + Cyyy
(
‖τky1‖+‖τky2‖

)
where τk = tk−tk−1.

Together with ‖τke‖ ≤ ‖τkz1‖+‖τkz2‖ ≤ 2CKτkt (see Theorem 3.4) we find

τkγ ≤ 0 + (Ctyy + Cyyy2CK)τkt ‖ek−1‖2 + ‖σ1(tk, y
2
k)− σ2(tk, y

2
k)‖2CKτkt

≤
(
Ctyy+2CKCyyy

α
γk−1 + ρ2CK

)
τkt = (C1γk−1 + C2ρ)(tk−tk−1).

By induction over k we find

γk ≤ C2ρ
∑k

n=1(tn−tn−1)
∏k

j=n+1[1 + C1(tj−tj−1)]

≤ C2ρ
∑k

n=1(tn−tn−1)eC1(tk−tn) ≤ C2ρ
∫ tk

0
eC1(tk−s) ds = C2ρ

C1

(
eC1tk−1

)
.

Together with ‖y1
k−y2

k‖2 ≤ 1
α
γk this is the desired result ‖y1

k−y2
k‖2 ≤ ρC2eC1T/(αC2).

Proof of Theorem 4.3: By convexity an the a priori assumptions we know that for all partitions
the solutions of (IP) exist and lie in the sublevel E(t, y) ≤ (E(0, y0)+c

(0)
E )ec

(1)
E t−c(0)

E .
We start with an arbitrary partition Π of [0, T ] and define the a sequence of partitions Πm

by by Π1 = Π and by successive dividing each subinterval into two equal intervals of half the
length, in particular f(Πm) = 21−mf(Π). Denote by Y m : [0, T ] → Y the solution associated
with the partition Πm. For comparing Y M and Y m+1 we want to apply Proposition 4.4. For this
we define E1 and E2 as follows. For tk ∈ Πm+1 define t̂k ∈ Πm via t̂k = max{ sj ∈ Πm | sj ≤
tk } and let

E1(tk, y) = E(t̂k, y) and E2(tk, y) = E(tk, y) for tk ∈ Πm+1.
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For t 6∈ Πm+1 we may define E j by piecewise linear interpolation. The construction was done
such that the incremental solution for E 2 gives exactly Y m+1, whereas Y m is exactly the incre-
mental solution obtained with E 1 on the partition Πm+1, since t̂2j = t̂2j+1 leads to the fact that
the unique incremental solution for E 1 does only move on every second step.

Now |tk−t̂k| ≤ f(Πm+1) = 2−mf(π) implies ‖DE1(t, y)−DE2(t, y)‖ ≤ Cty2
−mf(Π) on

the relevant sublevel. Thus, we conclude

‖Y m+1−Y m‖L∞([0,T ],Y ) ≤ C0(Cty2
−mf(Π))1/2 = C∗

√
f(Π)2−m/2,

and (Y m)m∈N form a Cauchy sequence in L∞([0, T ], Y ) with a limit y : [0, T ] → Y . Note
that the total distance between y and Y 1 = Y Π is less than or equal to

∑∞
1 C∗

√
f(Π)2−m/2 ≤

3C∗
√
f(Π) as desired.

It remains to show that y is a solution of (S) & (E) which is equivalent to (4.1). Using
the a priori Lipschitz estimate of Theorem 3.4 shows that all Y m are uniformly Lipschitz when
restricted to Πm. Hence, y satisfies ‖y(t)−y(s)‖ ≤ Cty|t−s|/α. Moreover, using the stability of
Y m at the points in Πm, the strong convergence and the strong closedness of S[0,T ] = { (t, y)|y ∈
S(t) } we easily conclude y(t) ∈ S(t) for all t ∈ [0, T ]. Finally we are able to pass to the limit
in the discrete energy estimates (ii) obtained in Theorem 3.2 and find that y also satisfies (E).
This concludes the proof of Theorem 4.3.

4.2 Quasi-variational inequalities
In [BKS04] the evolution quasi-variational inequality

(i) `(t)−Ay(t) ∈ C∗(g(t, `(t), y(t))) for all t ∈ [0, T ],

(ii) `(0)−Ay(0) = σ0 ∈ C∗(g(0, `(0), y(0)))

(iii) 〈`(t)−Ay(t)−σ̂, ẏ(t)〉 ≥ 0 for σ̂ ∈ C∗(g(t, `(t), y(t))) for a.a. t ∈ [0, T ].

(4.4)

with Y being a Hilbert space and 〈Ay1, y2〉 = 〈y1|y2〉 is considered. Here g : [0, T ]×Y ∗×Y →
R is a continuous map and R is a closed, convex subset of a Banach space R. Moreover, for
each g ∈ R the set C∗(g) is closed and convex and satisfies B∗ρ1

(0) ⊂ C∗(g) ⊂ B∗ρ2
(0) ⊂

Y ∗. Under suitable conditions, which we explain below, an existence and uniqueness result is
derived which corresponds to Theorem 4.3.

To compare the results in [BKS04] with the results presented so far, we translate it into our
subdifferential framework. With E(t, y) = 1

2
〈Ay, y〉−〈`(t), y〉 and Ψ(g, ·) = LIC∗(g) eqn. (4.4)

takes the form

0 ∈ ∂Ψ(g(t, `(t), y(t)), ẏ(t))+DE(t, y(t)) a.e. on [0, T ], y(0) = A−1(`(0)−σ0). (4.5)

The above assumptions imply that the dissipation metric Ψ(g, ·) satisfies the estimates

∀ r ∈ R ∀ v ∈ Y : ρ1‖v‖ ≤ Ψ(r, v) ≤ ρ2‖v‖. (4.6)

The results in [BKS04] are formulated in terms of the Minkowski functionalMC∗(r) : Y ∗ →
[0,∞) of the sets C∗(r), namely

M(r, σ) =MC∗(r)(σ) = inf{ s > 0 | 1
s
σ ∈ C∗(r) }.
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By the Legendre-Fenchel transform L we have, for B(r, σ) = 1
2
M(r, σ)2, the identity

1
2
Ψ(r, v)2 = L[B(r, ·)](v) = L[ 1

2
M(r, ·)](v).

The main assumptions on C∗(r) or Ψ(r, ·) are now phrased in terms of B:

(a) B ∈ C1(R×Y ∗;R)

with J(r, σ) = DσB(r, σ) ∈ Y and K(r, σ) = DrB(r, σ) ∈ R∗;
(b) ∀ r ∈ R ∀ σ ∈ C∗(r) : ‖K(r, σ)‖R∗ ≤ K0;

(c) ∀ r1, r2 ∈ R ∀ σ1 ∈ C∗(r1) ∀ σ2 ∈ C∗(r2) :

‖J(r1, σ1)−J(r2, σ2)‖Y ≤ CJ‖(r1, σ1)−(r2, σ2)‖R×Y ∗
‖K(r1, σ1)−K(r2, σ2)‖R∗ ≤ CK‖(r1, σ1)−(r2, σ2)‖R×Y ∗.

(4.7)

With these assumptions for the linear, time-dependent problem

0 ∈ ∂Ψ(r(t), ẏ(t)) + Ay(t)− `(t) a.a. on [0, T ], y(0) = A−1(`(0)− σ0), (4.8)

the following existence result and Lipschitz estimate are derived.

Proposition 4.5 If the assumptions (4.6) and (4.7) hold, then, for each ` ∈ W1,1([0, T ], Y ∗),
r ∈W1,1([0, T ],R) and σ0 ∈ C∗(r(0)) eqn. (4.8) has a unique solution. Moreover, if y1, y2 are
solutions of (4.8) associated with (r1, `1) and (r2, `2), respectively, then for a.a. t ∈ [0, T ] we
have the estimate

1
ρ2
‖ẏ1(t)−ẏ2(t)‖+ d

dt
|B1(t)−B2(t)| ≤ 1

ρ1
‖ ˙̀

1(t)− ˙̀
2(t)‖∗ +K0‖ṙ1(t)−ṙ2(t)‖R

+
(
2CJ‖ ˙̀

1(t)‖∗+(CK+ρ2CJK0)‖ṙ1(t)‖R
)(
‖r1(t)−r2(t)‖R + ‖`1(t)−`2(t)‖∗

)
,

(4.9)

where Bj(t) = B(rj(t), `j(t)−Ayj(t)).

The crucial new idea here is the introduction of the new quantity B which takes values
in [0, 1

2
], since M(r, σ) ≤ 1 on C∗(r). In fact, B measures the distance to the yield surface

∂C∗(r(t)), namely σ ∈ ∂C∗(r) ⇔ B(r, σ) = 1
2
. Moreover, the identity

d
dt
B(r(t), `(t)−Ay(t)) = 〈K(r(t),Σ(t)), ṙ(t)〉+ 〈J(r(t),Σ(t)), ˙̀(t)−Aẏ(t)〉,

where Σ(t) = `(t)−Ay(t), together with the flow law ẏ(t) = λJ(r(t),Σ(t)) (where λ ≥ 0 for
B = 1

2
and λ = 0 else) allows us to derive (4.9) in a direct manner.

Finally the original nonlinear problem is solved by a contraction argument. For this, the
mapping g : [0, T ]×Y ∗×Y → R needs to be suitable:

(a) g ∈ C1([0, T ]×Y ∗×Y,R);

(b) ∀ (t, `, y) : ‖D`g(t, `, y)‖Y ∗→R ≤ C`, ‖Dyg(t, `, y)‖Y→R ≤ Cy;

(c) ∂tg(t, ·), D`g(t, ·), Dyg(t, ·) are uniformly Lipschitz continuous.
(4.10)
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Theorem 4.6 If assumptions (4.6), (4.7) and (4.10) hold and

ρ2K0Cy < 1, (4.11)

then for each ` ∈ W1,1([0, T ], Y ∗) and each σ0 ∈ Y ∗ with σ0 ∈ C∗(g(0, `(0), A−1(`(0)−σ0)))
eqn. (4.5) (or, equivalently, (4.4)) has a unique solution y ∈ W1,1([0, T ], Y ). Moreover, the
solutions depend Lipschitz continuously on the data in the following way. For each ρ3 > 0
there exists a constant C3 > 0 such that for every `1 and `2 with ‖`j‖W1,1 ≤ ρ3 and every σj0
with σj0 ∈ C∗(g(0, `j(0), A−1(`0−σj0))) the unique solutions y1 and y2 satisfy

‖y1−y2‖W1,1([0,T ],Y ) ≤ C3

(
‖σ1

0−σ2
0‖∗ + ‖`1−`2‖W1,1([0,T ],Y ∗)

)
.

In [BKS04, Sect. 8] one finds a counterexample with Y = R2 showing that dropping the
Lipschitz continuity (4.7)(c) for J leads to nonuniqueness. Similar smallness conditions for the
Lipschitz constant were obtained in [KM98].

In [RS04], the quasi-variational sweeping process

−ẏ ∈ ∂IC∗(t,y)(y) ⊂ H for y ∈W1,1([0, T ], H) (4.12)

is considered in an ordered Hilbert space (H,≤). The assumptions of the time and state depen-
dent set C∗ are the following:

(i) There exist functions Y∗(t, y) and Y∗(t, y) such that

C∗(t, y) = [Y∗(t, y),Y∗(t, y)] = { ỹ ∈ H | Y∗(t, y) ≤ ỹ ≤ Y∗(t, y) }.

(ii) For each t ∈ [0, T ] the functions −Y∗(t, ·) : H → H and −Y∗(t, ·) : H → H are
(ii.1) maximal (for graph inclusion within monotone operators),
(ii.2) T-monotone, i.e., (−Y∗∗(t, y1)−Y∗∗(t, y2)|(y1−y2)+) ≥ 0 for all y1, y2,
(ii.3) non-decreasing, i.e., y1 ≤ y2 =⇒ −Y∗∗(t, y1) ≤ Y∗∗(t, y2).

Here Y∗∗ means either Y∗ or Y∗.
In this general setting uniqueness of solutions can be established. An existence result is

obtained for H = L2(Ω) with the usual ordering of functions and under additional assumptions
on the functions Y∗ and Y ∗.

4.3 General dissipation metrics
This subsection is speculative, in the sense that we propose a certain philosophy which is under
investigation in [MR04b].

The general subdifferential formulation has the form

0 ∈ ∂vΨ(y, ẏ) + DE(t, y) ⊂ Y ∗, (4.13)

where ∂vΨ(y, ẏ) denotes the subdifferential of Ψ with respect to the second variable v = ẏ at
fixed y. This formulation includes the theory in [MT04] where DzΨ ≡ 0 as well as the theory
in [BKS04] with DE(t, y) = Ay−`(t) if we let R = R = Y and g(t, `, y) = y. In the above
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two subsections the results heavily rely on convexity assumptions of E . However, existence
and uniqueness results for such problems should not depend on the coordinate system we use
to describe the problem. However, under coordinate transformations convexity properties are
usually destroyed. Denote by y = Φ(ŷ) a smooth coordinate transformation from Ŷ into Y
(Φ ∈ C2(Ŷ , Y )). Then, the transformed energy Ê and the transformed dissipation metric Ψ̂ are

Ê(t, ŷ) = E(t,Φ(ŷ)) and Ψ̂(ŷ, v̂) = Ψ(Φ(ŷ),DΦ(ŷ)v̂).

Using the adjoint operator DΦ(ŷ)∗ : Y ∗ → Ŷ ∗, the transformed derivatives read ∂bvΨ̂(ŷ, v̂) =

DΦ(ŷ)∗∂Ψ(Φ(ŷ),DΦ(ŷ)v̂) and DÊ(t, ŷ) = DΦ(ŷ)∗DE(t,Φ(ŷ)), such that (4.13) is equivalent
to the transformed equation 0 ∈ ∂Ψ̂(ŷ, ˙̂y) + DÊ(t, ŷ) ⊂ Ŷ ∗.

For proving existence and uniqueness for (4.13) with a method like in [BKS04] we would
need the smallness condition ‖DzΨ(y, v)‖ ≤ δ � 1 for all y ∈ Y and v with ‖v‖ ≤ 1 which im-
plies (4.11) since by Legendre transform one finds K(y, σ) = −Ψ(y, J(y, σ))DyΨ(y, J(y, σ)).
However, this condition in not invariant under coordinate changes, since

DyΨ̂(ŷ, v̂)[ŵ] = DyΨ(Φ(ŷ),DΦ(ŷ)v̂)[Dφ(ŷ)ŵ] + DvΨ(Φ(ŷ),DΦ(ŷ)v̂)[D2φ(ŷ)[v̂, ŵ]]

needs the second derivative of Φ as well as the derivative of Ψ with respect to v (whose existence
we have to assume henceforth). In [MR04b] we argue that the smallness of ‖DyΨ(y, v)‖ can be
replaced by a one-sided convexity condition which takes the form

∃ δ > 0 ∀ (t, y) ∈ S[0,T ] ∀v ∈ Y : 〈D2E(t, y)v, v〉+ DyΨ(y, v)[v] ≥ αΨ(y, v)2. (4.14)

Note that both sides in the estimate are 2-homogeneous, but the left-hand side in the estimate is
not quadratic, since DyΨ(y, αv)[αv] = α|α|DyΨ(y, v)[v].

Nevertheless the new condition is nothing else than the local version of the geodesic con-
vexity if we use d = D. In fact, using the expansion D(y, y+v) = Ψ(y, v) + 1

2
DyΨ(y, v)[v] +

o(‖v‖2), our smoothness assumptions on E and (4.14) we find

E(t, y+sv) +D(y, y+sv) ≥ E(t, y) + (sDE(t, y)[v] + Ψ(y, sv)) + αs2 + o(s2)s→0.

The left-hand side in the estimate of (4.14) is not invariant under coordinate changes. How-
ever, taking it together with the stability condition the additional term involving the second
derivative of Φ has a positive sign, namely

〈D2Ê(t, ŷ)v̂, v̂〉+ DyΨ̂(ŷ, v̂)[v̂]

= 〈D2E(t,Φ(ŷ))DΦ(ŷ)v̂,DΦ(ŷ)v̂〉+ DyΨ(Φ(ŷ),DΦ(ŷ)v̂)[DΦ(ŷ)v̂]

+1
2
DE(t,Φ(ŷ))[D2Φ(ŷ)[v̂, v̂]] + 1

2
DvΨ(Φ(ŷ))[D2Φ(ŷ)[v̂, v̂]]

≥(S) αΨ(Φ(ŷ),DΦ(ŷ)v̂)2 + 0 = α Ψ̂2(ŷ, v̂)2,

where for (S) we have used y = Φ(ŷ) ∈ S(t) which implies 0 ∈ ∂vΨ(y, 0) + DE(t, y).
A second condition appearing already in [MT04, App. C] is the so-called structure condi-

tion on the dissipation metric Ψ : Y×Y → [0,∞]:

∀R > 0 ∃CR ≥ 0 ∀ y1, y2 with ‖yj‖ ≤ R :

0 ∈ ∂vΨ(yj, vj)+σj for j = 1, 2

=⇒ 〈σ1−σ2, v1−v2〉 ≤ CR‖y1−y2‖2
(
‖v1‖+‖v2‖

)
.

(4.15)

In contrast to the above condition, (4.15) is not invariant under coordinate changes.
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Example 4.7 We take Y = R2, Ψ(y, v) = |v1|+|v2| and y = Φ(ŷ) = (y1+y2
2, y2). Then,

Ψ satisfies the structure condition with CR = 0, since 0 ∈ ∂Ψ(vj)+σj is equivalent to vj ∈
∂(LΨ)(−σj) and LΨ = IC∗ is convex. However, Ψ̂ does not satisfy (4.15). To see this, use the
explicit form

∂bvΨ̂(ŷ, v̂) = Sign(〈
(

1
2by2

)
, v̂〉)(1, 2ŷ2) + Sign(v̂2)(0, 1).

For ŷ = (0, 1) and v̂ = (1,−1) we find ∂Ψ̂(ŷ, v̂) = {(−1,−3)}. For ŷ∗ = (0, 1−ε) with
0 < ε < 1/2 and v̂∗ = (1,−2) we find ∂Ψ̂(ŷ∗, v̂∗) = {(−1,−3+2ε)}. Thus, we find σ̂ = (1, 3)
and σ∗ = (1, 3−2ε) and arrive at

〈σ̂−σ̂∗, v̂−v̂∗〉 = 〈(0, 2ε), (0, 1)〉 = 2ε.

Since ‖ŷ−ŷ∗‖ = |ε| we see that (4.15) does not hold. The problem here is not the missing
differentiability of Ψ but rather the fact, that Ψ2 is not uniformly convex.

Based on assumption (4.14) and the natural smoothness assumptions on E and Ψ (e.g.,
E ∈ C3, Ψ2 ∈ C2 and Ψ2 uniformly convex) analogues of Theorem 4.3 and 4.6 are derived in
[MR04b].

A related notion of convex composite systems was introduced in [Che03]. There the notion
of monotone operators is generalized to systems which are monotone after a suitable diffeomor-
phism is applied. See Section 6.2 for some details of this theory.

4.4 Higher temporal regularity and improved convergence

In the general convex case we know from the a priori estimates in Section 3.5 that the solutions
are Lipschitz continuous. Under suitable conditions this regularity can be improved somewhat,
but the best we can hope for, is that the time derivative ẏ lies in BV([0, T ], Y ).

Example 4.8 Let Y = R and E(t, y) = 1
2
(y−`(t))2, Ψ(y, ẏ) = |ẏ| and y(0) = 0. For `(t) =

a sin(t) with a > 1 define t1 ∈ (0, π/2) via sin t1 = 1/a and t2 ∈ (π/2, 3π/2) via sin t2 =
1− 2/a. Then the unique solution reads

y(t) =





0 for t ∈ [0, t1],

a sin(t)− 1 for t ∈ [t1, π/2] and t−2πk ∈ [π+t2, 5π/2],

a− 1 for t−2πk ∈ [π/2, t2],

a sin(t) + 1 for t−2πk ∈ [t2, 3π/2],

−a + 1 for t−2πk ∈ [3π/2, π+t2],

for k ∈ N0.

Hence, the derivative ẏ has jumps whenever Σ(t) = `(t)−y(t) hits the yields surface (i.e., the
boundary of C∗ = [−1, 1]), namely at t1 and t2+πN. Note that the derivative ẏ is continuous
when y leaves the yield surface.

Using this observation the following result was derived in [MT04, Thm. 7.8].
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Theorem 4.9 If E ∈ C3([0, T ]×Y,R) and Ψ = LIC∗ where C∗ satisfiesB∗ρ1
(0) ⊂ C∗ ⊂ B∗ρ2

(0)
for ρ2 ≥ ρ1 > 0 and the boundary ∂C∗ is of class C2, then any solution of the variational
inequality (4.1) satisfies ẏ ∈ BV([0, T ], Y ).

In [Kre99, Thm. 7.2] a more abstract approach is used to prove a similar regularity result. It
is based on the local Lipschitz continuity results as given in Theorems 2.7 and 2.8.

Theorem 4.10 If the hysteresis operator H : C∗×W1,1([0, T ], Y ∗) → W1,1([0, T ], Y ) is Lip-
schitz continuous on every bounded subset on C∗×W1,1([0, T ], Y ∗), then for every σ0 ∈ C∗
and every ` ∈ W1,1([0, T ], Y ∗) with ˙̀ ∈ BV([0, T ], Y ∗) the solution y = H(σ0, `) satisfies
ẏ ∈ BV([0, T ], Y ).

Proof: The idea of the proof is simple. For h > 0 consider the inputs `h with `h(t) = `(0)
for t ∈ [0, h] and `(t) = `(t−h) for t ∈ [h, T ]. Because of the rate independence the unique
solution H(σ0, `h) is yh which is obtained from y in the same way as `h from `. Since the
functions (`h)h∈[0,T ] are bounded in W1,1([0, T ], Y ∗), we obtain a Lipschitz constant L such
that ∫ T

h
‖ẏ(t)−ẏ(t−h)‖dt ≤ ‖y−yh‖W1,1 ≤ L‖`− `h‖W1,1

≤ C
∫ T

0
‖`(t)−`h(t)‖∗dt ≤ Ch‖ ˙̀‖BV([0,T ],Y ∗).

This implies ‖ẏ‖BV([0,T ],Y ) ≤ C‖ ˙̀‖BV([0,T ],Y ∗), see [Kre99] for details.

In numerical approaches to elastoplasticity or other hysteresis problems such higher tempo-
ral regularity can be used to improve the convergence rates of the incremental problem. We do
this for the linear variational inequality (2.2), namely

〈Ay(t)−`(t), v−ẏ(t)〉+ Ψ(v)− Ψ(ẏ(t)) ≥ 0 for a.a. t ∈ [0, T ], (4.16)

under the same assumptions as in Section 2. Instead of the fully implicit Euler scheme (IP),
which was used above, one considers the more general semi-implicit scheme as follows:

(IP)ϑ
Find yk ∈ Y such that ∀ v̂ ∈ Y :

〈Ayϑk−`(tϑk), v̂−(yk−yk−1)〉 − Ψ(yk−yk−1) + Ψ(v̂) ≥ 0,

where tϑk = (1−ϑ)tk−1 +ϑtk and yϑk = (1−ϑ)yk−1 +ϑyk. For ϑ = 1 this is the old fully implicit
scheme and for ϑ = 1/2 it is the midpoint rule (also called Crank-Nicholson scheme).

Under the proved assumption of Lipschitz continuity (i.e., ‖ẏ‖L∞ < ∞), it is shown in
[HR95], that the convergence of the discrete solution to the exact solutions behaves like

‖yΠ − y‖L∞ ≤ C(f(Π))s

with s = 1/2 if ϑ ∈ [1/2, 1], see Theorem 4.3 for the case ϑ = 1. Under the unproved
assumption y ∈ W2,2([0, T ], Y ) this convergence was improved to the order s = 1 in [AC00,
Rem. 4.1]. For the Crank-Nicholson scheme, i.e., ϑ = 1/2, [HR95] obtained s = 1 if y ∈
W3,1([0, T ], Y ) and this was improved to s = 2 in [AC00, Rem. 4.3].

Following the method in [AC00] we provide a short proof of the convergence rate s = 1
under the assumption ẏ ∈ BV([0, T ], Y ), which is the best we can expect for any true hysteretic
behavior. We also add the convergence estimate for the derivative as derived there.
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Theorem 4.11 Let y ∈ CLip([0, T ], Y ) be a solution of the variation inequality (4.16) with
ẏ ∈ BV([0, T ], Y ). Then there exists a constant C > 0 such that for each partition Π the
piecewise linear interpolant ŷΠ of the solution of (IP)ϑ=1 satisfies

‖y − ŷΠ‖L∞([0,T ],Y ) ≤ f(Π)
[
1+f(Π)

2

]
VarA(ẏ; [0, T ]),

‖ẏ − ˙̂yΠ‖L2([0,T ],Y ) ≤ 2 f(Π)√
f∗(Π)

VarA(ẏ; [0, T ])

where f∗(Π) = min{ tk−tk−1 | k = 1, . . . , N } ≤ f(Π).

Proof: Like in Section 2 above we use the energetic scalar product 〈v|w〉 = 〈Av,w〉 and the
associated norm ‖v‖A.

Define the error function e via e(t) = y(t)−ŷΠ(t) and set Ik = [tk−1, tk], τk = tk−tk−1,
`k = `(tk), ek = e(tk) and ėk = ẏ(tk)− 1

τk
(yk−yk−1). Since ŷΠ is piecewise linear we have

‖ek−ek−1 − τkėk‖A = ‖
∫
Ik
ẏ(s)−ẏ(tk)ds‖A ≤

∫
Ik
‖ẏ(s)−ẏ(tk)‖Ads

≤
∫
Ik

VarA(ẏ; [s, tk])ds ≤ τkVarA(ẏ; Ik).
(4.17)

Since y satisfies (4.16) and yk satisfies (IP)ϑ=1 we obtain by using the test functions v =
1
τk

(yk−yk−1) and v̂ = τkẏ(tk), respectively:

0 ≤ 〈Ay(tk)−`k, 1
τk

(yk−yk−1)− ẏ(tk)〉+ Ψ( 1
τk

(yk−yk−1))−Ψ(ẏ(tk)),

0 ≤ 〈Ayk−`k, τkẏ(tk)− (yk−yk−1) + Ψ(τkẏ(tk))−Ψ(yk−yk−1).

Dividing the second equation by τk and adding it to the first one, we find

0 ≤ 〈A(y(tk)−yk), 1
τk

(yk−yk−1)− ẏ(tk)〉 = 〈ek| − ėk〉 = −〈ek|ėk〉 .

Now the discrete error can be estimated via

‖ek‖2
A = ‖ek−1‖2

A + 2 〈ek−ek−1|ek〉 − ‖ek−ek−1‖2
A

≤ ‖ek−1‖2
A + 2 〈ek−ek−1 − τkėk|ek〉 − ‖ek−ek−1‖2

A

≤ ‖ek−1‖2
A − ‖ek−ek−1‖2

A + τkVarA(ẏ; Ik)‖ek‖A.
(4.18)

Let m be such that max{ ‖ek‖A | k = 1, . . . , N } is attained at k = m. Then, adding the above
estimate from k = 1 to m, using e0 = 0 and neglecting the terms ‖ek−ek−1‖2

A gives

‖em‖2
A ≤

∑m
k=1 τkVarA(ẏ; Ik)‖em‖A ≤ f(Π)VarA(ẏ; [0, T ])‖em‖A,

which implies ‖ek‖A ≤ f(Π)VarA(ẏ; [0, T ]) for all k. Moreover, again using the fact that ŷΠ is
piecewise linear gives for t ∈ (tk−1, tk)

e(t) =
t−tk−1

τk
ek + tk−t

τk
ek−1 +

∫
Ik
αk(t, s)(ẏ(s)−ẏ(tk))ds with αk(t, s) =

{
tk−t
τk

if s < t,

− t−tk−1

τk
if s > t;

since
∫
Ik
αk(t, s) ds = 0. By

∫
Ik
|αk(t, s)| ds ≤ τk/2 this implies ‖e(t) − ( t−tk−1

τk
ek +

tk−t
τk

ek−1)‖A ≤ τk
2

VarA(ẏ; Ik) and the first estimate is established.
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Summing (4.18) once again we find, with e0 = 0 and f∗(Π) = min τk,

f∗(Π)
∑N

1
1
τk
‖ek−ek−1‖2

A ≤
∑N

1 ‖ek−ek−1‖2
A

≤∑N
1 τkVarA(ẏ; Ik)‖ek‖A ≤

(
f(Π)VarA(ẏ; [0, T ])

)2

.

We define YΠ to be the piecewise linear interpolant of the exact solution y. Then we have
ẎΠ− ˙̂yΠ = 1

τk
(ek−ek−1) on (tk−1, tk) and the left-hand side in the above estimate is ‖ẎΠ− ˙̂yΠ‖2

L2([0,T ],Y ).
Let v = y−YΠ, then v(tk) = 0 for all k and VarA(v̇; Ik) ≤ VarA(ẏ; Ik). Hence,

∫
Ik
‖v̇(s)‖2

Ads =
[
〈v(s)|v̇(s)〉

]tk
tk−1
−
∫
Ik
〈v|dv̇〉 ≤ ‖v‖L∞(Ik,Y )VarA(v̇; Ik).

As above we have ‖v‖L∞(Ik ,Y ) ≤ τk
2

VarA(v̇; Ik) and conclude

‖ẏ−ẎΠ‖2
L2([0,T ],Y ) = ‖v̇‖2

L2([0,T ],Y ) ≤
f(Π)

2
Var(v̇; [0, T ])2 ≤ f(Π)Var(ẏ; [0, T ])2.

Together with the triangle inequality and f∗(Π) ≤ f(Π) we obtain the desired result.

The strong convergence of the derivative like
√
f(Π) can also be shown using interpolation

between the linear convergence in L∞ and a uniform bound on VarA(ŷΠ; [0, T ]).

5 Nonconvex and nonsmooth problems
We recall the three major conditions (A1) to (A3) from Sections 3.1 and 3.2:

(i) ∀ z1, z2 ∈ Z : D(z1, z2) = 0 ⇐⇒ z1 = z2,

(ii) ∀ z1, z2, z3 ∈ Z : D(z1, z3) ≤ D(z1, z2) +D(z2, z3).
(A1)

There exist c(1)
E , c

(0)
E > 0 such that for all y∗ ∈ Y :

E(t, y∗) <∞ =⇒ ∂tE(·, y∗) : [0, T ]→ R is measurable
and |∂tE(t, y∗)| ≤ c

(1)
E (E(t, y∗)+c

(0)
E ).

(A2)

∀ t ∈ [0, T ] : E(t, ·) : Y → R∞ has compact sublevels,
D : Z×Z → [0,∞] is lower semi-continuous.

(A3)

The existence theory developed below will build on the incremental problem (IP) and the a
priori estimates derived in Section 3.

5.1 Existence results
The general strategy for constructing solutions to (S) & (E) is to choose a sequence of partitions
Πm with fineness fm tending to 0, to extract a convergent subsequence of (Y l)l of (Y Πm)m∈N
and then to show that the limit Y : [0, T ] → Y solves (S) & (E). A major problem arises
from the fact that the temporal behavior of the elastic component ϕ of y = (ϕ, z) cannot be
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controlled, which is in contrast to the inelastic component z whose variation is controlled via
the dissipation.

For the dissipative part it is possible to extract a suitable limit function if the dissipation is
strong enough. We need the following assumption for any sequence (zk)k and any z in Z:

min{D(zk, z),D(z, zk)} → 0 for k →∞ =⇒ zk
Z→ z for k →∞. (A4)

The following version of Helly’s selection principle is a special case of [MM04a, Thm. 3.2].
The classical result of Helly relates to real-valued monotone functions. Versions for functions
with values in Hilbert and Banach spaces can be found in [Mon93, BP86].

Theorem 5.1 Let D : Z×Z → [0,∞] satisfy (A1) and (A4). Moreover, let K be a compact
subset of Z . Then, for every sequence (Z l)l∈N with Z l : [0, T ] → K and bounded dissipation,
i.e.,

supl∈NDissD(Z l; [0, T ]) ≤ C <∞,
there exist a subsequence (Z ln)n∈N, a function z∞ : [0, T ] → K and a function δ∞ : [0, T ] →
[0, C] such that the following holds:

(a) δln(t) := DissD(Z ln, [0, t])→ δ∞(t) for all t ∈ [0, T ],
(b) Zln(t)

Z→ z∞(t) for all t ∈ [0, T ],
(c) DissD(z∞, [t0, t1]) ≤ limt↘t1 δ∞(t)− lims↗t0 δ∞(s) for all 0 ≤ t0 < t1 ≤ T .

Like in the theory of BV functions in Banach spaces, all functions z ∈ BVD([0, T ],Z) are
continuous except at the discontinuity points of t 7→ DissD(z; [0, t]). Moreover, for all t ∈ [0, T ]
the right-hand and left-hand limits z+(t) and z−(t) exist, see Section 3 in [MM04a, Sect. 3].

For the main existence result we need two more conditions. One condition relates to the
power of the external forces ∂tE(t, y) which we assume to satisfy not only (A2) but also a
uniform continuity property:

Condition (A2) holds and
∀E∗ > 0 ∀ ε > 0 ∃ δ > 0 : E(t, y) ≤ E∗ and |t− s| ≤ δ

=⇒ |∂tE(t, y)−∂tE(s, y)| < ε.

(A5)

The above conditions for the topology T on Y and the associated lower semi-continuities of
E andD appear very natural and are standard from the point of view of the calculus of variations.
Condition (A5) concerns only the the power of the external forces, which is determined by the
prescribed loading data, and thus is uncritical.

Theorem 5.2 Assume that E and D satisfy the assumptions (A1), (A3), (A4), and (A5). More-
over, let one of the following two conditions (A6) or (A7) be satisfied:

D : Z×Z → [0,∞] is continuous. (A6)

The set S[0,T ] of stable states is closed in [0, T ]×Y and
∀E0 > 0 : ∂tE : { (t, y) | E(t, y) ≤ E0 } → R is continuous.

(A7)
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Then, for each y0 ∈ S(0) there exists a solution y = (ϕ, z) : [0, T ]→ Y of (S) & (E).
Moreover, if Πl ∈ PartNlfl ([0, T ]) is a sequence of partitions with fineness fl tending to 0

and Y Πl is the interpolant of any solution of the associated incremental problem (IP), then
there exist a subsequence yk = Y Πlk and a solution y = (ϕ, z) : [0, T ] → Y of (S) & (E) such
that the following holds:

(i) ∀ t ∈ [0, T ] : zk(t)
Z→ z(t);

(ii) ∀ t ∈ [0, T ] : DissD(zk; [0, t])→ DissD(z; [0, t]);
(iii) ∀ t ∈ [0, T ] : E(t, yk(t))→ E(t, y(t));
(iv) ∂tE(·, yk(·))→ ∂tE(·, y(·)) in L1((0, T ))

Remark 5.3 It is easy to see that conditions (A4) and (A6) can be weakened by assuming that
the conditions are valid on each sublevel of E .

Remark 5.4 In Step 3 below, we will show that condition (A6) implies that S[0,T ] is closed.
This central condition will be discussed in more detail in Section 5.2.

Remark 5.5 The above theorem does not claim the convergence of the elastic componentϕn(t)
to ϕ(t). In fact, since we do not have any control on the temporal oscillations of ϕ we have
no selection criterion. We will construct the limit ϕ(t) by choosing a suitable t-dependent
subsequence of ϕk(t). As a consequence we do not obtain information on the continuity or on
the measurability of the limit ϕ : [0, T ]→ F .

However, sometimes the ϕ-component is uniquely determined via z in the following sense
(cf. [MR03, Eqn.(3.18)]):

y1=(ϕ1, z1), y2=(ϕ2, z2) ∈ S(t) and z1 = z2 =⇒ ϕ1 = ϕ2. (5.1)

Then, the ϕ-component can be controlled more precisely. In [MM04a] the slightly stronger
assumption

yk = (ϕk, zk) ∈ S(t) and zk
Z→ z =⇒ ϕk

F→ ϕ (5.2)

is used to conclude the stronger result yn(t)
Y→ y(t) for all t ∈ [0, T ] in Theorem 5.2 (i) as

well as continuity of t 7→ y(t) ∈ Y for all t except at the (at most countable) jump points of
DissD(z; [0, T ]).

The proof consists of several steps and uses the two following auxiliary results. The first
result concerns the continuity of the power of the external forces as a function on Y , i.e., of
y 7→ ∂tE(t, y). Very often it is assumed that the loading acts linearly on ϕ. This gives the term
∂tE(t, y) = −〈 ˙̀(t), ϕ〉which is automatically weakly continuous. However, in the case of time-
dependent Dirichlet conditions this is more difficult, since we need to control the stresses due to
the boundary condition. This problem was first solved in [DFT04] by showing that the stresses
in fact converge weakly if we know that the functions ϕn as well as the energy converge. The
following result is an abstract and much simpler version of this fact.

Proposition 5.6 If E satisfies (A3) and (A5), then for all t ∈ (0, T ) the following implication
holds.

ym
Y→ y and

E(t, ym)→ E(t, y) <∞

}
=⇒ ∂tE(t, ym)→ ∂tE(t, y). (5.3)
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Proof: Let E0, h0 > 0 be such that t ± h0 ∈ [0, T ] and E(t, ym), E(t, y) ≤ E0 for sufficiently
large m. Then, condition (A5) implies the existence of a modulus of continuity ω0 : [0, h0] →
[0,∞) (i.e., ω0 is monotone increasing and ω0(h)→ 0 for h ↘ 0) such that for h ∈ (0, h0) we
have

| 1
h

(
E(t±h, ym)−E(t, ym)

)
∓ ∂tE(t, ym)| ≤ ω0(h), (5.4)

since the difference quotient can be replaced by a derivative at an intermediate value. The same
estimate also holds for y. By h > 0, the lower semi-continuity of E(t, ·) from (A3) and the
assumed convergence of the energy we find

lim infm→∞
1
h

(
E(t±h, ym)−E(t, ym)

)
≥ 1

h

(
E(t±h, y)−E(t, y)

)
.

Combining the case “+” with (5.4) we find

lim infm→∞ ∂tE(t, ym) ≥ lim infm→∞
1
h
(E(t+h, ym)−E(t, ym))− ω0(h)

≥ 1
h
(E(t+h, y)−E(t, y))− ω0(h) ≥ ∂tE(t, y)− 2ω0(h).

Similarly, the case “−” gives lim supm→∞ ∂tE(t, ym) ≤ ∂tE(t, y) + 2ω0(h). Since h can be
made arbitrarily small, the result is proved.

The second result shows that the stability property (S) already implies a lower energy esti-
mate, as can be seen in the proof of Theorem 3.2(ii). Thus, it will be sufficient to keep track of
the upper energy estimate only, see (E)discr in Cor. 3.3. This was observed first in [MTL02].

Proposition 5.7 Assume that (A1) and (A5) hold. Let y = (ϕ, z) : [0, T ] → Y be given
such that DissD(z; [0, T ]) < ∞, t → E(t, y(t)) is bounded, ∂tE(·, y(·)) ∈ L∞((0, T )), and
y(t) ∈ S(t) for all t ∈ [0, T ]. Then, for all 0 ≤ r < s ≤ T we have the lower energy inequality

E(s, y(s)) + DissD(y; [r, s]) ≥ E(r, y(r)) +
∫ s
r
∂tE(t, y(t))dt. (5.5)

Proof: Since θ : t 7→ ∂tE(t, y(t)) is integrable there exists a sequence of partitions Πm ∈
PartNmδm ([r, s]) with δm → 0 such that the Lebesgue integral can be approximated by the cor-
responding Riemann sums, namely

∫ s
r
θ(t) dt = limm→∞

∑Nm
j=1 θ(t

m
j )(tmj −tmj−1). We refer to

[Mai05] or [FM04] for this result, or to [DFT04] for a more general version.
In each subinterval [tmj−1, t

m
j ] we use the stability (S), see the proof of Thm. 3.2(ii), and (A5)

to obtain

E(tmj , y(tmj )) +D(y(tmj−1), y(tmj )) ≥(S) E(tmj−1, y(tmj−1)) +
∫ tmj
tmj−1

∂sE(s, y(tmj ))ds

≥(A5) [θ(tmj )−ε](tmj −tmj−1),

where ε > 0 can be made as small as we like by choosing m sufficiently large and hence δm
sufficiently small. Adding over j = 1, . . . , Nm and taking the limit m → ∞ gives the desired
result, since ε > 0 is arbitrary.
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Proof of Theorem 5.2. For a simplified version of this proof we refer to the proof of Theorem
2.1, where the same steps are followed but for the much simpler case of a quadratic energy on
a Banach space Y .

We first prove the result under the assumption that (A6) is satisfied. The differences in the
proof for the case when (A7) holds are given afterwards.

Step 1: A priori estimates. We choose an arbitrary sequence of partitions Πm whose fineness
fm tends to 0. According to Section 3.2 the time-incremental minimization problems (IP) are
solvable and the piecewise constant interpolants Y m : [0, T ]→ Y satisfy the a priori estimates

DissD(Zm; [0, T ]) ≤ C and ∀ t ∈ [0, T ] : E(t, Y m(t)) ≤ C,

where C is given explicitly in Cor. 3.3(3).

Step 2: Selection of subsequences. Our version of Helly’s selection principle in Thm. 5.1
allows us to select a subsequence of (Zm)m∈N which converges pointwise and which makes the
dissipation converge as well. Moreover, the functions Θm : t 7→ ∂tE(t, Y m(t)) form a bounded
sequence in L∞((0, T )). Thus, by choosing a further subsequence (Y mk)k∈N we may assume
the following convergence properties for k → ∞, where we write yk = (ϕk, zk) as shorthand
for Y mk and θk for Θmk :

∀ t ∈ [0, T ] : δk(t) := DissD(zk; [0, t])→ δ(t) and zk(t)
Z→ z(t);

θk
∗
⇀ θ in L∞((0, T )).

Note that the limit functions δ, z, and θ exist. We further define the function θsup : t 7→
lim supk→∞ θk(t) such that θsup ∈ L∞((0, T )) and θ ≤ θsup by Fatou’s lemma.

To define ϕ(t), fix t ∈ [0, T ] and we choose a t-dependent subsequence k = K t
n such that

θKt
n
(t)→ θsup(t) and ϕKt

n
(t)

F→ ϕ(t).

Here we use the a priori bound E(t, yk(t)) ≤ C and the compactness of the sublevels assumed
in (A3). Hence, y(t) = (ϕ(t), z(t)) is defined.

Step 3: Stability of the limit function. We first show that (A6) implies the closedness of S[0,T ].
For a sequence (tl, yl)l∈N in S[0,T ] with limit (t, y) consider any test state ŷ. Since D is continu-
ous and E lower semi-continuous, we have

E(t, y) ≤ lim inf
l→∞

E(tl, yl) ≤(S) lim inf
l→∞

E(tl, ŷ)+D(yl, ŷ) = E(t, ŷ)+D(y, ŷ),

which is the desired stability of y.
Using the closedness of S[0,T ] it is easy to show that the limit function y : t 7→ (Π(t), z(t))

is stable. For t ∈ [0, T ] fixed define τ tk = min{ τ ∈ Πmk | τ ≥ t }, then yk(t) = yk(τ
t
k) ∈ S(τ tk)

by the definition of the interpolant yk = Y mn . Thus,

(τ tKt
n
, yKt

n
(t)) ∈ S[0,T ], τ tk → t, and yKt

n
(t)

Y→ y(t).

Hence, the closedness gives (t, y(t)) ∈ S[0,T ], i.e., y(t) ∈ S(t).
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Step 4: Upper energy estimate. We define the functions

ek(t) := E(t, yk(t)), δk(t) := DissD(zk; [0, t]), wk(t) :=
∫ t

0
∂tE(s, yk(s))ds =

∫ t
0
θk(s)ds.

Cor. 3.3 and the boundedness of ∂tE by a constant C1 (use (A2) and Step 1) give

ek(t) + δk(t) ≤ wk(t) + C1fmk . (5.6)

Since E is lower semi-continuous and δk and θk converge according to Step 2, the limit k =
Kt
n →∞ for n→∞ leads to

E(t, y(t)) + DissD(z; [0, t]) ≤ e(t) + δ(t) ≤ e(0) +
∫ t

0
θ(s)ds ≤ e(0) +

∫ t
0
θsup(s)ds,

where E(t, y(t)) ≤ e(t) = lim infk→∞ ek(t). In fact, we have e(t) = limn→∞ E(t, yKt
n
(t)),

since

E(t, y(t)) =(A6) lim
n→∞

E(t, y(t))+D(zKt
n
(t), z(t)) ≥(S) lim sup

n→∞
E(t, yKt

n
(t)) ≥ e(t).

Thus, together with yKt
n
(t)

Y→ y(t) the assumptions of Prop. 5.6 are satisfied and we conclude

θsup(t) = lim
n→∞

θNt
n
(t) = lim

n→∞
∂tE(t, yKt

n
(t)) = ∂tE(t, y(t)).

Together with the above, this is the desired upper energy estimate.

Step 5: Lower energy estimate. As we have established that θsup = ∂tE(·, y(·)) lies in L∞((0, T ))
we are able to apply Prop. 5.7 and obtain the lower energy estimate

E(t, y(t)) + DissD(z; [0, t]) ≥ E(0, y(0)) +
∫ t

0
∂tE(s, y(s))ds.

Step 6: Improved convergence. Steps 1 to 5 show that the constructed limit y : [0, T ]→ Y is a
solution. In the last step we show that the convergences (i)–(iv) stated at the end of the theorem
hold. Part (i) is already shown. The lower and upper energy estimate imply

e(0)+
∫ t

0
θsup ds ≤ e(t)+DissD(z; [0, t]) ≤ e(t)+δ(t) ≤ e(0)+

∫ t
0
θds ≤ e(0)+

∫ t
0
θsup ds.

Hence, all inequalities are in fact equalities and we conclude DissD(z, [0, t]) = δ(t) and θ = θsup

a.e. in [0, T ]. The first identity is (ii) and the second identity implies (iv), cf. [FM04, Prop. A2].
Finally note that the energy E(t, yk(t)) convergences not only on the t-dependent subsequence
k = N t

n, but along the whole sequence. This follows since we have shown that ek(t) + δk(t)
always has a limit and δk is convergent.

This completes the proof of Theorem 5.2 in the case that (A6) holds. Now assume that (A7)
holds instead.

Step 1 to 3 work identical. In Step 4 the identity θsup(t) = ∂tE(t, y(t)) follows directly from
the continuity of ∂tE assumed in (A7). Thus, the upper and lower energy estimates follow as
above and Step 4 and 5 are done.
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In Step 6 the convergence of the energy is not yet established. However, with (5.6) and
δk(t)→ δ(t) = DissD(z; [0, t]) we again find, by the lower semi-continuity of E ,

E(t, y(t)) + DissD(z; [0, t]) ≤ lim infk→∞ ek(t) + δ(t)

≤ lim supk→∞ ek(t) + δ(t) ≤ E(0, y(0)) +
∫ t

0
θsup(s)ds.

Together with the lower energy estimate this proves ek(t)→ E(t, y(t)) as desired. The remain-
ing parts of Step 6 are the same.

Thus, Theorem 5.2 is proved.

We formulate now a special version of Theorem 5.2, which is based on Banach spaces and
which can be easily applied to several models in continuum mechanics.

Theorem 5.8 Let Y1 and Y be Banach spaces. Suppose that Y1 is compactly embedded in Y
and that { y ∈ Y1 | ‖y‖Y1 ≤ 1 } is closed in Y . The dissipation distance D : Y × Y → R is the
Y -norm, i.e., D(y1, y2) = ‖y1 − y2‖Y . Furthermore the functional E : [0, T ]× Y → [Emin,∞]
has the following properties:

(a) E is lower semi-continuous on [0, T ]×Y (with respect to the norm topology of Y ).

(b) For some real numbers c1 > 0, C2 and α > 0 we have

E(t, y) ≥ c1‖y‖αY1
− C2 (i.e., E(t, y) =∞ for y ∈ Y \ Y1). (5.7)

(c) Condition (A5) is satisfied.

Then, for each y0 ∈ S(0) there exists at least one solution y ∈ BVD([0, T ], Y ) ∩ B([0, T ], Y1)
of (S) & (E) with y(0) = y0 and all the conclusions of Theorem 5.2 also hold.

Here B([0, T ], Y1) denotes the set of mappings y such that t 7→ ‖y(t)‖Y1 is bounded.

The result is an easy consequence if we choose Y = Y equipped with its norm topology.
Obviously,D is continuous and satisfies (A2) and (A4). Moreover, the lower semi-continuity of
E and its coerciveness in the compactly embedded space Y1 show that E has compact sublevels.
Thus, (A1) to (A6) hold and Thm. 5.2 is applicable.

A possible application of this result is the partial differential inclusion

0 ∈ κ(x) Sign(ẏ(t, x))− div
[
a(x)Dxy(t, x)

]
+ DyF (x, y(t, x))− `(t, x) in Ω,

z(t, x) = 0 on ∂Ω.

To this end, take Y = L1(Ω), Y1 = H1
0(Ω) and define D and E via

D(y0, y1) =
∫

Ω
κ(x)|y1(x)−y0(x)|dx and

E(t, y) =
∫

Ω
a(x)

2
|Dxy(x)|2 + F (x, y(x))− `(t, x)y(x)dx.

If we assume that F : Ω×R → [0,∞] is continuous, then (a) and (b) hold with α = 2.
Moreover, with ` ∈ CLip([0, T ],H−1(Ω)) we obtain |∂tE(t, y)| = |〈∂t`(t), y〉| ≤ C‖y‖H1 ≤
c

(1)
E (E(t, y)+c

(0)
E ) for suitable c(1)

E , c
(0)
E > 0.
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5.2 Closedness of the stable set
The major assumptions of our existence result in Theorem 5.2 are the compactness of the sub-
levels of E and the closedness of S[0,T ]. Before deriving abstract results in this direction we
give two simple nontrivial applications of the theorem and thus highlight that the choice of the
topology T is crucial. For both examples let Y = L1(Ω) with Ω ⊂ Rd be open and bounded,
and choose the dissipation distance D(y0, y1) = ‖y1−y0‖Y =

∫
Ω
|y1(x)−y0(x)|dx.

For the first example consider

E1(t, y) =
∫

Ω
a(x)|y(x)|α−g(t, x)y(x)dx,

where a(x) ≥ a0 > 0, α > 1, and g ∈ C1([0, T ],L∞(Ω)). Since E1(t, ·) is convex and lower
semi-continuous, the sublevels of E are closed, convex set which are contained an Lα-ball.
Hence, taking T to be the weak topology on Y = L1(Ω), the compactness condition (A4)
holds. Note that using the norm topology of L1(Ω) would not supply the desired compactness.
The stable sets for E1 are given by

S1(t) = { y ∈ L1(Ω) | |y(x)|α−2y(x) ∈ [ g(t,x)−1
a(x)α

, g(t,x)+1
a(x)α

] for a.a. x ∈ Ω },

which are closed with respect to T , since they are convex and closed in the norm topology.
Hence, with T as weak topology in Y = L1(Ω) all conditions of Theorem 5.2 can be satisfied.

For the second example consider the nonconvex energy functional

E2(t, y) =
∫

Ω
1
2
|Dy(x)|2+f(t, x, y(x))dx for y ∈ H1(Ω) and +∞ else,

where f : [0, T ]×Ω×R → R and ∂tf are continuous and bounded. Because of the gradient
term the sublevels of E are already compact in the norm topology of Y = L1(Ω), since they are
closed and contained in a Y1-ball, where Y1 = H1(Ω) is compactly embedded in Y . With these
properties, it can be shown that all conditions of Theorem 5.8 are satisfied.

The proof of the first abstract result is contained in Step 3 of the proof of Thm. 5.2. We
repeat the result here for convenience.

Proposition 5.9 Let (A2) hold. Assume that E is lower semi-continuous on [0, T ]×Y and that
D is continuous on Z×Z . Then, E : S[0,T ] → R∞ is continuous as well and the set S[0,T ] is
closed.

Proof: For (s, ys), (t, yt) ∈ S[0,T ] we have by stability

−CE |t−s| − D(ys, yt) ≤ E(t, yt)−E(s, ys) ≤ CE |t−s|+D(yt, ys).

This estimate together with the continuity of D implies the continuity of E .
Now, consider a sequence (tk, yk)k∈N in S[0,T ] with tk → t∗ and yk

Y→ y∗. It remains to show
that y∗ ∈ S(t∗). For an arbitrary y ∈ Y we have E(tk, yk) ≤ E(tk, y) +D(yk, y) for all k ∈ N.
Taking the limit k → ∞ the continuities yield E(t∗, y∗) ≤ E(t∗, y) +D(y∗, y). Since y ∈ Y is
arbitrary, it follows that y∗ ∈ S(t∗).

The next result is a strengthened version of the previous one.
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Proposition 5.10 Let (A2) hold. Assume that for each sequence (tk, yk)k∈N with (tk, yk) ∈
S[0,T ], tk → t∗ and yk

Y→ y∗ in Y the following condition holds:

∀ y ∈ Y : lim inf
k→∞

[
E(tk, yk)−D(yk, y)

]
≥ E(t∗, y∗)−D(y∗, y). (5.8)

Then, the set S[0,T ] is closed.

Proof: Let y ∈ Y be arbitrary. We have to show that E(t∗, y∗) ≤ E(t∗, y) + D(y∗, y). Since
(tk, yk) ∈ S[0,T ] we have the following estimates

E(t∗, y∗) = E(t∗, y∗)−E(tk, yk)+E(tk, yk) ≤ E(t∗, y∗)−E(tk, yk)+E(tk, y)+D(yk, y)

= E(t∗, y)+D(y∗, y) + (E(tk, y)−E(t∗, y))− [E(tk, yk)−D(yk, y)−E(t∗, y∗)+D(y∗, y)].

Taking the limit k →∞, using (A2) (i.e., |∂tE| ≤ CE ) and condition (5.8) we obtain the desired
result.

For an application to the delamination problem we use the following result, which uses
continuity of E and some approximation property forD. This approximation property is weaker
than the continuity assumed in Prop. 5.9. A similar idea, but not in such an abstract setting, is
used in [FL03, Thm. 2.1] and [DFT04], where the corresponding result is named jump transfer
lemma.

Proposition 5.11 Let (A1), (A2), (A3), and (A4) hold and assume that E and D satisfy the
following condition:

For all (t, ŷ), (tk, yk) ∈ S[0,T ] with (tk, yk)
Y→ (t, y) there exists ŷk ∈ Y

such that ŷk
Y→ ŷ and lim inf

k→∞
E(tk, ŷk)+D(zk, ẑk) ≤ E(t, ŷ)+D(z, ẑ).

(5.9)

Then, the set S[0,T ] is closed.

Remark: For the case that Z is a Banach space and D(z, ẑ) = ∆(ẑ−z) with c1‖z‖ ≤ ∆(z) ≤
c2‖z‖, we simply choose ŷk = (ϕk, ẑ − z + zk). Then D(zk, ẑk) = ∆(ẑ−z) = D(z, ẑ), and the
assumption holds trivially.

Proof: Take any sequence (tk, yk) ∈ S[0,T ] with (tk, yk)
Y→ (t, y). We have to show that

y ∈ S(t). For arbitrary ŷ ∈ S(t) we choose ŷk ∈ M(tk) ⊃ S(tk) according to condition (5.9).
Using the lower semi-continuity of E and yk ∈ S(tk) we obtain

E(t, y) = lim inf
k→∞

E(tk, yk) ≤ lim inf
k→∞

E(tk, ŷk) +D(yk, ŷk) ≤ E(t, ŷ) +D(y, ŷ),

which is the desired stability result.

If Y is a Banach space Y , then it is often easy to show that D is continuous with respect
to the strong topology. However, compactness is often only obtained in the weak topology.
Hence, it is desirable to know, under which conditions we can show convexity of the stable
sets S(t). The most important case involves a quadratic energy E(t, y) = 〈Ay, y〉 − 〈`(t), y(t)〉
and a translationally invariant dissipation metric Ψ = LIC∗ . As we have seen in Section 2
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we have S(t) = A−1(`(t)−C∗). Under suitable conditions on a general dissipation distance
Ψ : Y×Y → [0,∞] (like (4.11)) it is still possible to show the characterization

S(t) = { y ∈ Y | 0 ∈ ∂Ψ(y, 0) + Ay−`(t) },

and in some cases the convexity may be established from this. However, in general the stable
sets are not convex and fortunately this condition is not needed in Section 4 where we always
prove strong convergence.

Example 5.12 Let Y = R×H where H is a Hilbert space. Let y = (a, h) ∈ X and

E(t, y) = 1
4
(a2+‖h‖2)2 − γ(t)a, ∆(y) =

√
a2 + ‖h‖2.

Then for γ(t1) = 2 it can be shown that S(t1) is not convex and not weakly closed. In fact, for
any h∗ with ‖h∗‖ = (3·53/216)1/6 we have ((35/28)1/3, h∗) ∈ S(t1) but ((35/28)1/3, 0) 6∈ S(t1),
see [MT04, Ex. 5.5] and on the left in Figure 1.

1

1.2

1.4

a

–0.6 –0.4 –0.2 0 0.2 0.4 0.6
h

IR

1
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Figure 1: Visualizations of nonconvex stable sets.
Left: Example 5.12 with H = R. Right: Example 5.13 with Y = R2.

Example 5.13 In this example E is quadratic plus a characteristic function. Let Y be a Hilbert
space with dimY ≥ 2 and

E(t, y) = α
2
‖y‖2 + IBR(0)(y)− 〈`(t), y〉, Ψ(v) = ‖v‖.

Then y with ‖y‖ < R is stable if and only if ‖αy−`(t)‖ ≤ 1. For y with ‖y‖ = R the
boundary of BR(0) enlarges the stable set. Stability holds if there exists γ ∈ [α,∞) such
that ‖γy−`(t)‖ ≤ 1. Thus, in the case ‖`(t)‖ ≤

√
1+α2R2 we have the convex stable set

S(t) = {z ∈ E : ‖αz−`(t)‖ ≤ 1} ∩ BR(0), which is the intersection of two balls. In the case
‖`(t)‖ >

√
1+α2R2 we have

S(t) = { y | ‖αy−`(t)‖≤1 } ∪ { y | ‖y‖=R, ‖
(
‖`(t)‖2−1

)1/2
y−R`(t)‖≤R }

which contains a nonconvex part of the boundary of the sphere, see on the right of Figure 1.
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5.3 An example of nonconvergence
Here we provide an example where the incremental problem (IP) is solvable and the associated
interpolants converge to a limit z∞ : [0, τ ] → Z . However, the limit is not a solution despite
the fact that the energetic problem (S) & (E) has many solutions.

Let (`1, ‖·‖1) and (c0, ‖·‖∞) be the Banach spaces of absolutely summable sequences and
sequences converging to 0, respectively. Consider Z = { z = (z(j))j∈N ∈ `1 | ‖z‖1 ≤ 1 },

E(t, z) = −∑∞j=1 z
(j) − 〈`(t), z〉 and D(z0, z1) = ‖z1−z0‖1 ,

where ` ∈ C1([0, 3], c0) is given via

`(t) =
∑∞

k=1(1
4
)kϕ(2kt)ek where ek = (0, . . . , 0, 1, 0, . . .) ∈ c0

and ϕ ∈ C1(R) with supp(ϕ) = [1/2, 1] and ϕ(t) ∈ [0, 1]. Hence ‖`(t)‖∞ ≤ ct2 and for each
t ∈ [0, 3] there exist k ∈ N and λ ∈ [0, 1] with `(t) = λek.

The stable sets can be easily computed, since E(t, ·) is linear:

`(t) = 0 =⇒ S(t) = Z
`(t) = λek with λ ∈ (0, 1) =⇒ S(t) = { z ∈ Z | z(k) = 1− ‖z−z(k)ek‖1 }.

For the incremental problem (IP) we prescribe the initial condition z0 = 0 and t0 = 0. In the
first step we have to minimize

z 7→ E(t1, z) +D(0, z0) = −〈ê + `(t1), z〉 + ‖z‖1,

where ê = (1, 1, 1, . . .) ∈ `∞. If `(t1) = 0, then any z1 ∈ Z with z(j)
1 ≥ 0 for all j ∈ N

is a minimizer. If `(t1) = λ1en(1) with λ1 ∈ (0, 1), then the unique minimizer is z1 = en(1).
Generically, for small time increments t1−t0 the second case occurs and n(1)→∞ for t1 ↘ 0.

In the second step, `(t2) = λ2en(2) with n(2) ≤ n(1) and λ2 ∈ [0, 1], and we have to
minimize

z 7→ E(t2, z) +D(z1, z) = −〈ê + λ2en(2), z〉 + ‖z−en(1)‖1.

It is easy to see that z2 = z1 = en(1) remains the unique global minimizer, since for n(2) < n(1)
we have

E(t2, en(2)) +D(en(1), en(2)) = −(1+λ2) + 2

> E(t2, en(1)) +D(en(1), en(1)) = −1 + 0.

Finally, for all further steps we find zk = en(1). Thus, for all partitions Π the piecewise
constant interpolant zΠ : [0, T ]→ Z has the form

zΠ(t) = 0 for t ∈ [0, t1) and zΠ(t) = en(1) for t ∈ [t1, 3],

where n(1) is determined via `(t1) = λ1en(1) and hence for f(Π)→ 0 we find n(1)→∞.
To study convergence, we fix the topology on Z as the weak∗ topology on `1 = c∗0. Then,

Z is a compact space, but E(t, ·) : Z → R is not weakly∗ lower semi-continuous. Even worse,
the stable sets S(t) are not weakly∗ closed for `(t) = λek with λ ∈ (0, 1). However, we find

zΠm(t)
∗
⇀ 0 for all t ∈ [0, 3].
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Thus, the limit function z∞ : [0, 3]→ Z with z∞(t) = 0 is well-defined. Obviously, z∞ solves
(E) but the stability (S) fails for all t with `(t) 6= 0.

Nevertheless, (S) & (E) has many solutions. Choose any z∗ ∈ Z with ‖z∗‖1 = 1 and
z

(j)
∗ ≥ 0 for all j ∈ N. Define z : [0, 3] → Z with z(0) = 0 and z(t) = z∗ for t > 0. Then, (S)

holds, since z(t) ∈ S(t) for each t ∈ [0, 3]. Moreover, (E) holds since E(0, z(0)) = 0 and for
t > 0 we have

E(t, z(t)) = −1− 〈`(t), z∗〉, DissD(z; [0, t]) = 1∫ t
0
∂sE(s, z(s))ds = −

∫ t
0
〈 ˙̀(s), z∗〉ds = −〈`(t), z∗〉.

5.4 Formulations which resolve jumps
A major disadvantage of the global energetic formulation using (S) & (E) is that the stability
condition (S) is a global stability condition. Thus, jumps from y− to y+ can occur despite the
fact that any continuous path ỹ : [0, 1] → Y from y0 to y1 would have to pass a potential
barrier higher than E(t, y0), i.e., there is always an s ∈ (0, 1) with E(t, ỹ(s))+D(y0, ỹ(s)) >
E(t, y0). However, considering continuous paths we need to specify a topology with respect
to which we ask for continuity. This topology may be different from T , which was used for
the existence theory, it should rather be modelled on physical grounds, or it should be chosen
for mathematical convenience. In particular, it is desirable to use semi-distances d : Y×Y →
[0,∞] such that the choice d = D is possible.

It was first proposed in [Mie03a] to study a version of the incremental problem, where global
minimization is replaced by a local one, namely inside a ball in the d-distance of small radius
δ > 0:

(IP)δ yk ∈ Arg min{ E(tk, y)+D(zk−1, z) | y ∈ Y, d(yk−1, y) ≤ δ }. (5.10)

Of course, it will be essential that the additional parameter δ tends to 0 slower than the fineness
f(Π) of the partition, e.g., δ = f(Π)1/2. Then, the solutions of (IP)δ will display standard
rate-independent behavior in many regions but will have inbetween phases where the solution
performs a fast jump.

Following [Vis01] we define a rate-independent version of Φ-minimal paths as follows. The
set of arc-length parametrized paths is defined via

A(y0) = { (t, y) ∈ C0([0, T ],R×Y) | t(0) = 0, y(0) = y0, t
′(τ) ≥ 0 a.e.,

t(τ) + Dissd(y; [0, τ ]) = τ for all τ },

where Dissd is the dissipation associated with the new metric d. Thus, the curves in A(z0)
are parametrized by the arc-length variable τ instead of the usual process time t. In particular
we find t′(τ) ∈ [0, 1] a.e. and d(y(τ1), y(τ2)) ≤ |τ1−τ2|. On A(y0) we define the mapping
Φ : A(y0)→ L∞([0, T ]) via

Φ[t, y](τ) = E(t(τ), y(τ)) + DissD(y; [0, τ ])−
∫ τ

0
∂
∂t
E(t(τ), y(τ))t′(τ)dτ,

then the path (t, y) ∈ A(y0) is called Φ-minimal, if (t, y) ≤Φ (t̂, ŷ) for all (t̂, ŷ) ∈ A(y0),
where the relation ≤Φ is defined as follows. For two paths (t, y), (t̂, ŷ) ∈ A(y0) define the time
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of “equality” via τ̃ 0
y,by = inf{ τ ∈ [0, T ] | (t(τ), y(τ)) 6= (t̂(τ), ŷ(τ)) }, then

(t, y) ≤Φ (t̂, ŷ) ⇐⇒ ∀ τ2 > τ̃ 0
y,by ∃ τ1 ∈ (τ̃0, τ2) : Φ[t, y](τ1) ≤ Φ[t̂, ŷ](τ1). (5.11)

This formulation can be weakened and localized as follows. Define

M(t, y) = lim inf
ε→0

1
ε

inf{ E(t, y)+D(y, ŷ) | d(y, ŷ) ≤ ε }.

Then (t, y) ∈ A(y0) is called locally Φ-minimal, if

d
dτ

Φ[t, y](τ) ≤M(t(τ), y(τ)) for a.a. t ∈ [0, T ]. (5.12)

The two above formulations are still derivative free in the sense that the underlying space Y
does not need to have a differentiable structure, such that derivatives of y : [0, T ]→ Y need not
be defined. Only the energetic, real-valued quantities E , DissD and Dissd need to be absolutely
continuous.

If the state space Y has a differentiable structure, then we may assume that the dissipation
distance D and the semi-distance d are generated by local metrics Ψ : TY → [0,∞] and
η : TY → [0,∞], respectively. Moreover, we consider now solutions which are absolutely
continuous. Then, the condition (t, y) ∈ A(y0) implies t′(τ) + η(y(τ), y′(τ)) = 1 for a.a.
τ ∈ [0, T ]. If additionally E is differentiable in y, then

d
dτ

Φ[t, y](τ) = 〈DE(t, y), y′〉+ Ψ(y, y′)

M(t, y) = inf{ 〈DE(t, y), v〉+ Ψ(y, v) | η(y, v) ≤ 1 }.

Thus, condition (5.12) can be reformulated via the combined functional Ψη : TY → [0,∞]

Ψη(y, v) =

{
Ψ(y, v) for η(y, v) ≤ 1,

∞ else.

We obtain the following differentiable version of (5.12):

0 ∈ ∂vΨη(y(τ), y′(τ)) + DyE(t(τ), y(τ)) ∈ T∗y(τ)Y
0 ≤ t′(τ) = 1− η(y(τ), y′(τ))

}
for a.a. τ ∈ [0, T ]. (5.13)

In [EM04b] this local formulation is investigated for the case that Y is a finite-dimensional
Banach space Y and that both dissipation metrics are translation invariant and nondegenerate,
i.e., there exists a c > 0 such that Ψ(v), η(v) ≥ c‖v‖ for all v ∈ Y . It is shown that the piecewise
linear interpolants of the solutions of the localized incremental problem (IP)δ converge, after
arc-length parametrization, to a solution of the first equation in (5.13). In general, the limit
function will not have arc-length parametrization, but it can be reparametrized to provide a full
solution of (5.13). Using a Young measure argument it can be shown that the limit is always in
arc-length parametrization if the two metrics Ψ and η satisfy a certain compatibility condition
(which holds for instance for η = Ψ).
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Moreover, it is shown in [EM04b], that (5.13) appears as a limit problem if the following
viscously regularized problem is considered:

0 ∈ ∂Ψε(ẏ(t)) + DE(t, y(t)) ∈ Y ∗ for a.a. t ∈ [0, T ], (5.14)

where Ψε(v) = Ψ(v)+ ε
2
η(v)2. Existence of solutions zε ∈ H1([0, T ], Y ) follows under mild

assumptions on E , since now Ψε grows quadratically, see [CV90]. Reparametrizing these solu-
tions as above, one can show that the limits for ε→ 0 exist and satisfy (5.13).

A similar arc-length reparametrization was used in [And95] for the surface friction problem
studied in Section 6.3. There, the differential inclusion 0 ∈ R(y(t), ẏ(t)) + Ay(t)−`(t) is
solved for by using a delay in the form 0 ∈ R(y(t−ε), ẏ(t)) + Ay(t)−`(t) which produces a
unique solution yε. It is then shown that the reparametrized solutions contain a subsequence
which converges to a generalized solutions which, in the original time t (not reparametrized)
may have jumps.

5.5 Time-dependent state spaces Y(t)

In some situations it is necessary to introduce time-dependent state spaces which arise from
time-dependent boundary conditions. In the most general situation we have a big state Ỹ on
which the energy functional E : [0, T ]×Y → R∞ and the dissipation distanceD : Y×Y → R∞
are defined. Then, the functional E(t, ·) may be +∞ outside a set Y(t) ⊂ Y , which may be
defined via time-dependent Dirichlet conditions. The problem is that in such situations it is not
possible to satisfy the condition (A2) concerning the time derivative ∂tE .

In continuum mechanics we often have y = (ϕ, z) ∈ F̃×Z = Y and the time-dependence
comes into play only through a set F(t) ⊂ F . Then, one may introduce a transformation
ϕ(t) = Φt(ϕ̃(t)) such that Φt maps F̃ homeomorphically into F(t) (e.g., by subtracting the
time-dependent boundary conditions). Then, one defines the transformed energy

Ẽ(t, ϕ̃, z) = E(t,Φt(ϕ̃), z) for ϕ̃ ∈ F̃ , t ∈ [0, T ] and z ∈ Z,

and the problem is reduced to the time-independent case. We refer to [FM04] for a careful
treatment of time-dependent Dirichlet boundary data in the case of small strains as well as in
the case of finite-strain elasticity.

However, in some situations this decoupling does not work and we now present a way how
this situation can be modelled via the energetic formulation. The stability condition is easily
transfered to the time-dependent case, as it is a static condition involving only one time instant.
However, for the energy balance we need a replacement of the power of the external forces,
previously written as ∂tE(t, y).

For this purpose, we assume that Y is a Banach space and there exist a fixed subset Ỹ ⊂ Y
and invertible transformations

Φt : Y → Y with Φt(Ỹ) = Y(t) for all t ∈ [0, T ].

We define the functionals Ẽ : [0, T ]×Y → R∞ and D̃s,t : Ỹ×Ỹ → [0,∞] via

Ẽ(t, ỹ) = E(t,Φt(ỹ)) and D̃s,t(ỹ, ŷ) = D(Φs(ỹ),Φt(ŷ)).
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Hence, we introduce a time-dependent dissipation on the time-independent state space Ỹ. Note
that the solutions to be constructed have to lie in Ỹ , but the functional Ẽ is defined on all of Y .

For all s, t ∈ [0, T ] we also define the transfer operators

Φ̃s,t : Y → Y, ỹ 7→ Φ−1
t (Φs(ỹ));

which satisfy the evolution property Φ̃r,s ◦ Φ̃s,t = Φ̃r,t and, by the definitions, we find

D̃s,t(ỹ0, Φ̃r,t(ỹ1)) = D(Φs(ỹ0),Φr(ỹ1)) = D̃s,r(ỹ0, ỹ1) and D̃s,t(ỹ, Φ̃s,t(ỹ)) = 0. (5.15)

If D is generated from a dissipation metric Ψ : TY → [0,∞], then D̃s,t associates with the
time-dependent dissipation metric Ψ̃ given by

Ψ̃(t, ỹ, ṽ) = Ψ(Φt(ỹ),DΦt(ỹ)v−∂tΦt(ỹ)).

The main assumption on the model, replacing the former condition (A2), is now that for
each (t, ỹ) ∈ [0, T ]×Ỹ with Ẽ(t, ỹ) < ∞ the function s 7→ Ẽ(s, Φ̃t,s(ỹ)) is continuously
differentiable and

∃ c(1)
E , c

(0)
E > 0 ∀ s ∈ [0, T ] : | ∂

∂s
Ẽ(s, Φ̃t,s(ỹ))| ≤ c

(1)
E (Ẽ(t, ỹ)+c

(0)
E ). (5.16)

We now define the power of external forces via

p̃(t, ỹ) = d
dt
Ẽ(t,Φ−1

t (w))
∣∣
w=Φt(ey)

= d
ds
Ẽ(s, Φ̃t,s(ỹ))

∣∣
s=t
.

Example 5.14 Consider a smooth situation with Y = RN , E(t, y) = 1
2
〈Ay, y〉 − 〈`(t), y〉,

Ψ(y, v) = Ψ̂(v) and Y(t) = b(t)+V where V is an arbitrary, fixed subspace. Hence, the
variational inequality reads

0 ∈ ∂Ψ̂(ẏ(t)) + Ay(t)−`(t) + ∂IY(t)(y(t)) ⊂ RN .

With y = Φt(ỹ) = b(t)+Q(t)ỹ, where Q(t) ∈ Lin(V, V ), we obtain Ẽ(t, ỹ) = E(t,Φt(ỹ)) =
1
2
〈Ãỹ, ỹ〉−〈˜̀(t), ỹ〉+ ẽ(t) with Ã(t) = QTAQ and ˜̀= `−Ab. Using ˙̃

A = Q̇TAQ+QTAQ̇ and
˙̃
` = ˙̀−Aḃ we find

∂tẼ(t, ỹ) = 〈AQ(ỹ+b)−`, Q̇y〉 − 〈 ˙̀−Aḃ,Qỹ+b〉 − 〈`, ḃ〉,
DẼ(t, ỹ)[Q−1(Q̇ỹ+ḃ)] = 〈AQ(ỹ+b)−`, Q̇y+ḃ〉, and hence

p̃(t, ỹ) = ∂tẼ(t, ỹ)−DẼ(t, ỹ)[Q−1(Q̇ỹ+ḃ)] = −〈 ˙̀, Qỹ+b〉 = 〈Aḃ− ˙̃
`, Qỹ+b〉.

Thus, we see the two contributions of the power of the changing boundary conditions via ḃ and
the power of the external forces via d

dt
˜̀. Moreover, the rate Q̇ of the (unnecessary) transforma-

tion Q(t) does not contribute to the power. With a(t, ỹ) = DΦt(ỹ)∂tΦt(ỹ) = Q−1(Q̇ỹ+ḃ) the
transformed system in V takes the form

0 ∈
(

Ψ̂(Q(t)[ ˙̃y(t)−a(t, ỹ(t))]) + Ã(t)ỹ(t)−˜̀(t)
)
∩ V ∗ ⊂ V ∗.
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For fixed times we define the set S(t) ⊂ Y(t) of stable states via S(t) = { y ∈ Y(t)|E(t, y) ≤
E(t, ŷ) +D(y, ŷ) for all ŷ ∈ Y(t) } as well as the transformed set

S̃(t) = { ỹ ∈ Ỹ | Ẽ(t, ỹ) ≤ Ẽ(t, ŷ) + D̃t,t(ỹ, ŷ) for all ŷ ∈ Ỹ } = Φ−1
t (S(t)).

The dissipation of a curve ỹ : [0, T ]→ Ỹ on the internal [r, s] ⊂ [0, T ] is defined via

Diss eD(ỹ, [r, s]) = sup{
N∑
j=1

D̃τj−1 ,τj(ỹ(τj−1), ỹ(τj)) |N ∈ N, r ≤ τ0 < τ1 < . . . < τN ≤ s },

such that y : t 7→ Φt(ỹ(t)) ∈ Y(t) satisfies DissD(y; [r, s]) = Diss eD(ỹ, [r, s]). We also define
the power of the external forces in the original coordinates via

p(t, y) = p̃(t,Φ−1
t (y)) for y ∈ Y(t).

A simple application of the chain rule shows that, in the case that Y(t) is constant and E(t, y)
is differentiable in t, we have p(t, y) = ∂tE(t, y) as expected.

The following two energetic formulations (S) & (E) and (S̃) & (Ẽ) are equivalent via the
transformation y(t) = Φt(ỹ(t)).

Definition 5.15 A process y : [0, T ]→ Y is called an energetic solution of the rate-independent
problem for (Y(t))t∈[0,T ], E and D, if (S) & (E) hold for all t ∈ [0, T ]:

(S) y(t) ∈ S(t) ⊂ Y(t); (E) E(t, y(t)) + DissD(y, [0, t]) = E(0, y(0)) +
∫ t

0
p(s, y(s))ds.

A process ỹ : [0, T ]→ Ỹ is called an energetic solution of the rate-independent problem for Ỹ ,
Ẽ and (D̃s,t)0≤s≤t≤T , if (̃S) & (̃E) hold for all t ∈ [0, T ]:

(S̃) ỹ(t) ∈ S̃(t) ⊂ Ỹ; (Ẽ) Ẽ(t, ỹ(t)) + Diss eD(ỹ, [0, t]) = Ẽ(0, ỹ(0)) +
∫ t

0
p̃(s, ỹ(s))ds.

The important point is that both energetic formulations are strongly related to their asso-
ciated time-incremental minimization problem (IP) and (ĨP), respectively. For a discretization
0 = t0 < t1 < . . . < tN = T and y0 ∈ Y(0) we let ỹ0 = Φ−1

0 (y0) and consider the two
incremental problems

(IP) yk ∈ Arg min{ E(tk, y)+D(yk−1, y) | y ∈ Y(tk) }. (5.17)

(ĨP) ỹk ∈ Arg min{ Ẽ(tk, ỹ)+D̃tk−1,tk(ỹk−1, ỹ) | ỹ ∈ Ỹ }. (5.18)

Of course, these two incremental problems are equivalent via yk = Φtk(ỹk). The following
result shows that the basic a priori estimates for (ĨP) hold as in the case of a time-independent
dissipation distance, cf. Theorem 3.2.

Theorem 5.16 If the above assumptions hold and ỹ0 ∈ S̃(0), then every solution (ỹk)k=1,...,N

of (ĨP) satisfies the following properties:
(i) For k = 0, . . . , N the state ỹk is stable at time tk, i.e., ỹk ∈ S̃(tk);
(ii) For k = 1, . . . , N we have∫ tk

tk−1
p̃(s, Φ̃tk ,s(ỹk))ds ≤ ẽk − ẽk−1 + δ̃k ≤

∫ tk
tk−1

p̃(s, Φ̃tk−1,s(ỹk−1))ds,
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where ẽj = Ẽ(tj, ỹj) and δ̃k = D̃tk−1,tk(ỹk−1, ỹk).

(iii) With E0 = Ẽ(0, ỹ0)+c
(0)
E we have

∑N
k=1 D̃tk−1,tk(ỹk−1, ỹk) ≤ E0 ec

(1)
E T and Ẽ(tk, ỹk) ≤ E0 ec

(1)
E tk−c(0)

E for k = 1, . . . , N.

Proof: For (i) use that ỹk minimizes and the triangle inequality. For ỹ ∈ Ỹ we have

Ẽ(tk, ỹk) ≤ Ẽ(tk, ŷ)+D̃tk−1,tk(ỹk−1, ỹ)−D̃tk−1,tk(ỹk−1, ỹk) ≤ Ẽ(tk, ỹ)+D̃tk,tk(ỹk, ỹ).

To obtain the upper estimate of (ii) we use ŷ∗ = Φ̃tk−1 ,tk(ỹk−1) ∈ Ỹ as a test function in (ĨP) at
the k-th step and employ (5.15).

Ẽ(tk, ỹk)+D̃tk−1,tk(ỹk−1, ỹk)−Ẽ(tk−1, ỹk−1) ≤ Ẽ(tk, ŷ
∗)+D̃tk−1,tk(ỹk−1, ŷ

∗)−Ẽ(tk−1, ỹk−1)

= Ẽ(tk, Φ̃tk−1,tk(ỹk−1))− Ẽ(tk−1, ỹk−1) + D̃tk−1,tk(ỹk−1, Φ̃tk−1 ,tk(ỹk−1))

=
∫ tk
tk−1

d
ds
Ẽ(s, Φ̃tk−1,s(yk−1))ds+ 0 =

∫ tk
tk−1

p̃(s, Φ̃tk−1,s(yk−1))ds.

Similarly, we obtain the lower estimate in (ii) by using ŷ∗ = Φ̃tk ,tk−1
(ỹk) as a comparison

function in the stability condition for ỹk−1:

Ẽ(tk, ỹk)− Ẽ(tk−1, ỹk−1) + D̃tk−1,tk(ỹk−1, ỹk)

≥ Ẽ(tk, ỹk)− Ẽ(tk−1, ŷ∗)− D̃tk−1,tk−1
(ỹk−1, ŷ∗) + D̃tk−1,tk(ỹk−1, ỹk)

= Ẽ(tk, ỹk)−Ẽ(tk−1, Φ̃tk ,tk−1
(ỹk))−D(Φtk−1

(ỹk−1),Φtk(ỹk))+D(Φtk−1
(ỹk−1), Φ̃tk(ỹk))

=
∫ tk
tk−1

d
ds
Ẽ(s, Φ̃tk,s(ỹk))ds+ 0 =

∫ tk
tk−1

p̃(s, Φ̃tk ,s(ỹk))ds.

Estimate (iii) follows in the same way as shown in Section 3.3 by induction over k and using
(5.16) and the upper estimate in (ii).

Following the lines of Section 5.1 it should be possible to develop a suitable existence
theory.

5.6 Relaxation of rate-independent systems
Rate-independent systems can also be used to study systems which develop microstructure.
In mathematics, we say that a system develops microstructure if energy minimization for a
functional I : Y → R∞ leads to infimizing sequences (y(j)), whose weak limit y∞ does not
minimize I. More precisely, we have

I(y(j))→ α = inf{ I(y) | y ∈ Y }, y(j) Y→ y∞ and I(y∞) > α. (5.19)

This means that the sublevels of I are not closed and the construction of minimizers via in-
fimizing sequences does not work. In fact, the existence of minimizers may fail. In such a
situation the functional I is usually relaxed to a new functional I : Y → R∞, which is lower
semi-continuous and, hence, has a global minimizer y which is connected to the limit y∞ from
above and may also retain some information on the infimizing sequence (y(j)).
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Since rate-independent problems are strongly connected to energy minimization via the
energetic formulation (S) & (E), a related philosophy may be applied to the associated incre-
mental problems. This was first observed in [OR99, ORS00] where the occurrence of certain
microstructures in plasticity was explained, see also [MSL02, ML03]. Independently this idea
was used for the derivation of evolution equations for shape-memory alloys in [MT99, MTL02,
The02, MR03]. The abstract framework presented here was developed in [Mie03b, Mie04a].

We return to the energetic formulation (S) & (E) via the functionals E : [0, T ]×Y → R∞
and D : Y×Y → R∞, where now E and D need no longer be lower semi-continuous. The
motivation for the suggested relaxation relies on the incremental problem (IP), see (3.4), which
is in general no longer solvable due to formation of microstructure, see (5.19). In this situation
we suggest the following approximate incremental problem.

(AIP)ε
Given ε > 0 and y0 ∈ Y , find yεk ∈ Y with
E(tk, y

ε
k)+D(yεk−1, y

ε
k) ≤ ε+ E(tk, y)+D(yεk−1, y) for all y ∈ Y. (5.20)

Obviously, this problem has solutions for all ε > 0. The difficult, remaining question is how
the solutions yεk behave for ε → 0. As we have seen in the above example, we cannot expect
pointwise convergence but certain macroscopic quantities should have limits for ε→ 0.

To define an abstract notion of relaxation we introduce a generalized convergence “ Y−→” on
an enlarged space Y, whose elements are denoted by y. This space is connected to Y via a
continuous embedding J : Y 7→ Y. Moreover, generalized functionals E : [0, T ]×Y → R
and D : Y×Y → [0,∞] replace the elastic functional E and the dissipation distance D. The
relaxation must be such that the associated relaxed incremental problem (RIP) for an initial
datum y0 ∈ Y and the time discretization 0 = t0 < t1 < . . . < tN = T is solvable.

(RIP)
For given y0 ∈ Y find, for k = 1, . . . , N ,
yk ∈ Arg min{E(tk,y)+D(yk−1,y) | y ∈ Y }. (5.21)

We do not ask for the conditions D(J (0, z0),J (0, z1)) = D(z0, z1) and E(t,J (ϕ, z)) =
E(t,ϕ, z). Hence, in general the relaxation will not be an extension.

Definition 5.17 A 4-tuple (Y,J ,E,D) as defined above is called a lower (or upper) incre-
mental relaxation of (Y, E ,D) if the following four conditions hold:
(R1) Solvability: For each y0 ∈ Y the relaxed incremental problem (RIP) has a solution.
(R2) Approximation: J (Y) is dense in Y.
(R3) Incremental consistency: If (yk)k=1,...,N solves (IP), then J (yk)k=1,..,N solves (RIP); and
if (yk)k=1,..,N satisfies yk = J (yk) and solves (RIP), then (yk)k=1,..,N solves (IP).
(R4)low Lower incremental relaxation: For each solution (yk)k=1,...,N of (RIP) there exist solu-

tions (yk)k=1,...,N of (AIP)ε with J (yεk)
Y−→ yk for ε→ 0.

(R4)upp Upper incremental relaxation: If J (yεk)
Y−→ yk and (yεk)k=1,...,N solves (AIP)ε, then

(yk)k=1,...,N solves (RIP).

Our definition implies that the relaxed problem has to be of the same energetic kind as the
original one; we just give up the clear distinction between ϕ ∈ F and z ∈ Z . Condition (R1)
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forces us to consider only useful relaxations, namely those which have solutions. If the original
problem is already solvable, then we can choose Y = F×Z , E = E and D = D, since no
relaxation is necessary. Condition (R2) says that the new state space Y should not be unnec-
essarily big in the sense that every y ∈ Y can be approximated by a sequence (ϕε, zε)ε>0 of
classical elements in F×Z , i.e., J (ϕε, zε)

Y−→ y for ε→ 0. Condition (R3) is very important
as it says that the relaxation must maintain classical solutions, if they exist for (IP) or if they are
found by solving (RIP). Conditions (R4)low and (R4)upp link the rate-independent evolution of
(F×Z, E ,D) to that of (Y,E,D) via the approximate incremental problem (AIP)ε.

Moreover the relaxed incremental problem (RIP) can be interpreted as the incremental
problem associated to the following relaxed energetic formulation of a rate-independent time-
continuous problem: A function y : [0, T ] 7→ Y is a solution of the relaxed energetic problem
associated with (Y,E,D), if (S) and (E) hold for all t ∈ [0, T ]:

(S) ∀ ỹ ∈ Y : E(t,y(t)) ≤ E(t, ỹ) + D(y(t), ỹ);

(E) E(t,y(t)) + Diss(y; [0, t]) = E(0,y(0)) +
∫ t

0
∂sE(s,y(s))ds,

where the relaxed dissipation Diss is calculated via the relaxed dissipation distance D.

A further desirable property for relaxations is the consistency for the time continuous prob-
lem:
(R5) Time-continuous consistency: If (ϕ, z) : [0, T ] 7→ Y solves (S) & (E), then J ◦ y :
[0, T ] 7→ Y solves (S) & (E); and if y : [0, T ] 7→ Y satisfies y(t) = J (y(t)) and solves
(S) & (E), then y : [0, T ] 7→ Y solves (S) & (E).

The major question is how suitable relaxations can be constructed. This problem is still
unsolved. Following the ideas in [MTL02] the abstract setting in [Mie03b, Mie04a] suggest to
do a separate relaxation for E andD independently and to use for Y the set of associated Young
measures generated by the convergence “ Y→” in Y . It is then easy to show that the conditions
(R1)–(R3) hold. However, proving the validity of (R4)low or (R4)upp is very difficult.

Another way to define relaxations for rate independent problems of the type (S) & (E) is
proposed in [The02]. This definition avoids totally the usage of incremental problems but needs
instead a sequence of approximation operators Sn : Y 7→ Y such that:
(R.i) For all y ∈ Y we have Sn(J (y))

Y−→ y for n→∞.
(R.ii) For all t ∈ [0, T ] and all y ∈ Y we have E(t,Sn(y))→ E(t,y) for n→∞.
(R.iii) For all y0,y1 ∈ Y we have D(Sn(y0),Sn(y1))→ D(y0,y1) for n→∞.

An application of this theory to phase transformations in elastic solids (see also Section 7.3) is
given in [The02], where it is also shown that for the problem under consideration the relaxation
axioms (R1)–(R3), (R5) and, most importantly, (R4)low are satisfied. See also [CT03] for a
successful relaxation in a special situation in an elastoplastic problem at finite strains.

Formally, the same ideas were used in [MSL02, MTL02, HH03, ML03, KO03, RK04],
however, the proofs of the important condition (R4) is missing.
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6 Non-associated dissipation laws
The above energetic formulations have the major advantage that the dissipational forces are
derived from the dissipation potential Ψ. In the more nonlinear setting the energetic formulation
could be reduced to the stability condition (S) and the energy balance (E). In several applications
the dissipational forces are more general and we replace the subdifferential ∂vΨ(y, ẏ) by a
more general set R(y, ẏ) of dissipation forces. However, we will stay in the framework of
rate-independent systems, which means thatR(y, ·) is homogeneous of degree 0.

Typical applications in mechanics occur in plastic behavior of materials, in particular for
soils (cf. [vVd99, CDTV02]), and in Coulomb friction for elastic bodies, where the dissipation
is proportional to the product of the modulus of the sliding velocity and the normal pressure.
Several new phenomena occur in such problems and so far the theory is much less developed
than for associated flow rules. New types of instabilities and bifurcations occur [MMG94,
MK99, MP00, MR02] as well as ill-posedness [VP96]. Some positive results in non-associated
plasticity are obtained in [Mró63, BKR98], but they are restricted to the finite-dimensional case
of point mechanics.

6.1 General setup
We consider a reflexive Banach manifoldY and assume that for each t ∈ [0, T ] and each (y, ẏ) ∈
TY a closed set R(t, y, ẏ) ⊂ T∗yY for the dissipational forces is given. Rate independence is
encoded into the problem by the assumption thatR(t, y, ·) is homogeneous of degree 0, i.e.,

∀ γ > 0 ∀ (t, y, v) ∈ [0, T ]×TY : R(t, y, γv) = R(t, y, v).

In the framework of multi-valued mappings R(t, y, ·) : TyY → P(T∗yY) we always find an
inverse operator V(t, y, ·) : T∗yY → P(TyY) such that

σ ∈ R(t, y, γv) ⇐⇒ v ∈ V(t, y, σ).

Rate independence now means that each V(t, y, σ) is a cone, i.e., γ > 0 and v ∈ V(t, y, σ)
imply γv ∈ V(t, y, σ).

Moreover, the state y ∈ Y and the process time t ∈ [0, T ] determine the set of reaction
forces Σ(t, y) ⊂ T∗yY , which may also be multi-valued. In the above energetic setting we
obviously have R(t, y, v) = ∂vΨ(y, v), V(t, y, σ) = ∂L(Ψ(y, ·))(σ) and Σ(t, y) = −DE(t, y).
The problem to be solved is now the following differential inclusion:

For given y0 ∈ Y find y ∈W1,1([0, T ],Y) with
0 ∈ R(t, y(t), ẏ(t))− Σ(t, y(t)) ⊂ T∗y(t)Y for a.a. t ∈ [0, T ], y(0) = y0.

(6.1)

Very often the forces are assumed to have the form Σ(t, y) = Σ0(y)+`(t), then (6.1) takes the
more familiar form

`(t) ∈ R(t, y, ẏ)− Σ0(y) ⊂ T∗y(t)Y. (6.2)

Using the inverse V we can also write (6.1) as

ẏ(t) ∈ V(t, y(t),Σ(t, y(t))) ⊂ Ty(t)Y, (6.3)
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where the composition of the multi-valued maps V and Σ is defined via V(t, y,Σ(t, y)) := { v ∈
TyY | ∃ σ ∈ Σ(t, y) : v ∈ V(t, y, σ) }.

A general theory for equations of the type (6.1) is not to be expected, since only additional
structures will enable us to develop a suitable existence and uniqueness theory, see [AC84].
One such structure arises from thermodynamics. The forces in R are called dissipative (also
called pre-monotone in [Alb98, Che03]), if for all r ∈ R(t, y, v) we have 〈r, v〉 ≤ 0. By 0-
homogeneity of R we may assume that there exists a function Ψlow : [0, T ]×TY → [0,∞]
which is 1-homogeneous and satisfies

∀ (t, y, v) ∈ [0, T ]×TY ∀ r ∈ R(t, y, v) : 〈r, v〉 ≥ Ψlow(v). (6.4)

If additionally Σ is obtained as a (sub-) differential of an energy functional E , i.e., Σ(t, y) =
DE(t, y), then any solution of (6.1) satisfies the energy inequality

E(t, y(t)) +
∫ t

0
Ψlow(s, y(s), ẏ(s))ds ≤ E(0, y0) +

∫ t
0
∂sE(s, y(s))ds.

6.2 Existence theory
So far, the main approach to an existence theory for such problems is via the theory of monotone
operators in Hilbert spaces or accretive operators on general Banach spaces. In Theorem 2.3 we
already gave one such result. If Y is a Hilbert space, R(y, v) = ∂Ψ(v) with Ψ : Y → [0,∞]
being 1-homogeneous and weakly continuous, and Σ0 : Y → Y ∗ is Lipschitz continuous and
strongly monotone, then (6.2) has a solution for suitable initial data.

Note that the theory of monotone operators applied to (6.3) does not give anything new.
In fact, if M : Y → P(Y ) is a maximal monotone operator such that all sets M(y) are
closed convex cones, then maximality implies that the set K = { y ∈ Y | 0 ∈ M(y) } is
convex and closed and equals D(M). Moreover, for each y ∈ D(M) monotonicity implies
M(y) ⊂ NK(y) = { v ∈ Y | 〈v|y−ŷ〉 ≥ 0 for all ŷ ∈ K }. Hence, maximality implies
M = ∂IK . See [Alb98, Ch. 7] for rate-independent material models, which can be transformed
into this setting.

Here we want to discuss a more general result which is based on [Gui00, Che03]. If y =
(ϕ, z) ∈ F×Z = Y with an elastic, dissipationless part ϕ, then usually R takes the form
R(ϕ, z, ϕ̇, ż) = {0}×Rz(z, ż) ⊂ F ∗×Z∗ and Σ(t, ϕ, z) =

(
Σϕ(t,ϕ,z)
Σz(t,ϕ,z)

)
. Using the inverse Vz of

Rz, (6.1) may be written in the explicit form

0 = Σϕ(t, ϕ, z) ∈ F ∗, 0 ∈ ż + Vz(z,Σz(t, ϕ, z)) ⊂ Z∗,

see [Che03, eqn. (CC)]. Assuming further that Σϕ(t, ϕ, z) = 0 can be solved uniquely for ϕ =
φ(t, z), we may insert this into the second equation and we are left with a general differential
inclusion

0 ∈ ż(t) +B(t, z(t)) ⊂ Z∗, z(0) = z0. (6.5)

This is a generalized form of (DI) (cf. (2.3)) which reads 0 ∈ ẏ + ∂I−C∗(Ay−`(t)). Moreover,
the equation also includes equations of the type 0 ∈ ∂Ψ(ẏ)+Σ0(y)−`(t), which were treated in
Theorem 2.3. For this, just use the Legendre transform to obtain 0 ∈ ẏ + ∂I−C∗(Σ0(y)−`(t)).
A closely related result was provided in [KM97].

The following result is the abstract version of [Che03, Thm. 2.6].
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Theorem 6.1 Let Z be a Hilbert space and C∗ a closed convex subset of Z∗. Moreover, assume
that Φ : Z∗ → Z∗ is a C1,Lip diffeomorphism (i.e., Φ, Φ−1, DΦ and DΦ−1 exist and are
globally Lipschitz continuous). Moreover, let A : Z → Z∗ be bounded, symmetric and positive
definite (as in Section 2). Finally assume ` ∈ C1,Lip([0, T ], Z∗). If B in (6.5) has the form
B(t, z) = B(Az−`(t)) with the multi-valued map B(σ) = DΦ(σ)∗∂I−C∗(Φ(σ)), then (6.5) has
for each z0 with 0 ∈ Φ(Az0−`(0))+C∗ a unique solution z ∈ CLip([0, T ], Z).

Note that the equation has the form 0 ∈ ż + DΦ(σ)∗∂I−C∗(Φ(σ)) where σ = Az−`(t). Using
Ψ = LIC∗ this can be rewritten by the Legendre transform as

−Φ(σ) ∈ ∂Ψ(DΦ(σ)−∗ż) ⇐⇒ 0 ∈ R(σ, ż) + σ

withR(σ, v) = Φ−1
(
∂Ψ(DΦ(σ)−∗v)

)
and σ = Az−`(t).

We see here, thatR(σ, v) is obtained by applying Φ−1 to the convex set ∂Ψ(DΦ(σ)−∗v), which
means thatR(σ, v) is not convex in general.

The Skorokhod problem forms another class of rate-independent systems with non-associated
flow rules, see [KV01, KV03]. It is classically formulated in a Hilbert space using its scalar
product, however, to stay consistent with the previous formulations we use our general notation
where Y is a Hilbert space with dual Y ∗ and A : Y → Y ∗ is a positive definite isomorphism.
As in (2.29) we start with a polyhedral convex set

C∗ = { σ ∈ Y ∗ | ∀ j = 1, . . . , K : 〈σ, nj〉 ≤ βj } ⊂ Y ∗,

with βj ≥ 0 and normal vectors nj ∈ Y \{0}.
In contrast to the classical subdifferential equation (SF) or the classical differential inclu-

sion (DI) ẏ ∈ NC∗(`(t)−Ay), which is treated in Theorem 2.8, we do not use the friction
law ∂(LIC∗) but generalize it as follows. We define the multi-valued operator J : Y ∗ →
P({1, ..., K}) of active indices via

J (σ) = { j ∈ {1, ..., K} | 〈σ, nj〉 = βj } for σ ∈ C∗ and J (σ) = ∅ for σ 6∈ C∗.

Moreover, the reflection cone V : Y ∗ → P(Y ) is given via vectors m1, . . . , mK ∈ Y \{0} as

V(σ) = {∑j∈J (σ) µjmj | µj ≥ 0 }.

Note that mj = nj for all j implies V(σ) = ∂IC∗(σ). The inverseR of V reads

R(v) = { σ ∈ C∗ | ∃µj ≥ 0 : v =
∑

j∈J (σ) µjmj }.

The Skorokhod problem can now be written in the following two equivalent and dual forms:

0 ∈ R(ẏ(t)) + Ay(t)− `(t) ⊂ Y ∗ or ẏ(t) ∈ V(`(t)−Ay(t)) ⊂ Y. (6.6)

We give an example of such a system in the next subsection.
Without loss of generality it is possible to assume further on that Y is finite-dimensional and

equal to span{m1, ..., mK, n1, ..., nk}, since the A-orthogonal complement can be decoupled
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like at the end of Section 2.4. The crucial property which has to be satisfied by the vectors
{m1, ..., mK, n1, ..., nk} is

〈Amj, nj〉 > 0 for j = 1, . . . , K, (6.7)

and `-paracontractivity. The set {Qj | j = 1, . . . , K } containing the projections

Qj : Y → Y ; y 7→ 〈Ay,nj〉
〈Amj ,nj〉 mj,

is called `-paracontracting, if there exist a norm ‖·‖ on Y and a constant γ > 0 such that

∀ y ∈ Y ∀ j = 1, . . . , K : ‖Qjy‖+ γ‖Qjy−y‖ ≤ ‖y‖. (6.8)

The following results are established in [KV01, Thm. 3.1 & Thm. 5.8]. Further results can
be found in [KV03], where the case of time-dependent βj is considered.

Theorem 6.2 Let Y and m1, ..., mK, n1, ..., nk be given as above and such that (6.7) and (6.8)
hold. Then, for each ` ∈W1,1([0, T ], Y ∗) and each σ0 ∈ C∗ problem (6.6) has a solution y with
y(0) = A−1(`(0)−σ0) and y ∈W1,1([0, T ], Y ).

Under the additional transversality condition

∀ J ′ ⊂ {1, . . . , K} : dim span{nj | j ∈ J ′ } = dim span{mj | j ∈ J ′ }

the solution is unique and (σ0, `) 7→ y is Lipschitz continuous from C∗×W1,1([0, T ], Y ∗) into
W1,1([0, T ], Y ) as well as from C∗×C0([0, T ], Y ∗) into C0([0, T ], Y ).

Example 6.3 This simple example from queuing theory is taken from [KV01, Sect. 8], and it
has the form of a Skorokhod problem.

With word and wpriv we denote the number of ordinary and privileged customers waiting at
a service point whose set of possible states is

W = {w = (word, wpriv) ∈ [0, 1]2 | word−wpriv ≤ ctot },

where ctot > 0 is the total capacity of the waiting room. The customers which arrived in the time
interval [0, t] is the input ˜̀(t) = (˜̀ord(t), ˜̀priv(t)) and the number of customers which left the
service point during [0, t] is ỹ(t), served or refused because of missing capacity. Thus, we have
ỹ+w = ˜̀. There are the two counters: O for ordinary customers and P for privileged customers.
The following service rules apply:
(i) All customers are served at their respective counters, which work with their maximal capac-
ities cord and cpriv, respectively, as long as there are customers.
(ii) If there is unused capacity at counter O, then it can be used by privileged customers.
(iii) If the waiting room is full, then for each refused privileged customer, there must be at least
ρ refused ordinary customers, where ρ > 0 is fixed.

Define c = (cord, cpriv) and the final variables y(t) = ỹ(t) − tc and `(t) = ˜̀(t) − tc, such
that w(t) = `(t)− y(t). The evolution of y can be formulated as

ẏ(t) ∈ B(∂IW [`(t)−y(t)]) for a.a. t ∈ [0, T ], y(0) = y0,
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where B maps the cones {αnj | α ≥ 0 } into the cones { βmj | β ≥ 0 }, where n1 = (−1, 0),
n2 = (0,−1) and n3 = (1, 1) are the normal vectors at the edges of W and m1 = (−1, 0),
m2 = (1,−1) and m3 = (ρ, 1) are the reflection vectors.

The above theorem can be applied to show that this problem has a unique solution for each
` ∈ CLip([0, T ],R2) and each y0 ∈ `(0)−W .

6.3 Dry friction on surfaces
The most important problem with non-associated flow law is that of dry friction of elastic bod-
ies on surfaces. There are two mostly disjoint areas. The first case is the finite-dimensional
one which involves a structure composed of rigid bodies which are connected with elastic in-
teractions and may slide along given surfaces. The second case concerns an elastic body which
touches a surface along a part of its boundary and which is assumed to have only small defor-
mations such that linearized elasticity theory and linearized contact laws can be used. However,
in both cases the difficulty arises that the tangential frictional force is proportional to the normal
pressure. See [MK99, AK01, MR02] for surveys in this area.

In the first case the state of the structure is given by an element y of a smooth, finite-
dimensional manifold Ỹ . The contact surfaces are modeled via smooth constraints cj : Ỹ → R,
j = 1, ..., p, such that the state space is given by

Y = { y ∈ Ỹ | cj(y) ≤ 0 for j = 1, ..., p }.

We assume that the derivatives Dcj(y) do not vanish on the boundary pieces Γj = Y∩{cj(y)=0}.
Hence, the (outward) unit normal vectors nj(y) ∈ T∗yY exist on Γj. Several of the sets Γj may
intersect in a lower-dimensional manifold, which just means that several bodies of the structure
are in contact.

The elastic interactions between the bodies are given through a smooth, time-dependent
energy functional E : [0, T ]×Y → R. For simplicity, we assume that there are no frictional
forces other than the one arising if y(t) touches the boundary ∂Y = Γ = ∪pj=1Γj . For (y, v) ∈
TyΓ we denote by R(y, v) the set of possible reaction forces of the boundary at the given
velocity v. For y in the interior int(Y) = Y \ Γ of Y we simply set R(y, v) = {0}. Then, the
rate-independent friction problem takes the form

0 ∈ R(y(t), ẏ(t)) + DE(t, y(t)) ⊂ T∗y(t)Ỹ, (6.9)

and the friction law is implemented through specifyingR.
For each contact point y ∈ Γj we specify a static friction cone Rj(y) ⊂ T∗yỸ which is

closed, convex and contains nj(y). If a single body yj ∈ Rd is in contact, this is usually done
by decomposing the reaction forces rj ∈ T∗yjR

d into a tangential part rjt and a normal part
rjn = αnj(y) and by setting

Rj(y) = { rj = rjt +rjn | |rjt | ≤ µj(y)rjn } ⊂ T∗yjR
d,

where µj(y) ≥ 0 is the coefficient of (isotropic) friction for the j-th body. To obtain now
Rj(y) ⊂ T∗yỸ we simply fill in 0 for all reaction forces of the other bodies.
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For situations in which y ∈ Γ has several contacts, we make the assumptions that the differ-
ent contacts do not influence each other. To describe this mathematically, we extend the vectors
nj : Γj → T∗Y and the cones Rj(y) ⊂ T∗yY to all of Y by 0 and {0}, respectively. The
tangential directions T (y) and the outward normal cones N (y) are

T (y) = { v ∈ TyỸ | 〈nj(y), v〉 = 0 for j = 1, . . . , p }, N ∗(y) = {∑p
j=1 αjnj(y) | αj ≥ 0 }.

Additionally, we prescribe at each y ∈ Γ a projection P (y) which maps TyỸ onto T (y). The
adjoint projector P (y)∗ has the kernel span(N (y)) and it decomposes reaction forces r ∈ T∗yỸ
into its tangential part rt = P (y)∗r and its normal part rn = r−rt ∈ N (y). With this, we define
the total static friction cone as the sum

R∗(y) =
∑p

j=1Rj(y) = {∑p
j=1 rj | rj ∈ Rj(y) }

of the cones Rj(y), which gives again a closed, convex cone with N ∗(y) ⊂ R∗(y), and the
velocity-dependent friction cone via

R(y, v) =

{
{ r ∈ R∗(y) | v ∈ P (y)NR∗(y)(r) } if v ∈ T (y),

{0} if v 6∈ T (y).

In particular, we have R(y, 0) = R∗(y) for the sticking particle. However, sliding can only
occur in that direction where the critical tangential force (relative to the normal force) is reached.

The easiest example is Ỹ = R3, c1(y) = y3 and R1((y1, y2, 0)) = { r | (r2
1−r2

2)1/2 ≤ µr3 }
and gives the time-dependent friction cone

R((y1, y2, 0), v) =





{0} for v3 6= 0,

R1(y1, y2, 0) for v = 0,

{α(−µv1,−µv2, |v|) | α ≥ 0 } for v = (v1, v2, 0) with |v| > 0.
(6.10)

Thus, it can be easily seen that there exists no Ψ : R3 → [0,∞] such thatR(0, v) = ∂Ψ(v).
There is a substantial body of work for this type of finite-dimensional friction problems,

however, in most cases the inertia terms are used to regularize the problem, i.e., an equation like
0 ∈ M(t, y)ÿ+R(t, y, ẏ)+DE(t, y) is considered. We refer to [MK99, MR02] for surveys and
to [AK97, MPS02, PM03, MR02, MMP04] for some relevant mathematical work. In [GMM98]
it was shown that in quasistatic problems even in simple linear systems we have to expect jumps
in the solution.

There is a way to reformulate the problem such that it almost looks like a rate-independent
system with a dissipation potential. Using the decomposition T∗yỸ = span(N (y))⊕T ∗(y) with
T ∗(y) = P (y)∗T∗yỸ we define, for y ∈ Y and rn ∈ N ∗(y), the set of possible tangential forces
via

C∗(y, rn) = { rt ∈ T ∗(y) | rn+rt ∈ R∗y } = P (y)∗
(
R∗(y) ∩ { r | (1−P (y))∗r = rn }

)
.

Using this set we use the Legendre transform on T (y) to define the dissipation functional
Ψ(y, rn, ·) : TyỸ → [0,∞] via

Ψ(y, rn, v) = [LIC∗(y,rn)](P (y)v) = sup{ 〈rt, P (y)v〉 | rt ∈ C∗(y, rn) }.
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For rn 6∈ N (y) we have C∗(y, rn) = ∅ and hence Ψ(y, rn, ·) ≡ ∞. Some elementary calcula-
tions show that if v = P (y)v, then r ∈ R(y, v) is equivalent to rt ∈ ∂vΨ(y, rn, y). Thus, the
friction laws are reduced to an associated flow law (a principle of maximal dissipation) in the
tangential direction, if the normal forces are considered to be given.

Note that Ψ is defined for all velocities, but only the tangential part vt = P (y)v contributes.
Thus, ∂Ψ always includes the whole space span(N (y)), which is useful in the following equiv-
alent rewriting of (6.9):

0 ∈ ∂Ψ(y(t), σn(t), ẏ(t))−σ(t) ⊂ T∗yỸ, where σ(t) = −DE(t, y(t)) and σn = (1−P (y))∗σ.

Thus, the structure is somewhat similar to the case of general dissipation metrics. However,
the main difficulty coming into play here is that the function Ψ which is built using the normal
vectors n and the projections P is not continuous. Whenever a new contact arises or a contact
disappears, then there are jump discontinuities.

Example 6.4 In [Mon93, Sect. 5.3] the following friction problem is solved. Let Ỹ = R3

and c1(y) = y3 which gives Y = { y ∈ R3 | y3 ≤ 0 }. As an energy functional we choose
E(t, y) = α

2
|y−`(t)|2, where |·| denotes the Euclidean norm. The friction law on Γ = ∂Y =

{y3 = 0} is defined via (6.10) and the friction coefficient function µ : Γ → (0, µmax] with
|µ(y)−µ(ỹ)| ≤ β|y−ỹ| for y, ỹ ∈ Γ.

It is proved that the corresponding friction problem has for each loading ` ∈W1,1([0, T ];R3)
and each equilibrated (i.e., stable) state y0 a solution y with y(0) = y0 and y ∈W1,1([0, T ];R3),
if additionally the smallness condition β‖`3(·)‖∞ < 1 holds. Here a state y0 is called equili-
brated with `(0), if for `3(0) ≤ 0 we have y0 = `(0) and for `3(0) > 0 we have y0

3 = 0 and
|y0−(`1(0), `2(0), 0)| ≤ `3(0)µ(y0).

Counterexamples to uniqueness and existence of solutions are given in [Kla90, Bal99], and
[GMM98, And95] provides examples in which the solutions are in general not continuous.
However, general systems of the type described above need much further study.

The second class of friction problems involves a linearly elastic body, which may touch
a surface with parts of its boundary. Throughout we assume small displacements, since the
general case seems out of reach at the present stage of research. The first major steps in this field
were done in [DL76], where the static problem was solved and simplified evolution variational
inequalities were considered. The time-dependent problem was first studied including inertia
terms and sometimes viscoelastic damping, which keep the solution from making undesirable
jumps, see [MO87, Kut97, Eck02, EJ03]. Here we restrict ourselves to the rate-independent
case, which is usually called the quasistatic case in contrast to the dynamic case.

The system consists of the elastic bulk energy 1
2
〈Au, u〉−〈`(t), u〉, where A : Y → Y ∗ is the

usual symmetric elastic operator with Y = H1
ΓD

(Ω) = { u ∈ H1(Ω;Rd)|u|ΓD = 0 }, where Ω ⊂
Rd is a domain with Lipschitz boundary and ΓD ⊂ ∂Ω, and 〈Au, u〉 =

∫
Ω
Cijkl∂iuj∂kul dx ≥

c‖u‖2
H1 for some c > 0. At a contact part Γc ⊂ ∂Ω, which has positive distance from ΓD, the

body may touch a given obstacle which is prescribed by the function g : Γc → R. Let ν be
the normal vector on ∂Ω, then there is no contact, if the normal component un = u·ν satisfies
un < g. Contact means that the penetration depth un−g is nonnegative. Note that the tangential
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displacement ut = u−unν is not involved in the contact condition, since we are in a situation
of small displacements.

The normal stress vector σ ∈ Rd and its normal and tangential components at a point x ∈ Γc

are defined via

σ[u] = (
∑

ijk Cijkl∂iujνk)l=1,...,d, σ[u]n = σ[u]·ν and σ[u]t = σ[u]− σ[u]nν.

In the case of normal compliance, one assumes that the penetration depth can become posi-
tive due to some elastic behavior of the obstacle. This induces a normal stress according to a
compliance law

−σ[u]n = H(x, un−g), where H(x, δ) = 0 for δ ≤ 0.

Usually one chooses H(x, δ) = λ(x) max{0, δ}m for suitable parameters λ,m > 0. Hard
Coulomb friction is modeled via H(δ) = +∞ for δ > 0. Associated with this elasticity law is
the functional

H(u) =
∫

Γc
h(x, u(x)−g(x))da(x), where h(x, u) =

∫ u
0
H(x, δ)dδ.

The total stored energy now defines the energy functional

EH(t, u) = 1
2
〈Au, u〉−〈`(t), u〉+H(u).

As in the rigid-body case, the friction law is now specified best by a local dissipation func-
tion ψ in the form

ψ(x, σn, v) =

{
∞ for σn > 0,

−σn µ(x)|vt| for σn ≤ 0.

The friction law now asks the stress vector σ and the velocity v to satisfy σt ∈ ∂Ψ(x, σn, v).
Thus, the whole problem can be written as a variational inequality using the stress-dependent

dissipation functional
Ψ(σn; v) =

∫
Γc
ψ(x, σn(x), v(x))da(x)

in the following way:

〈DEH(t, u), v−u̇〉+ Ψ(σ[u]n; v)− Ψ(σ[u]n; u̇) ≥ 0 for all v ∈ Y = H1
ΓD

(Ω). (6.11)

This model with H(δ) = λmax{0, δ}m and m ∈ [1, d/(d−2)) was treated in a series of papers
[And91, And95, And99]. Under the assumption of small friction (‖µ‖L∞ � 1) existence of
solutions is shown. The approach follows exactly the one explained in Section 3.6 for general
state-dependent dissipation metrics. The smallness of the friction coefficient corresponds to the
smallness of ψ∗ in (3.16), which controls the deviation from the convex part obtained from the
energy. Roughly spoken, the result is the one which one expects, namely that for each loading
` = (fvol, fsurf) ∈W1,1([0, T ]; L2(Ω;Rd)×H−1/2(∂Ω;Rd)) with `(0) = 0 there exists a function
u ∈W1,1([0, T ];Y ) with u(0) = 0 such that (6.11) holds a.e. on [0, T ].

The case of a real hard unilateral constraint with h(δ) =∞ for δ > 0 is handled in [And00],
again using the smallness of the friction coefficient µ. Studying the solutions of the compliance
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problem (6.11) for the compliance parameter λ tending to ∞, it is shown that the Coulomb
friction problem has also a solution. Defining

Kg = { u ∈ Y | un|Γc ≤ g } and E0(t, u) = 1
2
〈Au, u〉−〈`(t), u〉,

the variational inequality now reads with Y = H1
ΓD

(Ω):

∀ v ∈ Y : 〈DE0(t, u), v−u̇〉 − 〈σn[u], vn−u̇n〉 −Ψ(σ[u]n; v)− Ψ(σ[u]n; u̇) ≥ 0,

∀w ∈ Kg : 〈σn[u], wn−un〉 ≥ 0.
(6.12)

In fact, both inequalities can be put into one equation by introducing the potential E∞(t, y) =
E0(t, u) + IKg(u):

0 ∈ ∂Ψ(σ[u]n; u̇) + ∂E∞(t, u).

After doing some slight modifications and specifying the assumptions fully, it is shown in
[And00] that (6.12) has for each ` = (fvol, fsurf) and for each suitable initial data a solution
u ∈W1,1([0, T ], Y ) with u(t) ∈ Kg for all t ∈ [0, T ].

The case of large friction coefficient µ and normal compliance is handled in [And95]. For
this the solution concept needs to be modified, since solutions will no longer be continuous and
the variational inequality (6.11) has to be replaced by a more energetic formulation.

7 Applications to continuum mechanics
To unify the presentation of the applications in continuum models we refrain from the full
generality and restrict ourselves to standard situations like, for instance, simple (dead) loadings
and time-independent Dirichlet boundary conditions. For time-dependent boundary conditions
we refer to [FM04], where they are treated with similar ideas as explained in Section 5.5.

Throughout we will consider a body Ω ⊂ Rd with d ∈ {1, 2, 3}, which is open, bounded and
has a Lipschitz boundary such that integration by parts and Sobolev embeddings are available.
The deformation is ϕ : Ω → Rd and we will use u : Ω → Rd; x 7→ ϕ(x)−x to denote the
displacement in the case of linearized elasticity. For the general situation we use y : Ω → Rd
to denote ϕ or u. In addition, there will be an internal variable z : Ω → Z ⊂ Rm. The two
constitutive functions are the stored-energy density (stress potential) W : Ω×Rd×d×Z → R∞
and the dissipation potential ψ : Ω×TZ → [0,∞]. The latter generates the dissipation distance
D : Ω×Z×Z → [0,∞] such that the functionals have the form

E(t, y, z) =
∫

Ω
W (x,Dy(x), z(x))+κ

r
|Dz(x)|r dx− 〈`(t), y〉,

D(z0, z1) =
∫

Ω
D(x, z0(x), z1(x))dx,

(7.1)

where t 7→ `(t) denotes the loading which is considered as input data. We add the regularizing
term κ

r
|Dz|r with suitable r > 1 which is also called “nonlocal” in mechanics terminology. For

κ > 0 it provides helpful compactness properties.
Throughout the following subsections we will assume that the deformations or displace-

ments are taken from a space F = W1,p
ΓDir

(Ω;Rd) (denoted H1
ΓDir

(Ω;Rd) for p = 2), where
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ΓDir ⊂ ∂Ω is such that in the case of linearized elasticity Korn’s inequality holds in F , i.e.,
there exists a constant c > 0 such that

∀ u ∈ F : ‖ε(u)‖Lp ≥ c‖u‖W1,p where ε(u) = 1
2
(Du+(Du)T).

Here, ε(u) ∈ Rd×dsym is called the linearized strain tensor. In the case of finite elasticity, we only
impose Poincaré’s inequality:

∀ϕ ∈ F : ‖Dϕ‖Lp ≥ c‖ϕ‖W1,p .

The different applications below differ in the form of the variable z and in the nonlinearities
or nonconvexities in the functions W and D. For instance in elastoplasticity z will contain a
plastic tensor in Rd×d as well as hardening variables (Sections 7.1 and 7.2), in shape-memory
materials z ∈ { z ∈ [0, 1]m | ∑m

1 z
(j) = 1 } contains the portions of the phases (Section 7.3), in

ferromagnetic materials z ∈ Sd−1 is the magnetization (Section 7.4), and in damage problems
z ∈ [0, 1] denotes the proportion of intact material ([MR04a]) . There are also applications,
where z is not defined on all of Ω but only on hypersurfaces like in delamination (Section 7.5)
and in crack propagation (Section 7.6).

7.1 Linearized elastoplasticity
The theory of linearized elastoplasticity has been the major driving force for the theory of rate-
independent systems since the mid 1970s. So we give the main structure of the theory, but refer
to the huge list of references for further details, see, e.g., [HR99] for a recent monograph.

A bounded body Ω ⊂ Rd is subject to small deformations which are described by the
displacement u : Ω → Rd. As internal variables we have z = (εpl, q), where εpl ∈ Rd×d0 =
{A ∈ Rd×d | trA = 0, A = AT } is the plastic strain and q ∈ Rn denotes hardening variables.
The stored-energy functional has the form

E(t, u, εpl, q) =
∫

Ω
1
2
A(ε(u)−εpl):(ε(u)−εpl) +Q(εpl, q)dx− 〈`(t), u〉,

where A is the (fourth-order) elastic tensor and Q : Rd×d0 ×Rn → [0,∞) is a quadratic form
which describes hardening effects.

The dissipation functional Ψ takes the form Ψ(ε̇pl, q̇) =
∫

Ω
ψ(ε̇pl(x), q̇(x)) dx, where ψ :

Rd×d0 ×Rn → [0,∞) is convex, 1-homogeneous and coercive.
Under the additional assumption that there is enough hardening, i.e., the quadratic form Q

is coercive, it is quite standard to apply the existence results of Section 2.3. For this we choose

Y = H1
ΓDir

(Ω;Rd)×L2(Ω;Rd×d0 )×L2(Ω;Rn).

However, in most plasticity models the hardening is weaker. In particular, we haveQ(εpl, q) =
Q(0, q), such that the energy is not coercive in the variables ε(u) and εpl, but only in their dif-
ference ε(u)−εpl. In this situation, the dissipation can be used to control εpl as well, but more
careful bookkeeping is necessary, see [Joh76, Suq81, HR95, AC00]. To explain the general
approach we restrict ourselves to the case of von Mises plasticity, where q is a scalar hardening
variable and the dissipation potential takes the form

ψ(ε̇pl, q̇) = s2|ε̇pl| for q̇ ≥ s1|ε̇pl| and ψ(ε̇pl, q̇) =∞ else.
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The elastic domain is C∗ = ∂ψ(0) = { (σ, r) ∈ Rd×d0 ×R | r ≤ 0, |σ|+s1r ≤ s2 }. The energy
density is given as above with Q(εpl, q) = s3

2
q2. Here all the constants sj are strictly positive.

The dissipation distance D is given via D((ε0
pl, q

0), (ε1
pl, q

1)) = Ψ((ε1
pl, q

1)−(ε0
pl, q

0)).
The arising difficulty is that neither the dissipation functional Ψ nor the stored energy den-

sity are coercive in the sense assumed in the abstract Section 3. However, the sum of stored and
dissipated energies is coercive, namely for each (ε0

pl, q
0) the mapping

K(ε0pl,q
0) : (u, εpl, q) 7→ E(t, u, εpl, q) + Ψ((εpl, q)−(ε0

pl, q
0))

satisfies either K(ε0pl,q
0)(u, εpl, q) =∞ or

K(ε0pl,q
0)(u, εpl, q) ≥ a

2
‖ε(u)−εpl‖2

L2 − ‖`(t)‖H−1‖u‖H1 + s3
2
‖q‖2

L2 + s2‖εpl−ε0
pl‖L1

if s1|εpl(x)−ε0
pl(x)| ≤ |q(x)−q0(x)| for a.e. x ∈ Ω. Using this pointwise constraint and Korn’s

inequality on H1
ΓDir

(Ω;Rd), it is then easy to find constants c, C0 > 0 such that

K(ε0pl,q
0)(u, εpl, q) ≤ c(‖u‖2

H1 + ‖εpl‖2
L2 + ‖q‖2

L2)− C0.

Here C0 depends only on (ε0
pl, q

0) and `(t).
Thus, we choose the underlying space Y = Y = H1(Ω;Rd)×L2(Ω;Rd×d0 )×L2(Ω), which

makes E and Ψ weakly lower semi-continuous due to convexity. Fixing an initial datum
(u0, ε0

pl, q
0) ∈ Y , the abstract condition (A2) can be replaced by

∃ c(0)
E , c

(1)
E > 0 : E(t, εpl, q) <∞ and Ψ((εpl, q)−(ε0

pl, q
0)) <∞

=⇒ |∂tE(t, u, εpl, q)| ≤ c
(1)
E (c

(0)
E +E(t, u, εpl, q)).

Moreover, since ∂tE(t, u, εpl, q) = −〈 ˙̀(t), u〉 is linear in u, it is weakly continuous. Finally, we
can use the quadratic nature of E to show that the stable sets are convex and strongly closed, and
hence weakly closed. Thus, existence can be deduced from Theorem 5.2 using the assumption
(A7).

The case without any hardening, i.e., s3 = 0, is also called perfect plasticity. In this case
no a priori bounds in L2-spaces are possible, but the dissipation provides L1-bounds. Since this
space is not weakly closed, one is led to consider εpl as a bounded measure and u in the set of
bounded deformations, where ε(u) is a bounded measure, see [TS80, Suq81, ER03, DDM04].

For the further rich literature in linearized elastoplasticity we refer to [Alb98, HR99] and
the references therein.

7.2 Finite-strain elastoplasticity
While the theory of linearized elastoplasticity is well developed in terms of existence and
uniqueness results and also provides reliable and efficient finite-element discretizations, there
is a big lack of theory for the case of finite-strain elastoplasticity.

The reason is that the linearized theory is based on the additive decomposition

ε = 1
2
(Du+ DuT) = εelast + εplast,
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which is well suited for methods in linear functional analysis, whereas the finite-strain theory is
based on the multiplicative decomposition

F = Dy = FelastP with P = Fplast. (7.2)

The main feature here is that the nonlinearities arise from the multiplicative group of invertible
matrices. (In finite-strain elasticity this is also called geometrically nonlinear elasticity. ) The
main open question is to understand the interaction of functional analytical tools, mainly based
on linear function spaces, and these algebraic nonlinearities.

At the present stage there are only very little results in this direction. In [Nef03] a local
existence result for a viscously regularized director model is obtained. For the rate-independent
setting there is a series of negative result, in the sense that it is shown that the incremental prob-
lem (IP) studied in Section 3 does not have solutions in general, see [OR99, ORS00, CHM02,
HH03, Mie03a]. This mathematical difficulty is also observed in experiments where the dis-
locations accumulate on interfaces which have microstructure. Here we want to address some
results in the positive direction, namely where it is possible to establish existence of solutions
for (IP) for an arbitrary number of steps, see [Mie02, Mie03a]. However, the limit for the
timestep tending to 0 is not yet understood.

To be more specific, let y : Ω→ Rd be the deformation of the body Ω ⊂ Rd. The energy E
stored in a deformed body depends only on the elastic part Felast = DyP−1 of the deformation
tensor and on suitable hardening parameters q ∈ Rn. But it is not allowed to depend on the
plastic part P = Fplast, which is contained in SL(Rd) = {P | detP = 1 } or another Lie group
G contained in GL+(Rd) = {G ∈ Rd×d | detG > 0 }. The energy functional takes the form

E(t, y, (P, p)) =
∫

Ω
W (x,Dy(x)P (x)−1, p(x))dx− 〈`(t), y〉

with external loading 〈`(t), y〉 =
∫

Ω
fext(t, x) · y(x)dx+

∫
Γ
gext(t, x) · y(x)da.

To model the plastic effects one prescribes either a plastic flow law or, equivalently, a dis-
sipation potential ψ : Ω×T(G×Rm)→ [0,∞], which generates the global dissipation distance
D(x, ·, ·) on G×Rm. Thus, the second ingredient of the material model is the dissipation dis-
tance between two internal states zj = (Pj, pj) : Ω→ SL(d)× Rm:

D(z1, z2) =
∫

Ω
D(x, (P1(x), p1(x)), (P2(x), p2(x)))dx.

The main assumption in plasticity theory is that the actual plastic tensor P does not appear
in the constitutive laws. Changes of P can only influence the forces through the hardening
variable. Thus, the dissipation potential ψ and the dissipation distance D have to satisfy plastic
invariance, namely

ψ(x, (P, p), (Ṗ , ṗ)) = ψ(x, (1, p), (Ṗ P−1, ṗ)),

D(x, (P1, p1), (P2, p2)) = D(x, (1, p1), (P2P
−1
1 , p2)).

This symmetry leads naturally to a logarithmic behavior of D which contradicts any convexity
properties.

Allowing for finite strains we are forced to abolish convexity of the stored-energy density
W . Instead it has to be polyconvex or quasiconvex and frame indifferent, see [Bal77]. These



7.2 Finite-strain elastoplasticity 71

notions work well together with the philosophy that F = Dy is an element of GL+(Rd), i.e.,
we set W (F ) =∞ for detF ≤ 0.

The associated incremental problem (IP) has the form

(yk, Pk, pk) ∈ Arg min{ E(tk, y, P, p) +D((Pk−1, pk−1), (P, p)) | y ∈ F , (P, q) ∈ Z },

where the spacesF andZ still need to be specified. Typical choices areF = yDir+W
1,qy
ΓDir

(Ω;Rd)
and Z is a subset of LqP (Ω;Rd×d)×Lqp(Ω;Rm). Under suitable assumptions on W and D it is
then possible to prove coercivity, but there is no hope to proof weak lower semi-continuity in
the variable P .

The crucial observation in [CHM02, Mie03a, Mie04b] is that weak lower semi-continuity is
by far not needed to prove existence of minimizers for (IP). The point is that z = (P, p) appears
only pointwise under the integral. Thus, the minimization can be done pointwise in x ∈ Ω. This
leads to the condensed energy density W cond as defined in Section 3.4:

W cond(Pold, pold; x, F ) = min{W (x, FP−1, p)+D(x, (Pold, pold), (P, p)) | (P, p) ∈ G×Rm }.

Plastic invariance is inherited in the form

W cond(Pold, pold; x, F ) = W cond(1, pold; x, F P−1
old ).

In [Mie04b] it is shown that under the usual technical assumptions on W and D the solvability
of (IP) can be shown:

(a) W cond((1, p∗); x, ·) : Rd×d → R∞ := R ∪ {∞} is polyconvex,
(b) W cond((1, p∗);F ) ≥ c|F |qF−C and D((1, p∗), (P, p)) ≥ c|P |qP−C,
(c) 1

qF
+ 1

qP
≤ 1

qy
< 1

d
.

(7.3)

The major problem with these assumptions is that in practice only W and ψ are given and
W cond and D are defined implicitly. In particular, the condition (7.3)(a) is difficult to check. By
now, only one nontrivial model is known, which is only two-dimensional, see [Mie04b, Sect. 4].
On the one-dimensional setting with G = GL+(R1) = (0,∞) the solvability of (IP) is rather
straightforward, since polyconvexity equals convexity. Even the convergence of the solutions
of (IP) to solutions of (S) & (E) can be shown, see [Mie04b, Sect. 5+6].

In microscopical models for finite-strain elastoplasticity it is often desirable to introduce
regularizing (also called non-local) terms, which generate a small length scale which stops
formation of microstructure. One typical term of this kind is (curlP )P T, which is also called
the dislocation-density tensor (curlP )P T. In [MM04b] it is shown that the functional

(y, P ) 7→
∫

Ω
W (DyP−1) +D(P ) + κ

r
|(curlP )PT|r dx

is weakly lower semi-continuous on W1,qy(Ω;Rd)×LqP (Ω; SL(Rd)), if both, W and D, are
polyconvex. Based on this result, existence for (IP) is established.
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7.3 Phase transformations in shape-memory alloys
Over the last decade the shape-memory effect became important in many mechanical and medi-
cal applications. Thus, the need of good models for simulation and optimization of such materi-
als arises. The energetic formulation (S) & (E) was in fact developed for models of phase trans-
formations induced by stress or strain, rather than by temperature changes, cf. [MT99, MTL02].
For such isothermal cases the energetic formulation is a tool which can model the static behav-
ior quite well, but the dynamical effects are modelled only crudely. The dissipation potential is
fitted phenomenologically to obtain the desired hysteresis loops.

We assume that in each microscopic point x ∈ Ω the shape-memory material is free to
choose one of m crystallographic phases, denoted by {e1, . . . , em} ∈ Rm, and that the elastic
energy density W is then given by W (Dϕ, ej). If the model is made on the mesoscopic level,
then the internal variables are phase portions z(j) ∈ [0, 1] for the j-th phase. We set

Z = { z ∈ [0, 1]p ⊂ Rm | ∑m
1 z

(j) = 1 } and Z = L1(Ω;Z) ⊂ L1(Ω;Rm).

The material properties are given via a mixture function (also called cross-quasiconvexification)
W : Rd×d×Z → [0,∞], see [MTL02, GMH02]. The dissipation can be shown to have the form
D(z0, z1) = ψ(z1−z0) with ψ(v) = max{ σm · v |m = 1, . . . ,M } ≥ Cψ|v|, where σm ∈ Rp
are thermodynamically conjugated threshold values. The derivation of this model is in fact a
special case of the relaxation described in Section 5.6.

In the case of no regularization term, i.e., κ = 0 in (7.1), we are unable to prove existence
results for this model in its full generality. The mixture function W is constructed as a relax-
ation, which means that the associated energy functional is weakly lower semi-continuous on
W1,p(Ω,Rd)×L1(Ω, Z). Clearly D is convex and weakly lower semi-continuous. Thus, our
abstract conditions (A1) to (A5) can be satisfied easily. However, condition (A6) (weak con-
tinuity of D) does not hold. The weak continuity of ∂tE in condition (A7) also holds, but the
weak closedness of the stable sets S(t) seems to be wrong in general. Hence, in general we are
able to prove existence of solutions for the incremental problem (IP), but the convergence of the
piecewise constant interpolants to solutions of the energetic formulation (S) & (E) is still open.
However, the case with only two phases (m = 2) has been treated in [MTL02] under the addi-
tional assumption that the elastic behavior is linear and both phases have the same elastic tensor.
The missing closedness of the stable sets is shown via an explicit representation of the set in
terms of a pseudo-differential operator of order 0 and a finite number of quadratic inequalities
which have to hold pointwise. Then, a careful analysis using H-measures (cf. [Tar90]) shows
that the non convex sets S(t) are weakly closed.

The situation is much better if a regularizing term κ
r
|Dz|r, with r ≥ 1 and κ > 0, is

added to the stored energy. In this case the underlying space can be chosen as F×Z , with
F = W1,p

ΓDir
(Ω,Rd) andZ = W1,r(Ω,Rm)∩L1(Ω, Z) equipped with the weak topologies in both

cases. Conditions (A1) to (A5) remain valid but now (A6) also holds since W1,r(Ω) is compactly
embedded into L1(Ω) and D is strongly continuous on L1(Ω, Z). Such regularizations are used
in [Rou02, AGR03, MR03, FM04].

In [Mai05] a microscopic model without phase mixtures is considered, i.e., we assume
z ∈ Zp := {e1, . . . , em} ⊂ Rm, where ej is the j-th unit vector. The subscript p stands for
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“pure” phases, and the functions z ∈ Zp = { z ∈ BV(Ω,Rm) | z(x) ∈ Zp a.e. in Ω } are like
characteristic functions which indicate exactly one phase at each material point. The dissipation
is assumed as above, but now the elastic energy contains an additional term measuring the
surface area of the interfaces between the different regions:

E(t, ϕ, z) =
∫

Ω
W (Dϕ, z)dx+ κ

∫
Ω
|Dz| − 〈`ext(t), ϕ〉,

where κ is a positive constant and the total variation of z over Ω is
∫

Ω
|Dz|, which equals

√
2

times the area of all interfaces. Thus, the underlying space Y = F×Zp is defined with F as
above and Zp is equipped with the weak∗ topology, i.e., the measure Dz is tested with functions
in C0(Ω). Again we have a compact embedding of BV(Ω) into L1(Ω), which shows that Zp is
a weakly∗ closed and D is weakly∗ continuous on Zp. We refer to [Mai05] for details.

A totally different approach to shape-memory materials is given in [AP02]. This model is
isotropic and uses the linearized strain tensor ε(u) = 1

2
(∇u+(∇u)T). The internal variable is

the mesoscopically averaged transformation strain, namely

z ∈ Z = Rd×d0 = {A ∈ Rd×d | trA = 0 }.

For a given fixed temperature the stored-energy density W takes the form

W (ε, z) = 1
2
A(ε−z):(ε−z) +H(z) with H(r) = c1|z|+ c2|z|2 + I{|z|≤c3}(z).

The dissipation potential is given simply by ψ(ż) = c4|ż|. Thus, the functionals

E(t, u, z) =
∫

Ω
W (ε(u), z)dx− 〈`(t), u〉 and D(z0, z1) =

∫
Ω
c4|z1(x)−z0(x)|dx

are convex and weakly lower semi-continuous on the Hilbert spaceY = H1
ΓDir

(Ω;Rd)×L2(Ω;Z).
(Throughout the constants cj are positive.) Moreover, E(t, ·) is uniformly convex, which im-
plies that the incremental problem (IP) has unique solutions and that these solutions satisfy an a
priori Lipschitz bound in time, see Section 3.5. However, our theory does not provide existence
of solutions. For the existence proof in the convex case we lack the necessary smoothness (see
Theorem 4.3) whereas for the nonsmooth case we lack the suitable compactness (see (A6) or
(A7) in Theorem 5.2).

However, a slight modification and a regularization make the problem accessible for our
general theory, see [AMS04]. We replace the special function H by a smooth versionHρ which
satisfies

H ∈ C3(Z,R), H uniformly convex and ∃ c, C > 0 ∀ z ∈ Z : c|z|2 ≤ H(z) ≤ C|z|2.

Moreover, we require that for z fixed Hρ(z)→ H(z) if ρ↘ 0. As an example we may choose

Hρ(z) = c1

(√
ρ2+|z|2 − ρ

)
+
(
c2 + 1

ρ
h(1

ρ
(|z|2−c2

3))
)
|z|2, where h(s) = es

1+es
.

Moreover, we add a spatial regularization and obtain the energy functional

Eρ(t, u, z) =
∫

Ω
1
2
A(ε(u)−z):(ε(u)−z) +Hρ(z) + ρc5

2
|Dz|2 dx.
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Now the suitable function space is Y = H1
ΓDir

(Ω;Rd)×H1(Ω;Z) which, on the one hand, makes
D weakly continuous (cf. (A6)) and, on the other hand, makes Eρ uniformly convex and C3.
Thus, now both abstract existence results are applicable. In particular, one obtains a unique
solution for the associated energetic formulation (S) & (E) and the solutions of the incremental
problem (IP) converge strongly like

√
stepsize.

Note that the smoothness of Hρ is not enough to guarantee smoothness if c5 = 0. Then, the
suitable space for uniform convexity is again H1×L2 as above. However, a functional

H : L2(Ω, Z)→ R; z 7→
∫

Ω
h∗(z(x))dx

is C3 if and only if h∗ : Z → R is a quadratic functional.

7.4 Models in ferromagnetism
Hysteretic effects in ferromagnetism were one of the driving forces in the development of hys-
teresis operators like the Preisach operator as a superposition of many relay operators, see
[Vis94, I.4 & IV]. These models are mainly used for mean field models, which replace the con-
tinuum by a system with a finite number of degrees of freedom. Here we want to propose a
continuum model with infinitely many degrees of freedom. Thus, we use simpler hysteresis
operators which will also generate complicated hysteretic behavior because of spatial variations
of the internal variable.

In ferromagnetism we are interested in the interplay between elastic effects and magnetic
effects, sometimes also called magnetostriction since magnetic fields may deform a body. The
models described here and studied in [EM04a] lie inbetween the parabolic and hyperbolic mod-
els considered in [Vis94, Vis04] and the purely static models in [DeS93, DJ02]. Thus, our
models describe the statics as good as the latter works but our dynamics are not as good as in
the former ones.

For simplicity, we assume small strains and use the linearized strain tensor ε(u). The internal
variable is the magnetization z ∈ Z = Sd−1 = { z ∈ Rd | |z| = 1 }. More standard notations for
the magnetization are the symbols m and M , but we stay with z to remain consistent with the
other parts of this paper. The functional of the stored energy takes the form

E(t, u, z) =
∫

Ω
W (ε(u), z) + κ2

2
|Dz|2 dx +

∫
Rd

µ0

2
|∇φz|2 dx− 〈`mech(t), u〉 − 〈µ0Hext(t), z〉,

where `mech(t) denotes the mechanical loading, Hext(t) is the external magnetic field satisfying
divHext = 0. The stored energy density W contains information on the interaction between the
elastic behavior and the magnetic directions and κ > 0 is the exchange length which gives the
thickness of the domain walls.

The potential φz describes the field induced by the magnetization inside the body, i.e., the
magnetic flux is B = µ0(H+EΩz) with H = Hext −∇φz. Here EΩ denotes the operator which
extends a function on Ω by 0 to all of Rd. Thus, divB = 0 yields the definition of φz as a
solution of

div(−∇φz+EΩz) = 0 on Rd.
Of course, φz is defined only up to a constant, but Ĝ : L2(Ω,Rd) → L2(Rd,Rd); z 7→ ∇φz, is
a bounded linear operator. Moreover, G : z 7→ (Ĝz)

∣∣
Ω

is an orthogonal projection on L2(Ω,Rd)
satisfying

∫
Rd |∇φz|2 dx =

∫
Ω
z · (Gz)dx, see [DeS93].
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In addition to the stored energy we define a dissipation distance via a metric on Z = Sd−1.
The simplest distance which respects the geometry is

D(z0, z1) = δ
π

arccos(z0 · z1) giving D(z0, z1) =
∫

Ω
D(z0(x), z1(x))dx.

Using these functionals with a suitable W and the space

Y = H1(Ω,Rd)×{ z ∈ H1(Ω,Rd) | |z(x)| = 1 a.e. },

it is shown in [EM04a] that for κ > 0 the energetic formulation (S) & (E) has a solution. Again
the crucial compactness condition (A6) is satisfied.

In [Vis04] the bulk energyW and the exchange energy are neglected (i.e., κ = 0). Moreover,
the models are considered to be mesoscopic and z is considered to be a mesoscopic average
satisfying z ∈ Z = { z ∈ Rd | |z| ≤ 1 }. Thus, the energy reduces to

E0(t, z) =
∫
Rd

µ0

2
|∇φz|2 dx +

∫
Ω
IZ(z(x))dx − 〈µ0Hext, z〉.

The dissipation is taken to be in the form ψ(z, ż) = ψ̂(ż), since Z is a closed convex sub-
set of Rd. With these assumptions the problem is convex and using the formula DE0(t, z)[z̃] =
µ0(Gz−Hext) = −µ0H|Ω we find the subdifferential formulation which is equivalent to (S) & (E),
namely

0 ∈ ∂ψ̂(ż(t, x)) + ∂IZ(z)− µ0(Hext−∇φz) for a.a. (t, x) ∈ [0, T ]×Ω.

In [Vis04] a “scalar relay” is used which corresponds to the choice ψ̂(ż) = δ0ż·θ+(δ0+δ1)|ż·θ|
with δ0, δ1 > 0 and a given vector θ ∈ Sd−1. Existence and uniqueness results for parabolic
versions (not rate-independent) of this problem are then established.

7.5 A delamination problem
In this section we provide a simple model for rate-independent delamination and refer to [KMR04]
for a better model and the detailed analysis. Thus, we remove all unnecessary distractions and
focus the attention on the interplay of the different continuity properties in the suitable topolo-
gies.

The body Ω ⊂ Rd consists of several pieces which are glued together at certain interfaces.
The model is based on the assumption that sufficiently strong forces can destroy the glue. To be
precise, we assume that int(cl(Ω)) differs from Ω by a finite set of sufficiently smooth hypersur-
faces Γj , j = 1, . . . , n, along which parts of the body are glued together. This means that with
Γ :=

⋃n
j=1 Γj we have int(cl(Ω)) = Ω ∪ Γ and Ω ∩ Γ = ∅. The two sides of the body are glued

together along these surfaces with a glue that is softer than the material itself. Upon loading,
some parts of the glue may break and thus lose their effectiveness. The remaining fraction of
the glue which is still effective is denoted by the internal state function z : Γ→ [0, 1].

We let Z = { z : Γ→ [0, 1] | z measurable } ⊂ L1(Γ). The dissipation distance D̃(z0, z1) is
proportional to the amount of glue that is broken from state z0 to state z1:

D̃(z0, z1) =
∫

Γ
ψdelam(z1(y)−z0(y))da(y) with ψdelam(v) = −κv for v ≤ 0 and +∞ else.
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Here we explicitly forbid the healing of the glue by setting ψdelam(v) equal to∞ for v > 0.
The energy is given by the elastic energy in the body, the elastic energy in the glue, and the

potential of the external loadings:

E(t, ϕ, z) =
∫

Ω
W (Dϕ)dx+

∫
Γ
z(y)Q(y, [[ϕ]]Γ(y))da(y)− 〈`ext(t), ϕ〉,

where for y ∈ Γ the vector [[ϕ]]Γ(y) denotes the jump of the deformation ϕ across the interface
Γ and Q(y, ·) is the potential defining the elastic properties of the glue.

For simplicity we assume further that W is coercive and provides linearized elasticity and
that Q is quadratic as well. Then there is a unique minimizer ϕ = Φ(t, z) ∈ F := {φ ∈
H1(Ω,Rd) |φ|ΓDir = ϕDir } of E(t, ·, z). We let Y = H1

ΓDir
(Ω,Rd)×Z be equipped with the weak

topology of H1
ΓDir

(Ω,Rd)×L1(Γ).
Note that E is not convex since the integral over Γ is trilinear. Nevertheless E is weakly

lower semi-continuous, since the compactness of the embedding H1/2(Γ) ⊂ L2(Γ) implies
Q([[ϕk]]Γ) → Q([[ϕ∗]]Γ) strongly in L1(Γ) if ϕ ⇀ ϕ∗ in H1(Ω). Moreover, zk ⇀ z∗ in
L1(Γ) and ‖zz‖∞ ≤ 1 implies zk

∗
⇀ z∗ in L∞(Γ). Thus, we conclude

∫
Γ
zkQ([[ϕk]]Γ) da →∫

Γ
z∗Q([[ϕ∗]]Γ)da, as it is desired for lower semi-continuity.
Thus, it is not difficult to satisfy the assumptions (A1)–(A5). Since (A6) (weak continuity

of D) does not hold, we have to show that the stable sets S(t) are weakly closed. Note that
each element (ϕ, z) in S(t) satisfies ϕ = Φ(t, z), since the elastic problem for fixed z is strictly
convex. Moreover, it can be shown that the mapping Φ(t, ·) is compact, in the sense that zk ⇀ z∗

in Z implies Φ(t, zk)→ Φ(t, z) in H1(Ω). We refer to [KMR04, Lem.2.1] for the proof of this
delicate continuity result. Finally, an application of Proposition 5.11 and the usage of the special
form of ψdelam establish the weak closedness of S(t). Thus, assumption (A7) holds and existence
of solutions follows according to Theorem 5.2, namely, for each stable initial state z0 and each
loading `ext ∈ CLip([0, T ],H−1(Ω)) the energetic formulation (S) & (E) of the delamination
problem has a solution (ϕ, z) with ϕ ∈ L∞([0, T ],H1(Ω,Rd)) and z ∈ BV eD([0, T ],Z). Recall
that the condition on z is equivalent to the monotonicity z(s) ≥ z(t) on Γ for s < t and that
then Diss eD(z; [s, t]) = D̃(z(s), z(t)).

In [KMR04] also numerical simulations are given which display the different contributions
in the energy balance (E).

7.6 Crack propagation in brittle materials
In a series of papers starting with [FM93, FM98, Bul98, Bul00, BFM00] and culminating with
[DT02, Cha03, FL03, DFT04] the following fracture model is developed and analyzed. We
follow the notation of the latter paper and will show that the approach taken there is exactly that
of the energetic formulation (S) & (E), if the notions are reinterpreted correctly. This problem
is technically very difficult and needs certain adjustments to the abstract theory which we will
not discuss here. Nevertheless the main strategy of the proof is exactly as it was described
in Sections 3 and 5, namely by using the incremental problem in the form of a minimization
problem and then passing to the limit as the stepsize of the discretization goes to 0. We will
present here only a simplified version which omits certain finer details. But this enables us to
compare these result with our abstract theory without too much effort. For full details we refer
to [DFT04].
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The model deals with nonlinear elasticity such that the energy density W is given as a
quasiconvex function of the displacement gradient A = Du with suitable growth restrictions,
namely

∃ p > 1 ∃ c, C > 0 ∀A ∈ Rm×d : c|A|p − C ≤ W (A) ≤ C|A|p + C.

The time-dependent exterior forces are assumed to have a potential F which is nonlinear and
coercive. This is needed because pieces which are broken off by cracks all around could “fall
to infinity”. The assumption is

∃ c > 0 ∃ f ∈ L1(Ω) ∀ u ∈ Rm : −F (t, x, u) ≥ c|u|q − f(x)

for a suitable q related to p and d.
The internal variables are the cracks themselves. A crack is considered to be a subset

Γ ⊂ Ω which satisfies Hd−1(Γ) < ∞, where Hd−1 denotes the surface measure or the (d−1)-
dimensional Hausdorff measure. (More precisely, a crack Γ is the equivalence class of all Γ̃
which satisfyHd−1(Γ\Γ̃)+Hd−1(Γ̃\Γ) = 0. All inclusions⊂ are also meant to be up to sets N
withHd−1(N) = 0.) The state space Y is then given as

Y =
{

(u,Γ)
∣∣ Γ ⊂ Ω, Hd−1(Γ) <∞, Γ rectifiable,
u ∈ GSBV(Ω,Rm), u|ΓDir

= uDir, J(u) ⊂ Γ
}
,

where GSBV(Ω,Rm) is the set of generalized special functions of bounded variations and J(u)
denotes the jump set of such functions. This space is equipped with the following weak conver-
gence:

(uk,Γk)
Y→ (u,Γ) ⇐⇒

{
uk → u a.e. in Ω, Duk ⇀ Du in Lp(Ω,Rm×d),
sup{Hd−1(J(uk)) | k ∈ N } <∞, Γk

σp→ Γ.

See [DFT04, Def. 4.1] for the exact definition of σp convergence of sets.
The functional for the stored energy (in our convention) is given as

E(t, u,Γ) =
∫

Ω
W (Du(x))− F (t, x, u(x))dx,

which does not depend directly on Γ, since Γ has Lebesgue measure 0. The dissipation is
associated with the crack propagation. For simplicity we take

D(Γ0,Γ1) =

{
κHd−1(Γ1\Γ0) for Γ0 ⊂ Γ1,

∞ else,

but more general x-dependent and anisotropic surface measures can be used.
In [DFT04] the notations are somewhat different. They use total energy E(t)(u,Γ) =

E(t, u,Γ) +D(∅,Γ) to write the energetic formulation in the following way:

(a) global stability: for every t ∈ [0, T ] the pair u(t),Γ(t) is a minimum energy configuration,
i.e., E(t)(u(t),Γ(t)) ≤ E(t)(ũ, Γ̃) for all (ũ, Γ̃) ∈ Y with Γ(t) ⊂ Γ̃;
(b) irreversibility: Γ(s) is contained in Γ(t) for 0 ≤ s ≤ t ≤ T ;
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(c) energy balance: the increment in stored energy plus the energy spent in crack increase
equals the work of the external forces, i.e.,

E(t)(u(t),Γ(t)) = E(s)(u(s),Γ(s))−
∫ t
s

∫
Ω
∂τF (τ, x, u(τ, x))dxdτ.

Using the above definition of D it is easy to see that (a), (b) and (c) are equivalent to our
energetic formulation (S) & (E). Thus, the existence results there are also existence results for
(S) & (E).

Like in the delamination case, it is possible to show that the functionals E and D are lower
semi-continuous with compact sublevels, since E is a volume integral andD is a surface integral.
However, the analysis is much deeper, since here the crack Γ is not prescribed a priori. Thus,
already the lower semi-continuity property is nontrivial. The most difficult part is the proof of
the closedness of the stable set which relies on the so-called “jump transfer in GSBV” ([DFT04,
Thm. 5.3]), which supplies assumption (5.9) of our abstract Proposition 5.11.

It should be noted that the analysis in [DFT04] provides several new tools. In fact, they form
a significant part of the basis for the abstract existence result in Theorem 5.2 (see also [FM04]).
In particular, the t-dependent choice of subsequences for the u-component (see Step 2), the
approximation of Lebesgue integrals by suitable Riemann sums in the proof of Proposition 5.7
and, most importantly, the following concrete version of Proposition 5.6:

(uk,Γk)
Y→ (u,Γ)

E(t, uk,Γk)→ E(t, u,Γ)

}
=⇒ DuE(t, uk,Γk) ⇀ DuE(t, u,Γ) in

(
W1,p(Ω,Rm)

)∗
.
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[Che03] K. CHEŁMIŃSKI. On quasistatic inelastic models of gradient type with convex composite
constitutive equations. Cent. Eur. J. Math., 1, 670–689 (electronic), 2003.

[CHM02] C. CARSTENSEN, K. HACKL, and A. MIELKE. Non–convex potentials and microstructures
in finite–strain plasticity. Proc. Royal Soc. London, Ser. A, 458, 299–317, 2002.

[CT03] S. CONTI and F. THEIL. Single-slip elastoplastic microstructures. MPI MIS Preprint 64,
2003.

[CV90] P. COLLI and A. VISINTIN. On a class of doubly nonlinear evolution equations. Comm.
Partial Differential Equations, 15(5), 737–756, 1990.

[Dac89] B. DACOROGNA. Direct Methods in the Calculus of Variations. Springer-Verlag, Berlin, 1989.

[DDM04] G. DAL MASO, A. DESIMONE, and M. MORA. Quasistatic evolution problems in linearly
elastic – perfectly plastic materials. SISSA Trieste, Manuscript, 2004.

[DeS93] A. DESIMONE. Energy minimizers for large ferromagnetic bodies. Arch. Rational Mech.
Anal., 125, 99–143, 1993.

[Des98] W. DESCH. Local Lipschitz continuity of the stop operator. Appl. Math., 43, 461–477, 1998.

[DFT04] G. DAL MASO, G. FRANCFORT, and R. TOADER. Quasistatic crack growth in nonlinear
elasticity. Arch. Rat. Mech. Anal., 2004. To appear.

[DJ02] A. DESIMONE and R. D. JAMES. A constrained theory of magnetoelasticity. J. Mech. Phys.
Solids, 50, 283–320, 2002.

[DL76] G. DUVAUT and J.-L. LIONS. Inequalities in mechanics and physics. Springer-Verlag, Berlin,
1976. Translated from the French by C. W. John, Grundlehren der Mathematischen Wis-
senschaften, 219.

[DT99] W. DESCH and J. TURI. The stop operator related to a convex polyhedron. J. Differential
Equations, 157, 329–347, 1999.

[DT02] G. DAL MASO and R. TOADER. A model for quasi–static growth of brittle fractures: existence
and approximation results. Arch. Rat. Mech. Anal., 162, 101–135, 2002.

[Eck02] C. ECK. Existence of solutions to a thermo-viscoelastic contact problem with Coulomb fric-
tion. Math. Models Methods Appl. Sci., 12, 1491–1511, 2002.
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[MSL02] C. MIEHE, J. SCHOTTE, and M. LAMBRECHT. Homogenization of inelastic solid materials
at finite strain based on incremental minimization princicples. Application to texture analysis
of polycrystals. J. Mech. Physics Solids, 50, 2123–2167, 2002.

[MT99] A. MIELKE and F. THEIL. A mathematical model for rate–independent phase transformations
with hysteresis. In H.-D. Alber, R. Balean, and R. Farwig, editors, Proceedings of the Work-
shop on “Models of Continuum Mechanics in Analysis and Engineering”, pages 117–129.
Shaker–Verlag, 1999.

[MT04] A. MIELKE and F. THEIL. On rate–independent hysteresis models. Nonl. Diff. Eqns. Appl.
(NoDEA), 11, 151–189, 2004. Accepted July 2001.



84 REFERENCES

[MTL02] A. MIELKE, F. THEIL, and V. LEVITAS. A variational formulation of rate–independent
phase transformations using an extremum principle. Arch. Rational Mech. Anal., 162, 137–
177, 2002.

[Nef03] P. NEFF. Finite multiplicative plasticity for small elastic strains with linear balance equations
and grain boundary relaxation. Contin. Mech. Thermodyn., 15, 161–195, 2003.

[OR99] M. ORTIZ and E. REPETTO. Nonconvex energy minimization and dislocation structures in
ductile single crystals. J. Mech. Phys. Solids, 47(2), 397–462, 1999.

[ORS00] M. ORTIZ, E. REPETTO, and L. STAINIER. A theory of subgrain dislocation structures. J.
Mech. Physics Solids, 48, 2077–2114, 2000.

[Ort81] M. ORTIZ. Topics in Constitutive Theory for Inelastic Solids. PhD thesis, University of
California, Berkeley, 1981.

[PM03] A. PINTO DA COSTA and J. A. C. MARTINS. The evolution and rate problems and the
computation of all possible evolutions in quasi-static frictional contact. Comput. Methods
Appl. Mech. Engrg., 192, 2791–2821, 2003.
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