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Problem sheet 4

Problem 4.1. Show that the function h: ¢ — [0,1] defined as h(G, 0) = |G| "1 {1g|<co}
is continuous in the weak local topology.

Problem 4.2. Consider the Stochastik block model on the vertices V,, = V() U V@),
where V,, = [n] and V(! contains of all even labels and V¥ of all uneven labels.
We connect each vertex of the same type independently with probability a/n and
each pair of different types with probability b/n. Identify the Poisson BGW tree T
that describes the weak local limit and identify, for which a,b the tree has positive
probability of survival.

Problem 4.3 (Theorem 4.6). Prove Theorem 4.6 of the lecture notes: Let (G,)
be the inhomogeneous random graph associated with the kernels (x,) that converge
graphically to k. Then the empirical degree-degree distribution converges to the
probability measure v, given by

va(k, 1) = % / (Ak(x_) 1_),6_““( / %G‘My)ﬂ(w,y)u(dy)>u(dfv),

where ¢ = [ [ k(z,y)pu(dy)p(dz).

Problem 4.4 (Global clustering). In the lecture, we studied the local clustering
coefficient, describing the probability that two neighbours of a uniformly chosen vertex
are neighbours themselves and thus form a triangle. In contrast the global clustering
coefficient is defined as

cBlob — D veG, A(Gy,v)
! 3 2veg, D()(D(v) = 1)’

i.e. the overall proportion of wedges that complete a triangle. Assume (G,,),, converges
weakly locally to (G, 0) € ¢ and that the sequence (D(O,,)?),, is uniformly integrable.

Show that
E[A(G, 0)]
[D(0)(D(o) = 1)]’

c%lob -
;E
in probability, as n — oo.

Problem 4.5 (Proposition 4.11). Finish the proof of Proposition 4.11: Let (G,) be
a sequence of random graphs converging weakly locally to a random rooted graph
(G,0). Then, in probability,

= 5 E|&| >0.
Problem 4.6. Let (G,), be a sequence of random graphs converging weakly locally
to a rooted graph (G, o), and V? be the set of all vertices of degree at least two.

Show that
n 1

V@ BD(0) > 2) @
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in probability. Using (1), show that - 2 ep® Cp (v) — W]l {D(0)>2}| 1N

probability implies

A
' — E|5 (9,

21)(0)(1)(5)) ~1) ’D(O) = 2]’

in probability.




