
Chapter 5

Krylov Subspace Methods that are
Based on the Minimization of the
Residual

Remark 5.1. Goal. The goal of these methods consists in determining

x(k) ∈ x(0) +Kk

�
r(0), A

�

such that the Euclidean norm of the corresponding residual

���r(k)
���
2
=

���b−Ax(k)
���
2

becomes minimal. Note that in the Richardson iteration with the spe-
cial choice (4.5), the norm of the residual will be minimized on the line

x(k−1) + τr(k−1). However, the minimum on this line is in general not the

global minimum in x(0) +Kk

�
r(0), A

�
. ✷

5.1 General Matrices

Remark 5.2. Construction of an orthonormal basis of the Krylov subspace. To
perform the minimization of the Euclidean norm of the residual efficiently,
i.e., to solve the corresponding least squares problem, an orthonormal basis
of Km(q

1
, A) is needed. There are several ways to transform an arbitrary

basis into an orthonormal one, e.g., the modified Gram1–Schmidt2 method3

1
Jorgen Pedersen Gram (1850 – 1916)

2
Erhard Schmidt (1876 – 1959)

3
Given a set of orthonormal vectors {u1, . . . , um−1} and a vector vm that should be

orthornormalized with this set. In the original Gram–Schmidt method, one computes all

projections of vm with respect to ui, i = 1, . . . ,m − 1, and subtracts these projections.
In the modified Gram–Schmidt method, one computes the projection of vm to one of the

vectors, say u1, and subtracts this projection. The result v
(1)
m is orthogonal to u1. Now

the projection v
(1)
m with respect to a second vector, say u2 is computed and subtracted to

27



28 5 Krylov Subspace Methods that are Based on the Minimization of the Residual

or the Householder4 algorithm. In the context of Krylov subspace methods,
the computation of an orthonormal basis of Km(q

1
, A) is called Arnoldi’s5

method. ✷

Algorithm 5.3. Arnoldi method, modified Gram–Schmidt method.

Given A ∈ Rn×n, q
1
∈ Rn with

���q
1

���
2
= 1, and m < n.

1. for j = 1 : m
2. wj = Aq

j

3. for i = 1 : j
4. hij = (wj , qi)
5. wj = wj − hijqi % subtract projection

6. endfor

7. hj+1,j =
��wj

��
2

8. if hj+1,j == 0
9. stop

10. endif

11. q
j+1

= wj/hj+1,j % normalize

12. endfor

✷

Lemma 5.4. Computation of an orthonormal basis by Arnoldi’s
method. If dimKm(q

1
, A) = m, then Arnoldi’s method computes an or-

thonormal basis {q
1
, . . . , q

m
} of Km(q

1
, A).

Proof. The vectors q
1
, . . . , q

m
are orthonormal by construction: orthogonal by line 3 – 6

and normalized by line 7 and 11. One has to show that they belong all to Km(q
1
, A). This

statement will follow from the fact that each vector q
j
is of the form pj−1 (A) q

1
, where

pj−1 is a polynomial of degree j − 1. The proof is done by induction. For j = 1, one has

q
1
= p0 (A) q

1
such that p0(t) = 1. Assume, the statement is true for j ≤ k. One has by

using first line 11, which implies hk+1,k �= 0, then lines 2 – 6, and finally the assumption

of the induction

hk+1,kqk+1
= wk = Aq

k
−

k�

i=1

hikqi

= Apk−1(A)q
1
−

k�

i=1

hikpi−1(A)q
1
= pk(A)q

1
. (5.1)

Division by hk+1,k finishes the proof. �

Remark 5.5. Factorization of the system matrix. Denote

give v
(2)
m . This vector is orthogonal to u1 and u2. Continuing this procedure leads to the

orthonomalization of vm with respect to {u1, . . . , um−1}. In exact arithmetic, both versions

are identical. From the numerical point of view, the original Gram–Schmidt method might

be instable whereas the modified Gram–Schmidt method is stable.
4
Alston Scott Householder (1904 – 1993)

5
Walter Edwin Arnoldi (1917 – 1995)
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Qm =
�
q
1
, q

2
, . . . , q

m

�
∈ Rn×m,

Hm =




h11 h12 · · · h1,m−1 h1m

h21 h22 · · · h2,m−1 h2m

0 h32 · · · h3,m−1 h3m
...

. . .
. . .

. . .
...

0 0 · · · hm,m−1 hmm

0 0 · · · 0 hm+1,m




∈ R(m+1)×m.

A matrix of this form, i.e., hij = 0 for i > j+1, is called (upper) Hessenberg6

matrix. It follows from (5.1) that

Aq
k
= q

k+1
hk+1,k +

k�

i=1

q
i
hik =

k+1�

i=1

q
i
hik, k = 1, . . . ,m, (5.2)

such that one gets for Arnoldi’s method the compact representation

AQm = Qm+1Hm. (5.3)

✷

Remark 5.6. Initial vector in Krylov subspace methods. In the Krylov sub-

space methods, r(0)/
���r(0)

���
2
plays the role of q

1
in Arnoldi’s method. ✷

Remark 5.7. Principle approach for minimizing the residual. The goal of the
methods presented in this section is to minimize the Euclidean norm of the
residual. One has

���r(k)
���
2
=

���b−Ax(k)
���
2
=

���r(0) +Ax(0) −Ax(k)
���
2

=
���r(0) −A

�
x(k) − x(0)

����
2

with x(k)−x(0) ∈ Kk

�
r(0), A

�
, see Remark 4.9. Since the vectors {q

1
, . . . , q

k
}

computed with Arnoldi’s method form a generating system of Kk

�
r(0), A

�
,

it is

x(k) − x(0) =

k�

i=1

ziqi = Qkz (5.4)

with z = (z1, . . . , zk)
T
, Qk =

�
q
1
, . . . , q

k

�
. Using (5.4), (5.3), Qk+1e1 =

q
1
= r(0)/

���r(0)
���
2
, and the fact that the Euclidean norm is invariant under

orthonormal transformations, one obtains

6
Karl Hessenberg (1904 – 1959)
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���r(k)
���
2

2
=

���r(0) −AQkz
���
2

2
=

���r(0) −Qk+1Hkz
���
2

2

=
���
���r(0)

���
2
Qk+1e1 −Qk+1Hkz

���
2

2
=

���Qk+1

����r(0)
���
2
e1 −Hkz

����
2

2

=
���
���r(0)

���
2
e1 −Hkz

���
2

2
.

The minimizer of the residual is obtained by solving the least squares problem

min
z∈Rk

���
���r(0)

���
2
e1 −Hkz

���
2

2
. (5.5)

This problem possesses k unknowns z1, . . . , zk and the vector that has to
be minimized has k + 1 components. It can be solved, e.g., with a QR fac-

torization of Hk, see lecture notes Numerical Mathematics I. Let z(k) be a
solution of this problem, then the next iterate of the Krylov subspace method
is, compare (5.4)

x(k) = x(0) +Qkz
(k). (5.6)

This algorithm is called GMRES (generalized minimal residual). It has been
proposed the first time in Saad & Schultz (1986). ✷

Theorem 5.8. Properties of GMRES.

i) In the case that Arnoldi’s method has an early breakdown, i.e., hl+1,l =

0, then dimKk

�
r(0), A

�
= l < k and r(l) = 0. Hence Ax(l) = b.

ii) The iterate x(k) = x(0) +Qkz
(k) is uniquely determined.

iii) It holds ���r(k)
���
2
≤

���r(k−1)
���
2
, k = 1, 2, 3, . . . .

Proof. i) The breakdown of Arnoldi’s method after l steps, hl+1,l = 0, is equivalent to

wl = 0, see line 8. It follows from (5.1) that

Aq
l
=

l�

i=1

hilqi,

where q
1
= r

(0)
/
���r(0)

���
2
in the case of GMRES. Since, in contrast to (5.2) (upper limit of

the summation), Aq
l
is a linear combination of the already computed l basis vectors, one

has dimKl+1

�
r
(0)

, A
�
= dimKl

�
r
(0)

, A
�
. One obtains by induction

dimKk

�
r
(0)

, A
�
= dimKl

�
r
(0)

, A
�

for k ≥ l.

Using matrix notations, Arnoldi’s method gives in this case

AQl = QlH̃l with H̃l =




h11 h12 · · · h1l

h21 h22 · · · h2l

...
. . .

. . .
...

0 · · · hl,l−1 hll


 ∈ Rl×l

, Ql ∈ Rn×l
.
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Since A is non-singular and rank (Ql) = l, one has rank (AQl) = l. Consequently, it is

rank
�
QlH̃l

�
= l and rank

�
H̃l

�
= l and H̃l is invertible. In the same way as in Remark 5.7,

one obtains ���r(l)
���
2

2
= min

z∈Rl

���
���r(0)

���
2
e1 − H̃lz

���
2

2
.

The minimizer is given by z
(l)

= H̃
−1
l

����r(0)
���
2
e1

�
which gives

���r(l)
���
2
= 0.

ii) If rank (Hk) = k, the minimizer of (5.5) is unique (theory of least squares problems,

see Numerical Mathematics I). If rank (Hk) < k, then x
(k)

= x, see i).
iii) The set in which the minimizer is computed becomes larger since the inclusion

Kk

�
r
(0)

, A
�
⊇ Kk−1

�
r
(0)

, A
�

holds. �

Remark 5.9. Implementational issues.

• The GMRES process consists in principle of two steps:

1. computing the orthonormal basis of Kk

�
r(0), A

�
,

2. solving the least squares problem (5.5) to find the minimizer of the
residual with a standard method.

In the practical use of GMRES, Step 2 is performed only at the end of the

iteration. Thus, the iterate x(k) is not directly available. It is computed in
a post-processing step. However, there is an elegant and inexpensive way

to compute
���r(k)

���
2
without having access to x(k), see Saad (2003). With

���r(k)
���
2
, one can control the iterative process.

For concrete ways to implement GMRES, it is refered to Saad & Schultz
(1986); Saad (2003).

• Each step of GMRES requires one matrix-vector multiplication, line 2 of
Arnoldi’s method.

• In exact arithmetic, GMRES terminates with the solution in at most n
steps. This property is, however, of no practical use for large n.

• From the practical point of view, the greatest problem of GMRES is that

one has to store the basis {q
1
, . . . , q

k
} of Kk

�
r(0), A

�
, see lines 3 – 6 of

Arnoldi’s method. Thus, with every new iteration, one has to store an
additional vector. This situation is called long recurrence.
In practice, one prescribes a maximal dimensionm of the Krylov subspace.

After m iterations, GMRES is stopped with the iterate x(m). If x(m) is not
yet sufficiently close to the solution, GMRES is started from the beginning

with x(0) = x(m). This approach is called GMRES(m) (with restart). An
optimal choice of m is in general an unresolved problem. Often m ∈ [5, 50]
is used.
GMRES(m) might also fail to converge, see Saad & Schultz (1986) for the
simple example

A =

�
0 1
−1 0

�
, b =

�
1
1

�
, x(0) =

�
0
0

�
.
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GMRES converges in two steps whereas GMRES(1) computes the sta-

tionary sequence x(1) = x(0), x(2) = x(1) = x(0) and so on. Despite of
the possibility to fail, GMRES(m) is one of the most popular and best
performing iterative methods for solving linear systems of equations with
non-symmetric matrix.

✷

5.2 Symmetric Matrices

Remark 5.10. Goal. Arnoldi’s method and the minimization of the residual
in Kk

�
r(0), A

�
will be studied in the special case that A is symmetric. The

most important result in this case will be that it is not necessary to store

the basis of Kk

�
r(0), A

�
. It suffices to store a fixed number of only few basis

vectors. Thus, the memory requirements do not increase in the course of the
iteration and the most important problem of using GMRES vanishes. ✷

Remark 5.11. Arnoldi’s method revisited. First, Arnoldi’s method is revis-
ited. From the general relation (5.3), it follows by the orthonormality of the
columns of Qk and Qk+1 that

QT
kAQk = QT

kQk+1Hk =




1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .

...
...

0 0 · · · 1 0


Hk =: H̃k ∈ Rk×k. (5.7)

Thus, H̃k contains just the first k rows of Hk. Since

�
QT

kAQk

�T

= QT
kA

TQk = QT
kAQk,

is a symmetric matrix, H̃k is symmetric, too. As in the case of a general ma-
trix,Hk and with that H̃k is an upper Hessenberg matrix. From its symmetry,
it follows that H̃k is even a tridiagonal matrix. Hence, Hk is a tridiagonal
matrix, too

Hk =




α1 β2 0 · · · 0 0
β2 α2 β3 · · · 0 0
...

. . .
. . .

. . .
...

...

0 0 0 · · · αk−1 βk

0 0 0 · · · βk αk

0 0 0 · · · 0 βk+1




∈ R(k+1)×k.



5.2 Symmetric Matrices 33

Arnoldi’s method simplifies. Using (5.3) and the special form of Hk, one
obtains the relation

Aq
k
= βkqk−1

+ αkqk + βk+1qk+1
.

From this relation, q
k+1

can be computed. The corresponding algorithm is

called Lanczos7 algorithm. ✷

Algorithm 5.12. Lanczos algorithm – modified Gram–Schmidt vari-

ant. Given a symmetric matrix A ∈ Rn×n and q
1
∈ Rn with

���q
1

���
2
= 1.

1. β1 = 0
2. q

0
= 0

3. for j = 1 : m
4. s = Aq

j
− βjqj−1

5. αj =
�
s, q

j

�

6. s = s− αjqj
7. βj+1 = �s�2
8. if βj+1 == 0
9. stop

10. endif

11. q
j+1

= s/βj+1

12. endfor

✷

Remark 5.13. Short recurrence. The computation of q
j+1

requires only q
j−1

and q
j
, see lines 4 – 6, and 11. This situation is called short recurrence. ✷

Lemma 5.14. Non-singularity of the matrix generated by the Lanc-
zos method. Let A be symmetric and positive definite. Then, the matrix
H̃k = QT

kAQk, which is generated in the Lanczos method, is non-singular.

Proof. One has with (5.7) for all y ∈ Rk
, y �= 0,

y
T
H̃ky = y

T
Q

T
k AQky =

�
Qky

�T
A
�
Qky

�
> 0,

since Qk has full rank and A is positive definite. Hence, H̃k is also positive definite (and
symmetric). It follows that H̃k is non-singular. �

Remark 5.15. The minimzation of the residual revisited. In the second step,

one has to find a way to minimize the residual in Kk

�
r(0), A

�
without having

to store the complete basis of Kk

�
r(0), A

�
. Only if this is possible, then the

short recurrence of the Lanczos algorithm becomes useful.

7
Cornelius Lanczos (1893 – 1974)
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The least squares problem which has to be solved has the form (5.5). To
solve this problem, a QR decomposition of Hk is used

Hk = Q̄R̄k, Q̄ ∈ R(k+1)×(k+1), R̄k ∈ R(k+1)×k. (5.8)

Here, Q̄ is a unitary matrix and R̄k an upper triangular matrix.
The unitary matrix Q̄ describes, geometrically, rotations and reflections.

It can be decomposed as a product of simple rotations or reflections, so-called
Givens8 rotations or Givens reflections

Q̄ = G1G2 · · ·Gk−1Gk (5.9)

where, in the case of a Givens rotation,

Gj =




1
. . .

1
cj sj
−sj cj

1
. . .

1




∈ R(k+1)×(k+1), c2j + s2j = 1,

see lecture notes Numerical Mathematics I. For a Givens reflection, the non-
diagonal block has the form

�
cj sj
sj −cj

�
, c2j + s2j = 1.

The off-diagonal entries are in the rows j and j + 1. One gets with (5.8) and
(5.9)

R̄k = Q̄THk = GT
kG

T
k−1 · · ·GT

2 G
T
1 Hk.

Since Hk is tridiagonal, one obtains

R̄k =




r11 r12 r13 0 · · · 0
0 r22 r23 r24 · · · 0
...

. . .
. . .

. . .
...

...
0 rk−2,k

0 rk−1,k

0 rk,k
0 0 0 0 · · · 0




∈ R(k+1)×k, (5.10)

8
James Wallace Givens, Jr. (1910 – 1993).
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i.e., rij = 0 if j > i + 2. A Givens rotation changes only the rows that are
involved, i.e., here the two neighboring rows j and j + 1. The new rows are
linear combinations of the old rows, where just the value zero in the entry
(j+1, j) is produced. A zero value can be converted to a non-zero value only
at the entry (j, j+2), because the entry in (j+1, j+2) is generally not zero.

Consider the only interesting case r(k) �= 0, in which the matrix Hk has
full rank k. Let Rk be the matrix that consists of the first k rows of R̄k. The
matrix Rk is non-singular since Hk and Q̄ have full rank such that R̄k has
rank k. Setting

Pk =
�
p
1
p
2
. . . p

k

�
:= QkR

−1
k ∈ Rn×k,

one has from PkRk = Qk and due to the special form of Rk, compare (5.10),
the recursion

p
1
=

q
1

r11
,

p
2
=

1

r22

�
q
2
− r12p1

� �
⇐= r22p2 + r12p1 = q

2

�
,

...

p
j
=

1

rjj

�
q
j
− p

j−1
rj−1,j − p

j−2
rj−2,j

�
, j = 3, . . . , k. (5.11)

The least squares problem (5.5) can now rewritten in the form

min
z∈Rk

���
���r(0)

���
2
e1 −G1G2 · · ·GkR̄kz

���
2

2

= min
z∈Rk

���
���r(0)

���
2
GT

k · · ·GT
2 G

T
1 e1 − R̄kz

���
2

2
,

because the Euclidean norm is invariant under a multiplication with a uni-
tary matrix. Since the last row of R̄k vanishes, its Moore9–Penrose10 inverse
(pseudo-inverse), see Numerical Mathematics I, is given by

R̄+
k =

�
R−1

k 0
�
∈ Rk×(k+1)

and the solution of the least squares problem is given by

z(k) =
���r(0)

���
2
R̄+

k G
T
k · · ·GT

2 G
T
1 e1 =

���r(0)
���
2
R−1

k

�
GT

k · · ·GT
1 e1

�
1≤i≤k

,

9
Eliakim Hastings Moore (1862 – 1932)

10
Roger Penrose, born 1931
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where the last index symbolizes that only the first k components of the vectors
are taken. Consequently, the iterate with the minimal residual has the form,
see (5.6),

x(k) = x(0) +Qkz
(k) = x(0) +

���r(0)
���
2
QkR

−1
k

�
GT

k · · ·GT
1 e1� �� �

∈Rk+1

�
1≤i≤k

= x(0) +
���r(0)

���
2
Pk

�
GT

k · · ·GT
1 e1

�
1≤i≤k

.

Since the Givens rotation or reflectionGT
j influences only the components j

and j+1 of the vector to which it is applied, the first (j − 1) of its components
stay unchanged:

�
GT

j · · ·GT
1 e1

�
1≤i≤j−1

=
�
GT

j−1 · · ·GT
1 e1

�
1≤i≤j−1

.

It follows that

x(k)

= x(0) +
���r(0)

���
2
Pk−1

�
GT

k · · ·GT
1 e1

�
1≤i≤k−1

+
���r(0)

���
2
p
k

�
GT

k · · ·GT
1 e1

�
i=k

= x(0) +
���r(0)

���
2
Pk−1

�
GT

k−1 · · ·GT
1 e1

�
1≤i≤k−1� �� �

=x
(k−1)

+
���r(0)

���
2
p
k

�
GT

k · · ·GT
1 e1

�
i=k

= x(k−1) +
���r(0)

���
2

�
GT

k · · ·GT
1 e1

�
i=k

p
k
.

For computing p
k
, one needs, see (5.11), q

k
, p

k−1
, and p

k−2
. The result p

k

can be stored in place of p
k−2

since p
k−2

is not needed any longer. Hence,

the minimization problem can be solved without needing the complete basis
of the Krylov subspace.

Together with the short recurrence of the Lanczos algorithm, it is shown

that the storage of the basis of Kk

�
r(0), A

�
is not necessary.

The resulting method that computes iterates with minimal residual for
symmetric matrices A is called MINRES. MINRES requires to store six ar-

rays: q
k
, q

k+1
, s, p

k
, p

k−1
, and x(k). In contrast to GMRES, the current

iterate x(k) is known and not only the residual of the current iterate. ✷

Remark 5.16. S.p.d. matrices, conjugate residual method. In practice, A is
often not only symmetric but also positive definite. In this case, MINRES
is seldom used. Even in the context of methods that minimize the residual,
there is a more efficient method for s.p.d. matrices called conjugate residual
method. ✷

Definition 5.17. Conjugate vectors. Let A ∈ Rn×n be symmetric and
positive definite. The vectors x, y ∈ Rn are called A-orthogonal or (A)-
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conjugate if
xTAy =

�
Ax, y

�
= 0.

If there is no ambiguity, the vectors are called just conjugate. ✷

Remark 5.18. Comparison of conjugate residual and conjugate gradient meth-
od. The conjugate residual method needs to store only five arrays. It requires
in each iteration one matrix-vector product. The memory requirements are
one array more than the conjugate gradient method, see Section 6.2. In addi-
tion, one has to compute one vector update (2n flops) per iteration more with
the conjugate residual method in comparison with the conjugate gradient
method. Since both methods need in general a similar number of iterations,
the conjugate gradient method is preferred in practice. For this reason, it will
be refered to the literature for more details concerning the conjugate residual
method. ✷

Remark 5.19. S.p.d. matrices vs. other matrices. As it can be already seen in
the case of Krylov subspace methods that minimize the residual, one has to
distinguish the cases that A is s.p.d. or A is another matrix. These two cases
represent two worlds in the context of iterative methods for solving linear
systems of equations. Methods that can be used for general matrices and that
are considered to work usually well in this case, are generally not among the
best methods for s.p.d. matrices. The solution of systems with s.p.d. matrices
is much simpler. In engineering practice, it is a common approach to try to
reduce the solution of a complicated problem to the successive solution of
linear systems with s.p.d. matrices. ✷


