A study of isogeometric analysis for scalar convection–diffusion equations
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**A B S T R A C T**

Isogeometric analysis (IGA), in combination with the streamline upwind Petrov–Galerkin (SUPG) stabilization, is studied for the discretization of steady-state convection–diffusion equations. Numerical results obtained for the Hemker problem are compared with results computed with the SUPG finite element method of the same order. Using an appropriate parameterization for IGA, the computed solutions are much more accurate than those obtained with the finite element method, both in terms of the size of spurious oscillations and of the sharpness of layers.
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1. Introduction

Scalar convection–diffusion equations model the transport of scalar quantities, like temperature, concentration, or salinity. In applications, the convective transport usually dominates the diffusive transport by several orders of magnitude. It is well known that in this situation so-called stabilized discretizations have to be used. There are many proposals of such stabilizations and an extensive numerical analysis concerning errors in Sobolev spaces exists; e.g., see the monograph [1]. However, in applications such errors are often of minor interest, but properties like (the size of) spurious oscillations or the smearing of layers are important. For example, an application is presented in [2] where spurious oscillations of a solution computed with a very popular stabilized discretization lead to blow-ups of the simulations. Several numerical studies were performed in recent years to investigate properties of stabilized discretizations, for the steady-state equation [3–5] as well as for the time-dependent equation [6,7]. It turned out that none of the proposed methods behaved satisfactory in all aspects and there is the urgent need to study further approaches and to improve available methods.

This note considers steady-state convection–diffusion equations. In the recent study [5], several stabilized discretizations were assessed at one of the currently most challenging benchmark problems, the so-called Hemker problem [8]. These discretizations included a finite volume scheme, the streamline-upwind Petrov–Galerkin (SUPG) finite element method (FEM), a spurious oscillations at layers diminishing (SOLD) FEM, a continuous interior penalty (CIP) FEM, a discontinuous Galerkin...
(DG) FEM, and a total variation diminishing (TVD) FEM. The evaluation of the results showed that all methods possess deficiencies, either with respect to the spurious oscillations, or the sharpness of layers, or efficiency.

Isogeometric analysis (IGA) is a rather new approach for discretizing partial differential equations [9]. The basic idea consists in using as basis functions of the discrete space the same functions that are used for the parameterization of (complex) domains. These functions are non-uniform rational B-splines (NURBS). Since the pioneering paper [9], many very promising simulations of applications with IGA, e.g., [10,11], and also contributions to the numerical analysis [12] have been published. However, there are only few studies of the potential of IGA for the solution of convection–diffusion equations [9,12] and there is no comparison to other discretizations available.

This note supplements the assessment of stabilized discretizations in [5] with a study of a stabilized version of IGA. In particular, the results computed with the IGA for the Hemker problem will be compared with the results obtained with the SUPG FEM of the same order. The latter method was regarded in [5] to be the currently best performing discretization in the case that spurious oscillations can be tolerated in the numerical solutions.

2. IGA for the Hemker problem

2.1. The Hemker problem

The Hemker problem, introduced in [8], is considered to be currently one of the most challenging benchmark problems for steady-state convection–diffusion equations. It is given by

\[
-\varepsilon \Delta u + \mathbf{b} \cdot \nabla u = f \quad \text{in } \Omega, \\
u = u_0 \quad \text{on } \Gamma_0, \\
\varepsilon \nabla u \cdot \mathbf{n} = 0 \quad \text{on } \Gamma_N,
\]

with \( \mathbf{b} = (1,0)^T, f = 0, \)

\[ \Omega = \{ (x,y) \mid -3 \leq x \leq 9, -3 \leq y \leq 3, x^2 + y^2 > 1 \}, \]

and \( \partial \Omega = \Gamma_D \cup \Gamma_N. \) The Dirichlet boundary condition is prescribed by

\[ u_0 (x,y) = \begin{cases} 0, & \text{if } (x,y) \in \{ -3 \} \times \{ -3, 3 \}, \\
1, & \text{if } x^2 + y^2 = 1. \end{cases} \]

In the case \( \varepsilon \ll \| \mathbf{b} \|_{L_{\infty}} = 1, \) this problem is a simple model of a convection-dominated heat transfer from a hot column (circle). The solution of the Hemker problem possesses a boundary layer at the circle and two interior layers downwind the circle. It shows the birth of a boundary layer as discussed in [13].

Since the computational results of IGA and the SUPG FEM studied in [5] should be compared, \( \varepsilon = 10^{-4} \) was chosen as in [5].

In [5], a number of quality measures for the discrete solutions were considered. We will use two of them which are especially of importance for applying a method in applications. One of them measures the size of the spurious oscillations and the other one measures the smearing of the layers. The solution of the Hemker problem takes values in \([0,1]. \) Let \( u_h \) be a discrete approximation of the solution, then the maximal undershoot is given by the minimal value of \( u_h(x,y) \) and the maximal overshoot by the maximum of \( u_h(x,y) - 1. \) With respect to the second criterion, the layer width at \( x = 4 \) was considered, where the layer is defined by \( \{ y \mid 0.1 < u (4, y) < 0.9 \}. \) The reference value for the layer width given in [5] is 0.0723.

2.2. IGA combined with SUPG

The use of stabilized discretizations becomes necessary if important features of the solution cannot be resolved by the finite-dimensional approximation. Since for the Hemker problem the layers cannot be resolved on coarse and moderately fine meshes, it is clear that also the IGA has to be equipped with a stabilizing component. For the numerical studies presented below, the SUPG stabilization [14] was used, as it was already proposed in [9,12]. The SUPG approach is the most popular stabilization for finite element methods.

Denoting by \( u_h \) the discrete solution and let \( V_h \) be the space of (NURBS) test functions. The SUPG approach introduces to the standard Galerkin method the following additional term on the left-hand side of the discrete equation:

\[ \sum_{K \in \mathcal{T}_h} (-\varepsilon \Delta u_h + \mathbf{b} \cdot \nabla u_h - f, \delta_K \mathbf{b} \cdot \nabla u_h) \quad \forall \ u_h \in V_h, \]

where \( \mathcal{T}_h \) denotes the triangulation, \( K \in \mathcal{T}_h \) are the mesh cells, and \( (, )_K \) is the \( L^2(K) \) inner product. The stabilization parameter is chosen to be \( \| \mathbf{b} (x,y) \|_{L^2(K)} \)

\[ \delta_K (x,y) = \frac{\tilde{h}_K}{2p \| \mathbf{b} (x,y) \|_{L^2(K)}} \xi ( \text{Pe}_K (x,y) ), \]

(2)
with
\[
P_{\text{Pe}}(x, y) = \frac{|\mathbf{b}(x, y)| \bar{h}_k}{2 p \varepsilon}, \quad \zeta(\alpha) = \coth \alpha - \frac{1}{\alpha},
\]
where \( \bar{h}_k \) is the length of the mesh cell \( K \) in the direction of \( \mathbf{b} \) (difference of largest \( x \)-coordinate and smallest \( x \)-coordinate of the vertices of \( K \)), \( p \) is the degree of the NURBS, and \( \text{Pe}_K \) the local Péclet number.

2.3. Parameterizations of the domain

IGA with NURBS has a tensor-product structure, i.e., the control points and the NURBS are defined on a square (for the simulations below on \((0, 1)^2\)) and the grid in \( \Omega \) is obtained by a one-to-one mapping of this square to \( \Omega \). However, often it is hard to construct such a one-to-one mapping or this mapping has some bad properties. In this case, usually one uses a multi-patch parameterization of \( \Omega \) by dividing \( \Omega \) in pieces such that for each of them appropriate one-to-one mappings can be defined.

For the Hemker problem, we studied several parameterizations; see Fig. 1 for the meshes of the control points and the resulting meshes in \( \Omega \). In the first parameterization, called \( \Omega_1 \), the parametric domain \((0, 1)^2\) is bended around the circle. Therefore the parameterization resembles polar coordinates. However, downwind of the circle, the mesh is not aligned with the convection field. It is well known that such a situation may lead to considerable smears in numerical solutions of convection–diffusion problems. The second parameterization, \( \Omega_2 \), consists of two patches, where \( \Omega \) is cut into two parts along the line \( y = 0 \). In the third parameterization \( \Omega_3 \), also consisting of two patches, \( \Omega \) was cut along the line \( x = 0 \). Finally, we considered a four patch parameterization \( \Omega_4 \) by using both cut lines \( x = 0 \) and \( y = 0 \), where the parameterization of the individual patches was performed such that the grid becomes similar to the grid obtained with \( \Omega_2 \). Of course, it is possible to parametrize the individual patches in \( \Omega_4 \) also in such a way that the grid resembles the grid of \( \Omega_3 \). For the sake of brevity, the results obtained with this approach will be only commented below, but no details will be presented.

Along the cut lines, continuity of the functions was always assured. We tested also the use of additional continuity of the gradient, which can be enforced here because of the simple form of the patches and the same degree of the NURBS on all patches. However, we could observe only a very small influence on the computational results. For the sake of brevity, Section 3 presents only the results obtained with continuous functions at the cutlines.

2.4. Further aspects of IGA

For the implementation of the Dirichlet boundary condition, the boundary function \( u_0 \) is approximated by a NURBS \( u_h = \sum_{l=0}^{n^{(1)}} \sum_{j=0}^{n^{(2)}} W_{l,j} N_{l,j} \). Here, the basis functions \( N_{l,j} \) are the same as for the parameterization of the domain and \( n^{(1)} \), \( n^{(2)} \) are the number of control points in the \( x \)- and \( y \)-direction, respectively. In the case of the Hemker problem, the Dirichlet data are constant and therefore the enforcement of the boundary condition is straightforward. It is realized by setting the values of the control points along the Dirichlet boundary to 0 and 1, respectively. All other values of \( u_h \) are set to be 0. Due to the fact that NURBS interpolate endpoints exactly, one obtains an exact representation of the Dirichlet data.

To take the boundary condition into account in the simulations, the boundary function is inserted into the system such that the corresponding entries of the right-hand side become
\[
\bar{h}_{k_1 l_1} = b_{k_1 l_1} - \sum_{k_2=0}^{n^{(2)}} \sum_{l_2=0}^{n^{(2)}} W_{k_1 k_2 l_1 l_2} a_{k_1 l_1, k_2 l_2},
\]
where \( a_{k_1 l_1, k_2 l_2} \) denotes an entry of the stiffness matrix. With this new right-hand side, a solution with homogeneous Dirichlet condition is computed. Finally, the boundary function \( w_h \) is added to this solution to obtain a solution satisfying the original Dirichlet boundary condition.

For computing the under- and overshoots, the numerical solutions were evaluated at the mesh points.

The computation of the thickness of the interior layer at \( x = 4 \) is straightforward for the parameterizations \( \Omega_2 \) and \( \Omega_4 \), since a knot line of the parametric domain is mapped exactly onto \( x = 4 \) in the physical domain. For the other two parameterizations, the inverse of the line \( x = 4 \) is unknown and the points along this line were found by trial-and-error. Along the line \( x = 4 \), the solutions were evaluated at 10 001 points for \( \Omega_2 \) and \( \Omega_4 \), at 10 332 points for \( \Omega_1 \), and at 10 454 points for \( \Omega_3 \).

3. Numerical studies

Numerical simulations were performed with NURBS of degree two. The obtained results will be compared with the solutions for the SUPG discretization with second order finite elements from [5]. For this discretization, properly aligned meshes were used and the stabilization parameter is defined as given in (2), with \( p = 2 \) and \( \bar{h}_k \) is computed to be (an approximation of) the length of the mesh cell in the direction of the convection; see [3] for details of computing this approximation. The comparison of the results is based on the functionals described at the end of Section 2.1.
Fig. 1. Parameterizations $\Omega_1, \ldots, \Omega_4$ (top to bottom): control points (left) and resulting meshes on the coarsest level for $\Omega$ (right).
Fig. 2. Solutions of the Hemker problem computed with IGA for the different parameterizations.

Fig. 3. Over- and undershoots (left), layer width at $x = 4$ and $y = 1$ (right).

The solutions obtained for the different parameterizations are depicted in Fig. 2. The transport of the Dirichlet data $u_D = 1$ at the circular hole in the direction of the convection can be clearly seen. However, already in these representations of the numerical solutions one can observe some differences. At the starting point of the interior layer at $(0, -1)$, some oscillations can be seen for $\Omega_1$, $\Omega_2$, and $\Omega_4$. The interior layer of the solution on $\Omega_1$ does not appear to be planar, as it is the case for the other parameterizations. We think that the non-aligned mesh is the reason for this behavior.

The over- and undershoots of the numerical solutions are presented in Fig. 3, left picture. It can be observed that with respect to the undershoots, the IGA solutions behave considerably better than the FEM solutions. In particular, the solution on $\Omega_3$ shows comparably small undershoots. Concerning the overshoots, the IGA solutions are not worse than the FEM solutions and again the solution on $\Omega_3$ is clearly better than the other solutions. The results on $\Omega_2$ and $\Omega_4$ are similar. Likewise, we observed that on a four-patch parameterization where the grid resembles the grid of $\Omega_3$, very similar solutions as for $\Omega_3$ were computed.

Fig. 3, right picture, shows the layer width of the computed solutions. Again, the solution obtained with $\Omega_3$ is more accurate than the other numerical solutions. With all other parameterizations, one gets similar results, which are also comparable with the results from the finite element simulations.

A reason for the very accurate results computed on $\Omega_3$ is, in our opinion, the existence of grid lines at $y = -1$ and $y = 1$, which are located in the positions of the interior layers. Another reason might be the use of a double knot in the definition...
of these two grid lines, which results in a reduced smoothness of the basis functions at these lines. It was already observed (for elliptic problems) in [15] that reducing the smoothness of NURBS at singularities might lead to an improvement of the accuracy of the computed results.

In applications, another important issue is the efficiency of the methods. An appropriate measure is of course computing time. However, the use of this measure is not meaningful in our studies since the IGA was implemented in MATLAB and the finite element simulations were performed with a research code written in C++; see [5]. Both approaches, the IGA and the FEM with SUPG stabilization, require the solution of a linear system of equations on each mesh. Thus, a certain measure for the numerical costs gives the sparsity of the matrix. For the simulations presented in this section, the average number of matrix entries per degree of freedom was 11.4 for the \( P_2 \) FEM, 15.8 for the \( Q_2 \) FEM, and 24.8 for the IGA, independently of the parameterization. In this measure, the matrices of the IGA are about twice as dense as the matrices for the \( P_2 \) FEM and 1.5 times as dense as the matrices for the \( Q_2 \) FEM. We think that these factors can be considered as lower bounds for the increase of the computational cost of (second order) IGA compared with (second order) FEM if sparse direct solvers are applied. If iterative solvers are used, also the condition number of the matrices is important. Since the condition number depends strongly on the concrete mesh and different meshes are used in our simulations, only a rough comparison is possible. We could observe that the condition number for the matrices from FEM and IGA was of the same order of magnitude for meshes with a similar number of degrees of freedom.

4. Summary

A study of IGA for steady-state convection–diffusion equations was presented in this note. IGA was combined with the SUPG stabilization and the simulations were performed for the Hemker problem. It was found that the results obtained with IGA depend considerably on the used parameterization of the domain and on the individual patches. For an appropriate parameterization, here \( \Sigma_2 \), the solutions computed with a second order IGA were clearly more accurate than the solutions obtained with a second order SUPG FEM, i.e., the spurious oscillations were considerably reduced and the layers were sharper. However, IGA does generally not remove spurious oscillations from the discrete solutions.

Since the SUPG FEM was considered in [5] to be the currently best available discretization in the case that spurious oscillations can be tolerated in the numerical solutions, this note shows the large potential of IGA (with SUPG) for the simulation of scalar convection–diffusion equations. The obtained results provide a strong motivation for further studies of IGA for this class of equations. Topics of forthcoming studies should include time-dependent problems, problems in three dimensions, the incorporation of more complicated boundary conditions, and general guidelines on how to choose appropriate parameterizations of the domain.
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