An adaptive SUPG method for evolutionary convection–diffusion equations
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Abstract
An adaptive algorithm for the numerical simulation of time-dependent convection–diffusion–reaction equations will be proposed and studied. The algorithm allows the use of the natural extension of any error estimator for the steady-state problem for controlling local refinement and coarsening. The main idea consists in considering the SUPG solution of the evolutionary problem as the SUPG solution of a particular steady-state convection–diffusion problem with data depending on the computed solution. The application of the error estimator is based on a heuristic argument by considering a certain term to be of higher order. This argument is supported in the one-dimensional case by numerical analysis. In the numerical studies, particularly the residual-based error estimator from [18] will be applied, which has proved to be robust in the SUPG norm. The effectivity of this error estimator will be studied and the numerical results (accuracy of the solution, fineness of the meshes) will be compared with results obtained by utilizing the adaptive algorithm proposed in [5].

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

In this paper, the numerical approximation of evolutionary convection–reaction–diffusion equations with finite element methods is studied in the convection-dominated regime. It is well known that standard finite element approximations produce spurious oscillations and stabilized methods have to be utilized. One of the most popular stabilized finite element methods is the streamline-upwind Petrov–Galerkin (SUPG) method introduced in [3,14]. As stated in [25] there is a, perhaps general, consensus that adaptive methods will provide the most satisfactory approach for solving convection–diffusion problems. A posteriori error estimators or indicators are a necessary tool to perform adaptive algorithms. In [18], a residual-based a posteriori error estimator for the SUPG approximation to steady-state problems is proposed. The error estimator was
proven, under some hypotheses, to be robust in the SUPG norm, the natural norm in which the error of the method is usually measured. The aim of the present paper consists in deriving and studying an adaptive algorithm for the evolutionary convection–diffusion equation which uses the natural extension of the a posteriori estimator from [18] as criterion for the generation of adaptive meshes.

Adaptive methods and a posteriori error estimation for non-stationary convection–diffusion equations were already studied to some extent in the literature. In [28], residual-based a posteriori error estimates were proved. This paper considers discretizations with the $\theta$-scheme in time and conforming finite elements in space covering the cases of using the standard Galerkin method and the SUPG method. The derived estimator is an extension of the estimator proposed in [27], where robust estimators were obtained in a norm that adds to the energy norm a dual norm of the convective derivative. Applying the estimator from [28] requires the solution of an auxiliary discrete stationary reaction–diffusion problem at each time step. The estimates are uniformly bounded with respect to the diffusion. An extension of the error estimator from [28] to the case of a stabilization by subgrid viscosity is considered in [1]. In [11], a finite element method in space and time with streamline diffusion is used to develop an adaptive method applied to a non-stationary nonlinear one-dimensional model. In [22], a space and time adaptive algorithm was proposed and an a posteriori upper bound was derived which is not robust with respect to the diffusion parameter. An adapted Lagrange–Galerkin method for singularly perturbed unsteady linear convection–diffusion problems was introduced in [12]. The Lagrange–Galerkin method is based on combining the method of characteristics with the standard Galerkin finite element method. An adaptive approach for a Lagrange–Galerkin method can be found in [2], see also [13]. In [8], a framework for a posteriori error estimates in unsteady, nonlinear, possibly degenerated convection–diffusion problems was introduced. The estimators are based on a space–time equilibrated flux reconstruction and were derived for the error measured in a space–time mesh–dependent dual norm.

Most of the above mentioned methods are based on space–time formulations. In [5], as well as in the present paper, we followed the approach of separating spatial and temporal discretizations using the method of lines. An adaptive algorithm based on the standard Galerkin method was introduced in [5, Section 3] to approximate linear evolutionary convection–dominated problems. The algorithm is based on an a posteriori indicator of the size of the oscillations displayed by the finite element approximation. This algorithm will be used for comparison with the adaptive algorithm introduced in the present paper for the SUPG method. The numerical studies in Section 4 will show that the newly proposed method performs generally better.

In this paper, an algorithm will be proposed and studied which allows to apply the natural extension of any a posteriori error estimator for the steady-state problem in the evolutionary setting. In the numerical studies, particularly the residual-based a posteriori error estimator from [18] will be used. The main idea consists in considering the SUPG approximation to the evolutionary problem also as the SUPG approximation to a special steady-state problem. For the latter problem, any of the available a posteriori error estimators for the steady-state case can be applied. The same idea has been used already for evolutionary nonlinear convection–diffusion problems in the diffusion-dominated regime in [4, 6, 7]. However, it should be noted that the approach presented here is still heuristic with respect to the error estimation. It relies upon the assumption that the error in the SUPG norm between the solution of the continuous evolutionary problem and the special steady-state problem is of higher order. We can justify this assumption by numerical analysis only in the one-dimensional case. But on the other hand, the numerical studies will show that the effectivity index of the used error estimator is robust with respect to the mesh width and the diffusion, see Example 2. This result supports the point of view that the essential information on the error is provided by the error estimator.

The outline of the paper is as follows. In Section 2, the SUPG discretization of the evolutionary convection–diffusion equation is given. The adaptive algorithm which uses the extension of the a posteriori error estimations from [18] is introduced in Section 3. In addition, the analytical results that justify the assumption made in deriving this algorithm are presented in this section. Numerical tests in Section 4 study the effectivity of the error estimator and compare the adaptive meshes computed with the proposed algorithm and the algorithm from [5]. The paper finishes with a summary in Section 5.

2. The equation and its discretization

Let $\Omega \subset \mathbb{R}^d$, $d \in \{2, 3\}$, be a bounded domain with polyhedral Lipschitz boundary and let $[0, T]$ be a finite time interval. The time-dependent convection–diffusion–reaction equation which will be considered in this paper is given as follows:

$$
\begin{align*}
\partial_t u - \varepsilon \Delta u + \mathbf{b} \cdot \nabla u + cu &= f & \text{in} & [0, T] \times \Omega, \\
u &= 0 & \text{on} & [0, T] \times \Gamma_D, \\
\varepsilon \partial_n u &= \varepsilon \partial_n u &= g & \text{on} & [0, T] \times \Gamma_N, \\
u(0, \mathbf{x}) &= u_0(\mathbf{x}) & \text{in} & \Omega,
\end{align*}
$$

(1)

where $\varepsilon > 0$, all given functions are sufficiently smooth, and $\mathbf{n}$ is the outward pointing unit normal at the boundary of $\Omega$. It will be assumed that $\partial^+ \Omega \subset \Gamma_D, \partial^- \Omega$ being the inflow boundary of $\Omega$, i.e., the set of points $\mathbf{x} \in \partial \Omega$ such that $\mathbf{b}(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x}) < 0$. For simplicity, in the present section, we assume $g = 0$. A standard assumption in the analysis for equations of type (1) is that the following condition is satisfied
\(c(t, \mathbf{x}) - \frac{1}{\tau} \text{div}(\mathbf{b}(t, \mathbf{x})) = \mu(t, \mathbf{x}) \geq \mu_0 > 0 \quad \forall \ (t, \mathbf{x}) \in [0, T] \times \Omega. \tag{2}\)

If this assumption is not satisfied, the change of variables \(v = ue^{-\mu t} \) with \(x > 0\) transforms problem (1) into one satisfying (2).

Finite element spaces are denoted by \(V_{h, \star}\), where \(h\) indicates the fineness of the underlying triangulation \(T_h\) consisting of mesh cells \((K)\), based on continuous local polynomials of degree \(r\). Only conforming finite element spaces will be considered, which implies in particular that \(v_h = 0\) on \(\partial \Omega\) for all \(v_h \in V_{h, \star}\).

The semidiscrete in space Galerkin approximation based on linear polynomials to problem (1) consists in finding \(u_h^0 : (0, T) \rightarrow V_{h, 1}\) satisfying \(u_h^0(0, \cdot) = u_h^0 \in V_{h, 1}\) and

\[
(\partial_t u_h^0, v_h) + \varepsilon(\nabla u_h^0, \nabla v_h) + (\mathbf{b} \cdot \nabla u_h^0, v_h) + (c \nabla u_h^0, v_h) = (f, v_h),
\]

for all \(v_h \in V_{h, 1}\). It is well known that the standard Galerkin approximation produces spurious oscillations in the convection-dominated regime, which is given if for the mesh Péclet number holds \(Pe_K = ||\mathbf{b}||_{\infty, K} h_K/(2\varepsilon) > 1\), where \(h_K\) is some measure for the size of the mesh cell \(K\), e.g., its length in the direction of the convection \([16]\).

Stabilized discretizations are usually applied to cope with this difficulty.

As already mentioned in the introduction, this paper studies the SUPG method. The bilinear form associated with this method is given by

\[
a_{\text{SUPG}}(v_h, w_h) = (\varepsilon(\nabla v_h, \nabla w_h) + (\mathbf{b} \cdot \nabla v_h, w_h) + (c v_h, w_h) + (-\varepsilon \Delta v_h + \mathbf{b} \cdot \nabla v_h + c v_h, \mathbf{b} \cdot \nabla w_h)_h \quad \forall \ v_h, w_h \in V_{h, r},
\]

where \((\cdot, \cdot)_h\) denotes the broken inner product

\[
(f, g)_h = \sum_{K \in T_h} \delta_K (f, g)_K.
\]

\(\delta_K > 0\) being the stabilization parameter and \((\cdot, \cdot)_K\) is the standard inner product in \(L^2(K)\). In the convection-dominated case, the stabilization parameter \(\delta_K\) is typically defined as \(\delta_K = \delta_0 h_K / ||\mathbf{b}||_{\infty, K}\) for some positive constant \(\delta_0\) \([16]\).

Let \(u_h : (0, T) \rightarrow V_{h, 1}\) denote the spatial semidiscrete SUPG approximation to (1) satisfying \(u_h(0, \cdot) = u_h^0 \in V_{h, 1}\) and

\[
(\partial_t u_h, v_h) + a_{\text{SUPG}}(u_h, v_h) = (f, v_h) + (f - \partial_t u_h, \mathbf{b} \cdot \nabla v_h)_h, \quad \forall \ v_h \in V_{h, 1}.
\]

Standard error analysis for stabilized methods is performed in norms which possess a contribution from the stabilization. For the SUPG approximation to (1) this norm has the form

\[
||u||_{\text{SUPG}} := \left( \varepsilon ||\nabla u||^2_0 + \sum_{K \in T_h} \delta_K ||\mathbf{b} \cdot \nabla u||^2_{0, K} + ||\mu^{1/2} u||^2_0 \right)^{1/2},
\]

see for example \([17]\).

3. The adaptive algorithm based on the SUPG discretization

This section explains the a posteriori error estimator which will be used for the SUPG discretization (4) of the evolutionary problem (1). The main goal is to show that the a posteriori error estimator for the steady-state case from \([18]\) can be extended to the evolutionary case. This extension is in some way heuristic since we can only justify analytically the one-dimensional case. The underlying idea can also be applied to any other error estimator for the steady-state problem and it has been used before in evolutionary nonlinear convection–diffusion problems in the diffusion-dominated regime in \([4, 6]\). At the end of the section, the adaptive algorithm will be presented.

3.1. Residual-based estimators for an auxiliary steady-state problem

Consider the following steady-state problem

\[
-\varepsilon \Delta \tilde{u} + \mathbf{b} \cdot \nabla \tilde{u} + c \tilde{u} = f - \partial_t u_h \quad \text{in} \ \Omega,
\]

\[
\tilde{u} = 0 \quad \text{on} \ \Gamma_D,
\]

\[
\varepsilon \partial_n \tilde{u} = g \quad \text{on} \ \Gamma_N.
\]

The continuous piecewise linear SUPG approximation to problem (6) is: find \(u_h \in V_{h, 1}\) such that

\[
a_{\text{SUPG}}(u_h, v_h) = (f - \partial_t u_h, v_h) + (f - \partial_t u_h, \mathbf{b} \cdot \nabla v_h)_h \quad \forall \ v_h \in V_{h, 1}.
\]

It coincides with (4) such that \(u_h\) is also the SUPG approximation to the evolutionary problem (1). Our goal consists in deriving, under certain assumptions, an a posteriori estimate for the error of \(u_h\), where the error should be bounded in the norm (5), which is used in the a priori error analysis.

The starting point for getting an upper bound for the error is the decomposition

\[
||u - u_h||_{\text{SUPG}} \leq ||u - \tilde{u}||_{\text{SUPG}} + ||\tilde{u} - u_h||_{\text{SUPG}}.
\]
Now, the main idea consists in neglecting the first term in this decomposition and to consider just the second one. Justifications for this approach will be discussed below.

To bound the second term on the right-hand side of (7), the residual-based a posteriori error estimator will be used which was proposed in [18] for the steady-state problem. Since \( u_h \) is the SUPG approximation to problem (6) with right-hand side \( g = f - \partial_t u_h \), applying the estimator from [18], the error \( \| \tilde{u} - u_h \|_{\text{SUPG},K} \) at every mesh cell can be bounded by the quantity

\[
\eta_K = \left( \min \left\{ \frac{c}{\mu_0}, \frac{h^2}{e} \right\} \right) \left\| R_K(u_h) \right\|_{0,K}^2 + \sum_{E \in \partial K} \left\| R_E(u_h) \right\|_{0,E}^2, \tag{8} \]

where \( R_K \) and \( R_E \) are the inner and edge residuals, respectively, of problem (6), which are defined as follows

\[
R_K(u_h) := f - \partial_t u_h + \varepsilon \Delta u_h - \mathbf{b} \cdot \nabla u_h - c u_h |_{\partial K}, \tag{9} \]

\[
R_E(u_h) := \begin{cases} 
-\varepsilon \partial_{nE} u_h & \text{if } E \in \mathcal{E}_{h,\Omega}, \\
g - \varepsilon \partial_{nE} u_h & \text{if } E \in \mathcal{E}_{h,N}, \\
0 & \text{if } E \in \mathcal{E}_{h,D}.
\end{cases} \]

Here, the set of all faces in the finite element partition is denoted by \( \mathcal{E}_h \) and \( \mathcal{E}_{h,D} \), \( \mathcal{E}_{h,N} \), and \( \mathcal{E}_{h,D} \) refer to interior faces, faces on the Neumann boundary, and faces on the Dirichlet boundary, respectively. In addition, the jump of any piecewise continuous function \( v \) across \( E \) in an arbitrary but fixed direction \( \mathbf{n} \) orthogonal to \( E \) is denoted by \( \langle \nabla v \rangle_E \).

As explained in the introduction, residual-based a posteriori error estimators for the steady-state problem, which estimate the error in other norms, see the overview in [18], will be used in the numerical studies as well. With the traditional approach of deriving residual-based estimators, see [26], and taking care only on the dependency of the weights on the local mesh width, one gets

\[
\| \nabla (u - u_h) \|_0^2 \leq C \left( \sum_{K \in T_h} h_K^2 \left\| R_K(u_h) \right\|_{0,K}^2 + \sum_{E \in \mathcal{E}_h} h_E^2 \left\| R_E(u_h) \right\|_{0,E}^2 \right) + h.o.t., \tag{10} \]

\[
\| u - u_h \|_0^2 \leq C \left( \sum_{K \in T_h} h_K^2 \left\| R_K(u_h) \right\|_{0,K}^2 + \sum_{E \in \mathcal{E}_h} h_E^2 \left\| R_E(u_h) \right\|_{0,E}^2 \right) + h.o.t. \tag{11} \]

The estimators (10) and (11) are not robust in the convection-dominated regime, i.e., the constants \( C \) depend on the Péclet number, cf. the numerical studies in [15]. They become robust if diffusion dominates. The higher order terms describe data approximation errors.

An estimator that is robust in the \( L^2(\Omega) \) norm was proposed in [10]. It has the form

\[
\| u - u_h \|_0^2 \leq 2 \sum_{K \in T_h} \left( \eta_{L^2,K}^2 \left\| R_K(u_h) \right\|_{0,K}^2 + \sum_{E \in \partial K} \frac{|E|}{|K|} \left( \eta_{L^2,K}^2 \left\| R_E(u_h) \right\|_{0,E}^2 \right) \right) + \frac{1}{4} \sum_{E \in \partial K} \frac{|E|}{|K|} \left( \eta_{L^2,K}^2 \left\| R_E(u_h) \right\|_{0,E}^2 \right), \tag{12} \]

where \( |E| \) and \( |K| \) are the measures of \( E \) and \( K \), respectively, and

\[
\eta_{L^2,K} = \min \left\{ \hat{h}_K \sqrt{2 \| b \|_{L^\infty(K)}}, \frac{h_K^2}{3 \sqrt{10 |E|}} \right\} \frac{1}{\| c \|_{L^\infty(K)}}, \]

for the \( Q_1 \) finite element (bilinear element over quadrilateral grids), see [10, Appendix C]. Here, \( \hat{h}_K \) is the cell diameter in the direction of the convection vector.

The aim of this paper is to use (8) for estimating the error in every mesh cell and to control an adaptive algorithm. This estimator is the only one that has been proved, under some hypotheses, to be robust in the SUPG norm for the steady-state problem, see [18]. In one of the numerical examples, the results will be compared with the results obtained by using the estimators (10)–(12).

### 3.2. Discussion of neglecting the first term on the right-hand side of (7)

Next, it will be justified in some sense why the term \( \| u - \tilde{u} \|_{\text{SUPG}} \) in (7) is negligible when compared with \( \| \tilde{u} - u_h \|_{\text{SUPG}} \) and, consequently, why we only consider the second term. Note that the only difference in the equation for \( \tilde{u} \) compared with the equation for \( u \) is the replacement of \( \partial_t \tilde{u} \) by \( \partial_t u_h \) on the right-hand side.

In the diffusion-dominated regime, the first term in an analogous decomposition to (7) has been proved to have a higher rate of decay than the error being estimated, see for example [4,6]. More precisely, the first term of the decomposition is proved to be smaller than the second one by a factor \( O(\varepsilon^2 \log(h)) \). The higher rate of decay is obtained in both the \( L^2(\Omega) \) and \( H^1(\Omega) \) norm, except for the linear finite element case in which the improved convergence is achieved only in the \( H^1(\Omega) \) norm. This fact has been used to a posteriori estimate the errors in [4,6].
Let us observe that the function $\tilde{u}$ solving (6) belongs to an infinite dimensional space. In order to get some bounds for the error $u - \tilde{u}$, one needs to approximate $\tilde{u}$ by a function which is contained in a finite dimensional space. Since we are interested in the convection-dominated regime, the first simplification we apply to study the size of $\|u - \tilde{u}\|_{\text{SUPG}}$ consists in replacing $\tilde{u}$ by an approximation to the steady-state problem (6) based on the SUPG method. Since the error to the piecewise linear approximation $u_h$ should be estimated, a straightforward idea is to consider a higher order SUPG approximation $\bar{u}_h$ to (6). For this purpose, a second order approximation is used.

In the following we will assume that $u_h$ is a sufficiently good approximation to $\tilde{u}$ in the sense that

$$ \|u - \tilde{u}\|_{\text{SUPG}} \approx \|u - u_h\|_{\text{SUPG}}. $$

By the triangle inequality it is clear that this assumption is satisfied if $\|u - u_h\|_{\text{SUPG}}$ is small enough. For this reason, we choose $u_h$ as the SUPG approximation based on quadratic polynomials to the steady-state problem (6) with solution $\tilde{u}$. Then $\|u - u_h\|_{\text{SUPG}}$ converges with order 5/2, which is larger than the rate of convergence of the terms being compared with.

The goal of this section is to prove that, in one space dimension and under certain regularity assumptions on the solution $u$, $\|u - u_h\|_{\text{SUPG}}$ is in the convection-dominated regime of higher order than $\|u - u_h\|_{\text{SUPG}}$. More precisely, while the order of the error $\|u - u_h\|_{\text{SUPG}}$ is 3/2, it will be shown that $\|u - u_h\|_{\text{SUPG}}$ is of order 2.

The model problem, which will be considered, has the form

$$ \begin{align*}
  \partial_t u - \varepsilon \partial_x u + \partial_x u + u &= f \quad \text{in } (0, T] \times (0, 1), \\
  u(0, t) &= u(1, t) = 0 \quad \text{on } [0, T], \\
  u(0, x) &= u_0(x) \quad \text{in } (0, 1).
\end{align*} \tag{13} $$

For simplicity, a uniform partition $\{0 = x_0 < x_1 < \cdots < x_M = 1\}$ of $[0, 1]$ of size $h = 1/N$ is used. The same value for the stability parameter at every subinterval $K$ of the partition is applied: $\delta_K = \delta = h/2$.

The SUPG approximation to the corresponding steady-state problem to (6) based on quadratic polynomials consists in finding $\bar{u}_h \in V_{h,2}$ such that

$$ \begin{align*}
  (\varepsilon + \delta)(\partial_t \bar{u}_h, \partial_t v_h) + (\partial_x \bar{u}_h, \partial_x v_h) + (\bar{u}_h, v_h) + (\bar{u}_h, \partial_x v_h) &= (f, \partial_t u_h) + (\bar{u}_h, v_h) + \delta(f, \partial_t u_h) + \delta_2(f, \partial_x u_h) + \sum_{K \subset_T h} \delta_2(\partial_x \bar{u}_h, \partial_x v_h)_K, \quad \forall v_h \in V_{h,2},
\end{align*} \tag{14} $$

for all $v_h \in V_{h,2}$.

For the analysis of this section, in addition the following auxiliary steady-state problem is considered, where the right-hand side depends on $\partial_x u$,

$$ -\varepsilon \partial_x w + \partial_x w + w = g, \quad 0 < x < 1, \quad w(0) = w(1) = 0. \tag{15} $$

with $g = f - \partial_t u$. It is clear that at any fixed time $t$ the solution $u(t, \cdot)$ of (13) is also the solution of (15). Denote by $w_h$ the SUPG approximation to (15) based on quadratic polynomials which satisfies

$$ \begin{align*}
  (\varepsilon + \delta)(\partial_t w_h, \partial_t \varphi_h) + (\partial_x w_h, \partial_x \varphi_h) + (w_h, \varphi_h) + (\partial_x w_h, \partial_x \varphi_h) &= (g, \varphi_h) + \delta(g, \partial_x \varphi_h) + \sum_{K \subset_T h} \delta_2(\partial_x \bar{u}_h, \partial_x \varphi_h)_K \quad \forall \varphi_h \in V_{h,2}
\end{align*} \tag{16} $$

In the following analysis, the splitting $u - \bar{u}_h = (u - w_h) + (w_h - \bar{u}_h)$ will be applied. The error bounds for $w_h$ are the standard bounds for the SUPG approximation in the steady-state case, e.g., see [25, Theorem 10.5] or [20]: if $u \in H^2(\Omega)$ then

$$ \|u - w_h\|_{\text{SUPG}} \leq Ch^{5/2} \|u\|_3. \tag{17} $$

Two lemmas will be proved to obtain the main result of the section. First, in Lemma 1, the auxiliary steady-state problem

$$ -\varepsilon \partial_x w + \partial_x w = g, \quad \text{in } (0, 1), \quad w(0) = w(1) = 0. \tag{18} $$

will be studied. In Lemma 2 the evolutionary problem

$$ \begin{align*}
  \partial_t u - \varepsilon \partial_x u + \partial_x u + u &= f \quad \text{in } (0, T] \times (0, 1), \\
  u(0, t) &= u(1, t) = 0 \quad \text{on } [0, T], \\
  u(0, x) &= u_0(x) \quad \text{in } (0, 1).
\end{align*} \tag{19} $$

will be considered.

It will be shown in Lemma 1 that, if the solution is sufficiently smooth, the $L^2(\Omega)$ norm of the error of the SUPG approximation to (18), based on linear elements, behaves at least as $O(h^2)$ instead of $O(h^{5/2})$, which is the bound for the general case, see [25, Theorem 10.5]. In Lemma 2, these results are extended to the evolutionary problem (19). In Remark 2 it will be discussed that the results of Lemma 2 are also valid for the original model (13). Finally, in Theorem 1 it will be proved that, under certain regularity assumptions for the solution $u$ of (13), the error $\|u - u_h\|_{\text{SUPG}}$ is $O(h^{5/2})$ in the convection-dominated regime.
Lemma 1. Let $w$ be the solution of (18) and assume that $w \in C^2([0, 1])$. Consider a mesh with $\varepsilon \leq h/6$ and denote by $w_h$ the SUPG approximation based on linear finite elements. Then, the following bound holds
\[ \|w - w_h\|_0 \leq C h^2, \]
where the constant $C$ depends on $K_0 = \max_{[0,1]}|\partial_x w|$. 

Proof. Denote by $\pi_h w \in V_{h,1}$ the elliptic projection of $w$ into $V_{h,1}$ given by
\[ (\partial_x \pi_h w, \partial_x v_h) = (\partial_x w, \partial_x v_h) \quad \forall v_h \in V_{h,1}. \]

Starting with the weak form of (18) for test functions from $V_{h,1}$ and using the definition of $\pi_h w$, straightforward calculations show that
\[ (\varepsilon + \delta)(\partial_x \pi_h w, \partial_x v_h) + (\partial_x \pi_h w, v_h) = (g, v_h) + \delta (g, \partial_x v_h) + (\partial_x (\pi_h w - w), v_h) + \delta (\partial_x x, \partial_x v_h). \]

Consequently, one obtains for $e_h = \pi_h w - w_h$ the equation
\[ (\varepsilon + \delta)(\partial_x e_h, \partial_x v_h) + (\partial_x e_h, v_h) = (\partial_x (\pi_h w - w), v_h) + \delta (\partial_x x, \partial_x v_h). \]

Denoting by $e_j$ the coefficients of $e_h$ in the nodal basis, $e_h = \sum_{j=1}^{N-1} e_j \varphi_j$, taking into account that adding the stabilization term $\delta (\partial_x e_h, \partial_x v_h)$ is the same as doing upwind in the convective term (instead of approximating it by central finite differences) since $\delta = h/2$ (or performing a straightforward calculation), one gets
\[ e_j - e_{j+1} = (\partial_x (\pi_h w - w), \varphi_j) + \frac{h \varepsilon}{2} (\partial_x x, \partial_x \varphi_j) - \varepsilon (\partial_x e_h, \partial_x \varphi_j), \quad j = 1, \ldots, N-1. \]

Taking the sum from 1 to $j$ and using $e_0 = 0$, one obtains
\[ e_j = F_1 + F_2, \tag{20} \]
where
\[ F_1 = (\partial_x (\pi_h w - w), \varphi_1 + \varphi_2 + \cdots + \varphi_j), \]
\[ F_2 = \varepsilon (\partial_x e_h, \partial_x (\varphi_1 + \varphi_2 + \cdots + \varphi_j)) - \varepsilon (\partial_x e_h, \partial_x (\varphi_1 + \varphi_2 + \cdots + \varphi_j)). \]

Integrating by parts and taking into account that $\partial_x (\varphi_1 + \cdots + \varphi_j)$ vanishes in $[x_1, x_j]$ yields
\[ |F_1| \leq \frac{1}{h} \left| \int_0^{x_j} (\pi_h w - w)dx + \int_{x_{j-1}}^{x_j} (\pi_h w - w)dx \right| \leq \frac{1}{h} (h \| \pi_h w - w \|_\infty + h \| \pi_h w - w \|_- \infty) \leq C K_0 h^2. \tag{21} \]

In the last inequality, the bound
\[ \| \pi_h w - w \|_\infty \leq C h^2 \max_{[0,1]}|\partial_x w|, \]
was used, see [24]. For the second term, one obtains
\[ |F_2| \leq \frac{\varepsilon}{2} \int_0^{x_j} \partial_x e_h dx - \int_{x_{j-1}}^{x_j} \partial_x e_h dx \leq \frac{\varepsilon}{2} \int_0^{x_j} \partial_x e_h dx - \int_{x_{j-1}}^{x_j} \partial_x e_h dx \leq \varepsilon h + \frac{\varepsilon}{h} |e_1 + e_{j+1} - e_j|. \tag{22} \]

From (20)-(22), it follows that
\[ |e_j| \leq C h^2 + 3 \frac{\varepsilon}{h} \| e_h \|_\infty, \quad j = 1, \ldots, N-1, \]
and consequently
\[ \| e_h \|_\infty \leq C h^2 + 3 \frac{\varepsilon}{h} \| e_h \|_\infty, \]
or
\[ \left(1 - 3 \frac{\varepsilon}{h}\right) \| e_h \|_\infty \leq C h^2. \]

Using the assumption on the mesh width, one gets $\| e_h \|_\infty \leq 2 C h^2$, which implies $\| e_h \|_0 \leq 2 C h^2$. Finally, decomposing $(w - w_h) = (w - \pi_h w) + e_h$ and using $\| w - \pi_h w \|_0 = O(h^2)$ finishes the proof by applying the triangle inequality. \hfill \Box

Remark 1. Note that the order of convergence of the SUPG method in the $L^2(\Omega)$ norm for linear finite elements has been proved to be $O(h^2)$ in the general multi-dimensional case, see for example [23]. As stated in [25], the apparent loss of half an order in the $L^2(\Omega)$ norm has attracted much attention. In [30], the optimal accuracy of the SUPG method for linear elements was investigated. The use of a very special type of meshes allows to prove that the SUPG method can converge in the $L^2(\Omega)$ norm with any order between 3/2 and 2. In [29], by orienting the mesh in the streamline direction and imposing
a uniformity condition on the mesh, the theoretical order of pointwise convergence is proved to be $O(h^2 \log(h))$. The computational results of [29] show that the SUPG method actually converges in the maximum norm with the optimal order $O(h^2)$ on many standard quasi-uniform meshes. The question of improved $L^2(\Omega)$ error estimates has also been considered in [21]. Based on these results from the literature, one can conclude that in the particular one-dimensional case the order of convergence obtained in Lemma 1 is the expected one. Also, one can expect that in many numerical simulations, a quadratic order of convergence for the SUPG method in the $L^2(\Omega)$ norm will be observed. In this sense, although the results shown here are only valid in the one-dimensional case, they give some insight in the validity of analogous results in more general situations.

The next lemma shows that the bound of Lemma 1 can be extended to the evolutionary case, improving to $O(h^{3/2})$ the bound for the $L^2(\Omega)$ norm of the error for the SUPG approximation $u_h$ to (19). Under weaker regularity assumptions for the solution $u$, the bound for $\|u - u_h\|_0$ obtained in [17] is $O(h^3)$.

**Lemma 2.** Let $u$ be the solution of (19) and assume that $u, \partial_t u \in C^2([0,1])$ for all $t \in [0,T]$. Let $u_h$ be its SUPG approximation based on linear finite elements and denote by $\Pi_h u \in V_h$ the SUPG approximation to the steady-state problem (18) with right-hand side $g = f - \partial_t u$. Assume that $u_h(0) = 0$. Then, the following bound holds

$$\|u(t) - u_h(t)\|_0 \leq C h^2, \quad t \in [0,T],$$

where the constant $C$ depends on $\max_{0 \leq t \leq T}(K_1(t), K_2(t))$ with $K_1(t) = \max_{[0,1]}|\partial_{xx} u(t)|$ and $K_2(t) = \max_{[0,1]}|\partial_{tn} u(t)|$.

**Proof.** Following [17], one compares $u_h$ with $\Pi_h u \in V_h$, where $\Pi_h u$ is defined by

$$a_{SUPG}(\Pi_h u, v_h) = a_{SUPG}(u, v_h) = (f(t) - \partial_t u, v_h) + \delta f - \partial_t u, \partial_x v_h)$$

for all $v_h \in V_h$. Applying Lemma 1, one obtains the following bound

$$\|u(t) - \Pi_h u(t)\|_0 \leq C(K_1(t)) h^2, \quad t \in [0,T].$$

Moreover, considering (18) with the right-hand side $g = \partial f - \partial_t u$ and using $(\Pi_h u(t))_t = \Pi_h(\partial_t u(t))$, one can apply Lemma 1 again and gets

$$\|\partial_t u(t) - \Pi_h \partial_t u(t)\|_0 \leq C(K_2(t)) h^2, \quad t \in [0,T].$$

The error is decomposed in the following way

$$(u - u_h)(t) = (u - \Pi_h u)(t) + (\Pi_h u - u_h)(t).$$

To bound the first term on the right-hand side, one can apply (24). For the second term, following the notation in [17], denote $e_h = u_h - \Pi_h u$ and observe that the error satisfies

$$(\partial_t e_h, v_h) + a_{SUPG}(e_h, v_h) = (T_{tr}, v_h) + \delta (T_{tr}, \partial_x v_h) - \delta (\partial_t e_h, \partial_x v_h)$$

for all $v_h \in V_h$, where $T_{tr} = \partial_t u - \Pi_h \partial_t u$. Arguing exactly as in the proof of [17, Lemma 5.1] yields

$$\|e_h(t)\|_0^2 \leq C \left(\|e_h(0)\|_0^2 + \int_0^t \|T_{tr}(s)\|_0^2 ds\right).$$

Using the assumption $e_h(0) = 0$ and applying (25) to bound $\|T_{tr}\|_0$ finishes the proof. □

**Remark 2.** Observe that the change of variable $v = e^t u$ transforms problem (13) into (19). Hence, the error bounds of Lemma 2 for the SUPG approximation to problem (19) also hold for the SUPG approximation to problem (13). In the next theorem, the original problem (13) is considered for proving the main result of the section.

**Theorem 1.** Let $\tilde{u}_h$ be the SUPG approximation defined in (14), let $u$ be the solution of (13) satisfying $u \in H^3(0,1)$ and $u, \partial_t u, \partial_x u \in C^2([0,1])$ for all $t \in [0,T]$, and assume $u_h(0) = 0$. Then, in the convection-dominated regime $\varepsilon \ll h$, the following bound holds

$$\|u(t) - \tilde{u}_h(t)\|_{SUPG} \leq C h^2, \quad t \in [0,T],$$

where the constant $C$ depends on $\|u(t)\|_3$ and on $\max_{0 \leq t \leq T} (K_2(t), K_3(t))$, $K_2(t) = \max_{[0,1]}|\partial_{tx} u(t)|$, and $K_3(t) = \max_{[0,1]}|\partial_{tn} u(t)|$.

**Proof.** The proof starts with the decomposition

$$(u - \tilde{u}_h) = (u - W_h) + (W_h - \tilde{u}_h),$$

where $W_h$ is the SUPG approximation to the steady-state problem (13) with right-hand side $g = f - \partial_t u_h$. Applying Lemma 1 again and using $W_h(t) = \Pi_h u_h(t)$, one can apply Lemma 2 and get

$$\|\partial_t u(t) - \Pi_h \partial_t u(t)\|_0 \leq C(K_2(t)) h^2, \quad t \in [0,T].$$

The error is decomposed in the following way

$$(\partial_t e_h, v_h) + a_{SUPG}(e_h, v_h) = (T_{tr}, v_h) + \delta (T_{tr}, \partial_x v_h) - \delta (\partial_t e_h, \partial_x v_h)$$

for all $v_h \in V_h$, where $T_{tr} = \partial_t u - \Pi_h \partial_t u$. Arguing exactly as in the proof of [17, Lemma 5.1] yields

$$\|e_h(t)\|_0^2 \leq C \left(\|e_h(0)\|_0^2 + \int_0^t \|T_{tr}(s)\|_0^2 ds\right).$$

Using the assumption $e_h(0) = 0$ and applying (25) to bound $\|T_{tr}\|_0$ finishes the proof. □
where $w_h$ is the SUPG approximation based on quadratic polynomials (16) to the steady-state problem (15) with right-hand side $f - \partial_t u$.

The bound (17) can be applied for the first term. To bound the second one, denote $\hat{e}_h = \bar{u}_h - w_h$. Subtracting (16) from (14) gives for all $v_h \in V_h$,

$$(\varepsilon + \delta)(\partial_t \hat{e}_h, \partial_t v_h) + (\partial_x \hat{e}_h, v_h) + (\hat{e}_h, v_h) + \delta(\hat{e}_h, \partial_x v_h) - \sum_{k \in T_h} \delta\varepsilon(\partial_x \hat{e}_h, \partial_x v_h)_K = (\partial_t u - \partial_t u_h, v_h) + \delta(\partial_t u - \partial_t u_h, \partial_x v_h).$$

Now, one takes $v_h = \hat{e}_h$. Then, one gets

$$\sum_{k \in T_h} \delta(\partial_x \hat{e}_h, \partial_x e_h)_K + \frac{h\delta}{2} \sum_{k \in T_h} \|\partial_x \hat{e}_h\|_{0,K}^2 \|\partial_x e_h\|_{0,K}^2 \leq \frac{C_{\text{inv}}}{2} \|\partial_x e_h\|_{0,K}^2,$$

where $C_{\text{inv}}$ is the constant in the inverse estimate. A straightforward calculation gives $C_{\text{inv}} = 1/\sqrt{12}$. Applying integration by parts and the Cauchy–Schwarz inequality leads to

$$\left(\frac{\varepsilon}{2} + \frac{\delta}{2}\right) \|\hat{e}_h\|_{1}^2 + \|\partial_t e_h\|_{0}^2 \leq \frac{1}{2} \|\partial_t u - \partial_t u_h\|_{0}^2 + \frac{\varepsilon}{2} \|\partial_t e_h\|_{0}^2 + \frac{\delta}{2} \|\partial_t u - \partial_t u_h\|_{0}^2.$$

from which it follows that

$$\|\hat{e}_h\|_{\text{SUPG}}^2 = (\varepsilon + \delta) \|\hat{e}_h\|_{1}^2 + \|\hat{e}_h\|_{0}^2 \leq \frac{1}{2} \|\partial_t u - \partial_t u_h\|_{0}^2 + \frac{\varepsilon}{2} \|\partial_t e_h\|_{0}^2 + \frac{\delta}{2} \|\partial_t u - \partial_t u_h\|_{0}^2. \quad (26)$$

Now, since $\partial_t u_h$ is the SUPG approximation to the evolutionary problem with solution $\partial_t u$, from Lemma 2, see also Remark 2, arguing as in [17], one gets

$$\|\partial_t u - \partial_t u_h\|_{0} \leq C h^2, \quad (27)$$

where $C$ depends on $\max_{0 \leq t \leq T}(K_3(t), K_2(t), K_2(t) = \max_{0 \leq t \leq 1} |\partial_{xx} u(t)|$, and $K_3(t) = \max_{0 \leq t \leq 1} |\partial_{xxx} u(t)|$. Finally, the error at the initial time is bounded by

$$\|\partial_t u(0) - \partial_t u_h(0)\|_{0} \leq \|\partial_t e_h(0)\|_{0} + \|\Pi_h \partial_t u(0) - \partial_t u(0)\|_{0},$$

where, as in Lemma 2, $e_h = u_h - \Pi_h u$. To bound the second term, (25) is applied. For estimating the first term, one can follow [17, Lemma 5.1] and use that $\partial_t e_h(0) = 0$ since $e_h(0) = 0$.

Finally, taking into account $\varepsilon \ll h$, one obtains from (26) and (27) the bound

$$\|\hat{e}_h\|_{\text{SUPG}} \leq C h^2,$$

which finishes the proof. \(\square\)

**Example 1.** Consider problem (1) in $\Omega = (0.1) \times (0,1)$ with homogeneous boundary conditions on $\partial \Omega$, $b = (-1, 1)^T$, $c = 1$, and $f$ and $u_0$ chosen so that the analytical solution is the same as in [18, Example 6.1]

$$u(x, y, t) = \exp(\sin(2\pi t)) \sin(2\pi x) \sin(2\pi y).$$

We consider a uniform partition of size $h$ and compare the errors in the convective derivative of the following approximations:

- $u_h$, the SUPG approximation based on linear elements to problem (1),
- $w_h$, the SUPG approximation based on quadratic polynomials to the following steady-state problem
  $$-\varepsilon \Delta w + b \cdot \nabla w + w = f - \partial_t u, \quad \text{in } \Omega, \quad w = 0 \quad \text{on } \partial \Omega,$$
- $\bar{u}_h$, the SUPG approximation based on quadratic polynomials to problem (6).

The trapezoidal rule as described in Section 3.3 was used as temporal discretization.

From the general convergence theory for the SUPG method, one expects that $\|b \cdot \nabla (u - u_h)\|_a = O(h^2)$ and $\|b \cdot \nabla (u - u_h)\|_0 = O(h)$. Assuming that the results from Theorem 1 carry over to this two-dimensional example with a smooth solution on a uniform grid, one expects that $\|b \cdot \nabla (u - u_h)\|_0 = O(h^{1/2})$.

In the left picture of Fig. 1, the three considered errors are depicted for three decreasing values of $h = 1/N$, against $t$. The errors with respect to $w_h$ and $u_h$ behave as expected. For the error with respect to $\bar{u}_h$, one can see even second order convergence. In the right picture of Fig. 1, where $|b \cdot \nabla (u - u_h)(t)|_0/|b \cdot \nabla (u - u_h)(t)|_0$ is presented, one can see this ratio increases roughly by a factor of two with one mesh refinement, showing that the order of convergence of the error with respect to $\bar{u}_h$ is higher by one compared with the order with respect to $u_h$. 


3.3. The adaptive algorithm

As in [5], the trapezoidal rule implemented as described in [9] was used as temporal discretization. This time integrator is a variable step size implementation of the trapezoidal rule that uses the explicit two-step Adams formula for error estimation and employs a stabilization strategy to suppress the \((-1)^n\) mode, see [9] for details. The implementation in [9] is carefully designed to avoid subtractive cancellation. As argued in [9], this method is well suited for time-dependent convection–diffusion problems. The algorithm requires to choose several parameters, whose values were set in our computations exactly the same as used in the numerical simulations in [9], including the initial step size \(\Delta t_0 = 10^{-10}\). The only change we made to the algorithm in [9] was that the step size updates suggested in [9, (1.15)] and those after a rejection were further multiplied by 0.85. This provision reduces the number of rejections. We tried different values for the tolerance of the time integrator. As in [5], the value of the tolerance in all the simulations presented in Section 4 was \(TOLT = 10^{-5}\). With this value, the temporal errors arising from the time discretization were smaller than the spatial errors.

Let \(U^n_h\) be the fully discrete approximation to Eq. (4) at time \(t_n\). Then, the quantities

\[
\eta^n_K = \left( \min \left\{ \frac{1}{\mu_0}, \frac{h^2}{\bar{e}}, 24\eta \frac{\|R_e(U^n_h)\|^2}{\|\|B\|\_\infty,\|E\|^2} \right\} \|R_e(U^n_h)\|_{L^2}^2 + 24\eta \frac{\|R_e(U^n_h)\|^2}{\|\|B\|\_\infty,\|E\|^2} + \sum_{E\in\Omega_K} \min \left\{ \frac{24}{\|B\|_{\infty,\|E\|^2} E}, \frac{1}{\bar{e}^{1/2} \mu_0} \right\} \|R_e(U^n_h)\|_{L^2}^2 \right)^{1/2}, \tag{28}
\]

obtained from (8) replacing \(u_h\) by \(U^n_h\), and setting \(C = 1\) were computed. The residuals are defined as in (9), changing the semidiscrete in space approximations by the fully discrete approximations.

Assume that at a time level \(t_n\) an approximation \(U^n_h\), defined in some finite element mesh \(T^n_h\), has been computed. This grid is the last one of a sequence of meshes, \(T^n_h, T^{n-1}_h, \ldots, T^0_h\), where each one is obtained from the previous one by subdividing or eliminating some mesh cells. Then, the adaptive algorithm reads as follows:

1. Perform one time step to compute the SUPG approximation \(U^{n+1}_h\) at time \(t_{n+1}\) on the mesh \(T^n_h\).
2. Compute the estimator \(\eta^{n+1}_K\) defined in (28).
3. If \(\eta^{n+1}_K > TOL_1\), the cell \(K\) is marked to be refined. If \(\eta^{n+1}_K < TOL_2\), \(K\) is marked as a candidate to be coarsened.
4. Perform the refining/coarsening procedure to generate the new mesh \(T^{n+1}_h\).
5. Interpolate \(U^{n+1}_h\) to the new mesh \(T^{n+1}_h\) and return to the first step of the algorithm until the final time is reached.

For the fourth point, the same procedure was used as described in detail in [5, Appendix].

4. Numerical studies

In this section, we consider the model problem (1) in the domain \(\Omega = (0, 1) \times (0, 1)\). The temporal discretization is described in Section 3.3. In Example 2, the effectivity index of the global error estimator derived from (28) is studied. Examples 3–5 consider the proposed adaptive algorithm and compare it with the algorithm based on the Galerkin discretization from [5].
Example 2. The effectivity index of the global error estimator. This example studies the effectivity index, i.e., the ratio of the estimated error with the global form $\left( \sum_{k \in \Omega} (\eta_k^2)^{1/2} \right)$ of the a posteriori error estimator (28), and the actual error in the SUPG norm (5) at time $t_n$. A study of this kind requires the knowledge of (a good approximation of) the solution of the continuous problem (1). An example with analytically known solution with an interior layer was proposed in [19, Section 7.2], which was used also here. The solution

$$u(t; x, y) = 16 \sin(\pi t) x(1 - x) y(1 - y) \times \left( \frac{1}{2} + \frac{\arctan[2e^{-1/2}(0.25^2 - (x - 0.5)^2 - (y - 0.5)^2)]}{\pi} \right).$$

(29)

describes a hump that changes its height. In this example, the convection–diffusion problem (1) was solved with two values $e \in \{10^{-3}, 10^{-6}\}$, $b = (2, 3)^T$, $c = 1$, and the right-hand side and the boundary conditions were chosen such that (29) solves the problem. The trapezoidal rule was used in this example with an equi-distant time step $\Delta t = 10^{-3}$.

Fig. 2. Example 2. Effectivity indices.
Besides varying the diffusion, simulations were performed on uniform meshes of different mesh width and for triangular and quadrilateral finite elements of different order. The results for the effectivity index, as a function of time, are presented in Fig. 2, where \( P_i \) and \( Q_i \), \( i = 1, 2, 3 \), denote continuous finite element spaces of degree \( i \) on triangular and quadrilateral meshes, respectively. It can be seen that this index takes generally values of around 7, independent of the mesh size and the value of the diffusion as long as convection dominates. A similar observation was reported for several examples for steady-state problems in [18]. There are some peaks in the curves for the indices at the times \( t = 1 \) and \( t = 2 \) where the hump (29) changes its sign and both the continuous solution and its finite element approximation are very small. On the finest grid for the third order finite elements and \( \epsilon = 10^{-3} \), the effectivity index becomes larger. This increase of the index in the diffusion-dominated regime was also observed for steady-state problems in [18].

In summary, for the considered example, whose solution has an interior layer, the a posteriori error estimator (28) turned out to be robust with respect to the mesh width and the value of the diffusion.

Next, the same examples as in [5] will be studied to compare the adaptive algorithm for the SUPG method from Section 3.3 with the adaptive algorithm for the Galerkin method proposed in [5, Section 3]. For simplicity of notation, we will call them SUPG-based algorithm and Galerkin-based algorithm, respectively. Linear finite elements were used, as in [5]. The starting meshes consisted of a uniform \( 25 \times 25 \) triangulation. Step (3) of the SUPG-based algorithm appears also in the Galerkin-based algorithm. However, the local error estimator (28) and the local indicator used in the Galerkin-based method are not related such that one cannot expect appropriate values for \( \text{TOL}_1 \) and \( \text{TOL}_2 \) to be the same. In [5], different combinations of values for \( \text{TOL}_1 \) and \( \text{TOL}_2 \) were investigated. The values \( \text{TOL}_1 = 10^{-2} \) and \( \text{TOL}_2 = \text{TOL}_1 / 20 \) were found to be best in terms of efficiency (number of degrees of freedom required for a prescribed accuracy) and consequently, results obtained with these values were presented in all pictures shown in [5]. Linear systems of equations were solved with the sparse direct solver UMFPACK (backslash command of MATLAB). We did not find any significant difficulty with this procedure.

Fig. 3. Example 3. Solution computed with the SUPG-based method (left) and corresponding adaptive mesh (right), at time \( t = 0.6 \) (top) and \( t = 1.2 \) (bottom).
Example 3. Example with an exponential boundary layer and two characteristics boundary layers. This example is defined by (1) with $b = (1.0)^T$, $c = 0$, $u_0 = 0$, $f = 1$, $\alpha = 10^{-4}$, and homogeneous Dirichlet boundary conditions. The boundary $x = 1$ is the outflow boundary and an exponential boundary layer appears there. At the tangential boundaries $y = 0$ and $y = 1$, characteristic or parabolic boundary layers develop.

The solutions and meshes for the SUPG-based algorithm, obtained with the tolerances $TOL_1 = 10^{-3}$ and $TOL_2 = 10^{-3}/20$, are presented in Fig. 3. Comparing them with [5, Fig. 3], the results of both adaptive algorithms are, on the first glance, similar. However, a detailed inspection shows that the SUPG-based algorithm uses considerably less mesh cells and computes a more accurate solution. For instance, at time $t = 0.6$, the mesh produced by the Galerkin-based algorithm has 213704 cells while for the SUPG-based algorithm it has 171931 cells. At the final time, the difference increases and the meshes have 470192 cells for the Galerkin-based algorithm and 222581 cells for the SUPG-based algorithm.

In Fig. 4, a detail of the mesh generated by the SUPG-based algorithm at time $t = 1.2$ is presented. The mesh shows a very different refinement according to the different kinds of layers: the exponential layer at $x = 1$ and the parabolic layer at $y = 0$.

Fig. 5 shows a plot of the solutions computed with both adaptive methods along the line $x = 0.5$. With the SUPG-based algorithm, there are no oscillations at the parabolic layer, which is in contrast to the Galerkin-based algorithm. Hence, the solution computed with the SUPG-based algorithm appears to be more accurate. With both algorithms, the solutions do not exhibit spurious oscillations in the exponential layer, see [5, Fig. 5] for the Galerkin-based algorithm. The picture for the SUPG-base algorithm is nearly identical and its presentation is omitted here.
In this example, the solution computed with the SUPG-based algorithm is more accurate than the solution obtained with the Galerkin-based algorithm and the grids generated with the SUPG-based algorithm possess considerably less mesh cells.

**Example 4. Rotating three body problem.** This example considers a configuration of three geometrical bodies that rotate clockwise. It was studied in the hyperbolic limit, $\varepsilon = 10^{-20}$, e.g., in [17,19].

In this example, the rotation is driven by $b = (y - 0.5, 0.5 - x)^T$. The forcing term is $f = 0$ and it is $c = 0$ as well. Homogeneous Dirichlet boundary conditions were imposed. Results obtained for the value $\varepsilon = 10^{-6}$ will be reported here. The initial condition, consisting of three disjoint bodies, is represented in Fig. 6. It is zero outside the three bodies. More precisely, for a given $(x_0, y_0)$, let $r(x,y) = \sqrt{(x - x_0)^2 + (y - y_0)^2}/r_0$. The center of the slotted cylinder is located at $(x_0,y_0) = (0.5, 0.75)$ and its shape is defined by

$$u(0;x,y) = \begin{cases} 
1 & \text{if } r(x,y) \leq 1, \quad |x-x_0| \geq 0.0225 \text{ or } y \geq 0.85, \\
0 & \text{otherwise}.
\end{cases}$$

The hump at the left-hand side is defined by $(x_0, y_0) = (0.25, 0.5)$ and

![Fig. 6. Example 4. Initial condition.](image)

![Fig. 7. Example 4. SUPG-based algorithm, approximation after one rotation (left) and difference to the initial condition (right).](image)
\( u(0; x, y) = \frac{1}{4}(1 + \cos(\pi \min\{r(x, y), 1\})) \).

The conical body on the lower part is given by \((x_0, y_0) = (0.5, 0.25)\) and
\[ u(0; x, y) = 1 - r(x, y). \]

In the SUPG-based algorithm, the tolerances \( \text{TOL}_1 = 10^{-3} \) and \( \text{TOL}_2 = 10^{-3}/20 \) were used. Again, one can observe that the Galerkin-based approach generates meshes with much more cells: 391314 vs. 22250 at the final time, that is a difference of more than one order of magnitude. Comparing the results in Fig. 7 with [5, Figs. 9 and 10], one can see that both solutions are of similar quality. While the fineness of the mesh leads to a somewhat more accurate approximation of the cylinder with the Galerkin-based algorithm, the SUPG-based method computes a more accurate solution in the rest of the domain. The variation of the solution computed with the SUPG-based algorithm at time \(2\pi\) is given by \( \max(u_h) - \min(u_h) = 1.0509 - (-0.0635) = 1.1144 \). This quantity can be taken as a measure of the spurious oscillations still remaining in the numerical approximation, in particular at the cylinder. The corresponding value for the Galerkin-based method 1.0159 from [5] shows the better accuracy obtained with this method at the cylinder (with about 17 times more mesh cells).

Fig. 8 presents the adaptive meshes for the SUPG-based algorithm at times \( t \in \{\pi/2, \pi, 3\pi/2, 2\pi\} \). It can be observed that this algorithm is able to follow very well the movement of the three bodies, thereby refining only around them and keeping the mesh essentially coarse in the rest of the domain. This behavior is in strong contrast to the Galerkin-based algorithm [5, Fig. 11], which produces, in the whole time interval, a refinement of a large part of the domain.

In this example, it was possible to compute with the SUPG-based algorithm a qualitatively similar solution as with the Galerkin-based algorithm on a grid with much less cells. The good capturing of the layers and coarsening of the mesh at the smooth parts of the solution by the SUPG-based algorithm could be observed well.
Fig. 9. Example 4. Approximation at time $2\pi$ obtained with the error estimator (10) and the corresponding mesh.

Fig. 10. Example 4. Approximation at time $2\pi$ obtained with the error estimator (11) and the corresponding mesh.

Fig. 11. Example 4. Approximation at time $2\pi$ obtained with the error estimator (12) and the corresponding mesh.
Figs. 9–11 present the solutions which were computed using instead of (28) the local error estimators (10)–(12), respectively. The size of the variations in the final solutions are $\frac{\max(u_h) - \min(u_h)}{C_0} = \frac{1.0619 - (-0.0597)}{1.0597} = 1.1215$, $\frac{\max(u_h) - \min(u_h)}{C_0} = \frac{1.0688 - (-0.00613)}{1.00613} = 1.1301$, and $\frac{\max(u_h) - \min(u_h)}{C_0} = \frac{1.0491 - (-0.0519)}{1.0519} = 1.1010$, respectively, and the number of cells at the final meshes are 23,106, 20,600, and 42,684. The only solution giving a slightly smaller variation than the solution computed with the estimator (28) is the last one, associated to the error estimator (12). However, the number of cells needed to compute this approximation was almost twice as large as the one with (28). Altogether, one can conclude that, in this example, the SUPG-based algorithm with all estimators (10)–(12), and (28) shows a similar behavior.

Fig. 12. Example 5. SUPG-based algorithm, solutions at times $t \in \{0.2, 0.6, 1.0, 1.4, 1.8\}$. 
Fig. 13. Example 5. SUPG-based algorithm, meshes at times $t \in \{0.2, 0.6, 1.0, 1.4, 1.8\}$. 
Example 5. Example with moving internal layers and a developing exponential layer. Problem (1) is considered with $b = (y - x)^2$, $c = 0$, $u_0 = 0$, $f = 0$, and $\varepsilon = 10^{-6}$. Dirichlet boundary conditions are given by $u = 0$ at the boundaries $x = 1$, $y = 0$, and $y = 1$ and by $u = 1$ at $x = 0$. In this example, a front is generated at the side $x = 0$ and, as time evolves, it moves through the domain, thereby rotating around the origin. A curved interior layer is created. When the front arrives at the boundary $y = 0$, an exponential boundary layer is generated there. In the steady state, the curved internal layer coexists with the exponential boundary layer at $y = 0$.

In the simulations, the tolerances $TOL_1 = 2 \cdot 10^{-4}$ and $TOL_2 = TOL_1/20$ were used. Fig. 12 represents the numerical solutions computed with the SUPG-based algorithm at times $t \in \{0.2, 0.6, 1.0, 1.4, 1.8\}$. One can observe that the solutions are essentially non-oscillating and that the meshes are adapted to the characteristics of the solution.

The meshes corresponding to these numerical solutions are plotted in Fig. 13. Comparing with [5, Fig. 13], where the meshes generated with the Galerkin-based approach are shown, one gets the impression that the behavior of the two algorithms is not very different. However, a look at the actual number of mesh cells gives for the Galerkin-based algorithm $122877$, $116690$, and $1313316$. Except for the first mesh at $t = 0.2$, where both algorithms produce almost the same number of cells, the SUPG-based algorithm generates meshes with a smaller number of cells. In addition, the ratio of the number of cells generated with the Galerkin-based and the SUPG-based algorithm increases as time evolves, being for the final time equal to 1.68.

In this example, the solutions of both algorithms are similar but the SUPG-based algorithm obtained its solution on a mesh with considerably less cells.

Remark 3. From the numerical experiments, we infer that in spite of using adaptive mesh refinement, the number of mesh cells may still be too high in some cases. The use of anisotropic mesh refinement could possibly help to alleviate this problem.

5. Summary

In this paper, an adaptive algorithm for evolutionary convection–diffusion–reaction equations was proposed which allows the observation of the natural extension of any error estimator which is known for the steady-state problem. This approach is based on the observation that the SUPG solution of the evolutionary problem is also the solution of an appropriate steady-state problem. In the derivation of the algorithm, the heuristic argument was used that the first term on the right-hand side of (7) is of higher order. This argument was supported in one dimension with an error analysis. In the numerical studies, in particular the residual-based estimator from [18] was considered. It was shown for an example with interior layer that also for the time-dependent problem the error estimates in the SUPG norm are robust with respect to the polynomial degree of the finite element space, the mesh width, and the value of the diffusion. Comprehensive comparisons with the adaptive method proposed in [5] showed that the new method obtains in general more accurate solutions on grids with considerably less mesh cells.
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