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1 Introduction

At present, numerical simulations of complex partial differential equations for modern
real-life process are required. The process of simulating these equations by the well known
numerical discretization methods, e.g., finite difference method (FDM), finite element
method (FEM) and finite volume method (FVM), becomes more and more time and com-
putation consuming, due to the complexity of the problems and the need of large storage
of data. For this reason, finding methods that can significantly reduce the computation be-
come a popular issue. Reduce Order Modeling (ROM) is such a method that approximate
the original problems in much lower-dimensional spaces but still with acceptable accuracy.
The Proper Orthogonal Decomposition (POD) method is one of the most popular ROM
methods. It extracts basis functions from a set of data, and approximates these data by
the computed basis functions with much less degrees of freedom. In this thesis, POD will
be exclusively considered.

The convection-diffusion-reaction equations model the concentration of chemical species in
the reaction, diffusion and convection processes. It is well known that the Galerkin finite
element method (G-FEM) fails to solve the convection-dominated problems, due to the
sharp layers of the solution, and hence the Streamline-Upwind Petrov-Galerkin (SUPG)
method, one of the most popular stabilization discretization methods proposed in [2], is
applied.

Numerical research will focus on the study of the factors which may have impact on the
ROMs, e.g., the amount of snapshots taken from the finite element methods, the rank of
the extracted basis functions and different inner products for the computation of basis
functions, etc.

This thesis will be organized as follow. In Chapter 2, the derivation of POD method and
the computation of basis functions will be given as a review. In Chapter 3, the convection-
dominated convection-diffusion-reaction equations are introduced, and some properties of
these equations will be presented. Moreover, the time and space discretization method
applying on this type of equation will be given.

The numerical results will be shown in Chapter 4, in which five examples are studied.
The first one investigate the differences of applying G-FEM and SUPG-FEM on a rel-
atively simple convection-dominated equation and of using different inner products for
POD modes and ROMs.

The second and third examples form a comparison of using POD method for non-convection-
dominated problems and convection-dominated problems, and the fourth example mainly
investigate the impact of using two different inner products on the POD modes and ROMs
for a more complex convetion-dominated problem. The last example fetches the snapshots
from the analytical solution, and to see if this helps to get more accurate results compared
to the case by taking snapshots from SUPG-FEM.

Finally, a summary of the results and an outlook will be given in Chapter 5.



2 Proper orthogonal decomposition method

The Proper Orthogonal Decomposition (POD) method is one of the most popular tech-
niques for the Reduced Order Modeling (ROM). It has been used in many areas like signal
analysis, fluid dynamics, image processing, and data compression, etc. The basic idea of
this method is to extract basis functions from a given set of data based on the least squares
method. This set of basis functions represents the given data in a good way and therefore
can be used for simulations where one expects to get similar data but using much less
degrees of freedom. The use of these basis functions in order to run cheap simulations
is called Reduced Order Modeling. Since the number of these basis functions is usually
much smaller than the dimension of the original data, which usually could be obtained by
solving the partial differential equations using the finite element method or from experi-
mental data. One can approximate the solutions in the new simulations with much fewer
number of degrees of freedom. By using the POD method, the reduced order model with
best approximation accuracy and very few degrees of freedom can be achieved.

2.1 The space-continuous case

For given n € N, let
O=to<ti <<t =T

denote the discrete grid of time interval [0,7], and At; = t; — t;—1,7 = 1,...,n. For the
sake of simplicity, it is assumed that the snapshots are computed at equidistant time steps
using the finite element method, i.e., Aty = --- = At,. Consider a function u(¢,x) :
[0,T] x 2 — RY, take wuy,,us,...,up as discrete allocation of u(t,x) at discrete times
ti,ta, ...ty in [0, T] (so-called ’snapshots’), i.e.,

w; = u; (x) = u(t;, x), (t;,x) € [0,T] x 2

and define
VI = span{uy, ug, ... up}.

V" is called the ensemble of snapshots {u;}, and assume dim V" = D, and it is assumed
that at least one of the snapshots is nonzero.

The goal of the POD method is to find the basis functions {; (x) : 2 — R4} | for any
L e {1,...,D}, that represent the original snapshot in the best possible way. These basis
functions span a subspace of the original space of the snapshots V". In this subspace,
the mean square error between the elements u; and its orthogonal projection, which is
represented by the basis functions {¢; (x)}lL: 1> is minimized, which gives the best approx-
imation

L

U (tm, X) — Z oy (tm) 1 (x)

=1

M
arg min g T
P1y--PL
m=1




2 Proper orthogonal decomposition method

subject to

oy i
mm-{a L (22

where 7 is the equidistant time step, and {ay () : [0,7] — R}, are the coefficients with
respect to time.

Note that (2.1) is the composite trapezoidal approximation with modification of the inte-
gral

L
arg min/ U (tm, X) — Z o (tm) @1 (x)
P1y-PL J0 =1

It is assumed that the norm is induced by suitable inner product (-,-), and the basis
functions {¢;}, are orthonormal with respect to this inner product.

For L = D, {¢}, is an orthonormal basis of V. From Hilbert space theory and
Parseval’s identity, every element u,, can be represented as

D
Z (ttm, 1) (2.3)

Hence we can represent oy (t,,) as

o (tm) = (tm, 1) - (2.4)

Inserting expression (2.4) into (2.1), and using the orthonormality of {¢;},, problem
(2.1) can be reformulated as

M L L
argmin 3 7 (um > (s 1) €15 tm — Y (U, 1) @z)
T m=1 =1

=1

L
_zggmlnzf [Humu? <2umz U, 1) ) + ) (tm, 1) ] (2.5)
1, 7 l:1
L
2
_?01“1%1{11227' [|Um|| Z(uma‘pl) ] :

=1

Since T is a constant, the result of (2.5) does not depend on 7. For simplifying, without
loss of generality, it is assumed that 7 = 1.

Since the first term of (2.5) is a certain value which is independent of ¢;, problem (2.1)
is equivalent to maximizing the second term. To solve this optimization problem, the
method of Lagrange multipliers is considered as a useful strategy to find the local maxima

of the function
M L
Z Z (uma SOI)Q

m=1 [=1

The Lagrange functional is defined as

M L L
Alprs s prid, s An) = 0 (um,)” = > Ml @) — 1.
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The maxima of Z%zl ZZL: L (tm, ¢1)? for the original constrained problem must be ob-
tained at the stationary points, i.e., it holds

A =0, 2.6
Oy A = 0.

The first condition of Eq.(2.6) is equivalent to

M
O, ©1) (1, 1)
25" (up, py) - DMma P9y APLPY_
z::l( a1 Iy " op

m

The term %,:m is the functional derivative of F' = (u,, ¢;) with respect to the functions
@;. To calculate it, the definition of the functional derivative is introduced.

Definition 2.1.1. Given a manifold M representing functions p and o functional F' de-

fined as
F: M—R or F: M— C. The functional derivative is defined by
oF L Flp+ed) — F(p)
e (@)ola)do = liny 4
= iF( +e¢)
a de ’ 6:0,

where ¢ is an arbitrary function, and the quantity ¢ is called the variation of p.

For more details about the definition of the functional derivative, see [17].

Using the definition of functional analysis, one gets

8(uma (10[)

= (um,v), YveV
20 (Um,v)

By the similar calculation, it holds

3(@0;,@0;) _ (QOh'U), = Vh.

Iy

Since v is independent of ¢,,, the first condition of Eq.(2.6) can be reformulated as follows

M M
Z(UTH7(P1)(U7H’U) = (Z(umﬂo)umvv> = )‘l(@lav)

m=1 m=1

for all v € V. Tt is equivalent to

M
(Umy 01)Um = Ny, 1=1,..., L. (2.7)

m=1

For more details, see, e.g., [3][22].
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2.2 The space-discrete case

It is assumed that the snapshots are finite element solutions of partial differential equa-
tions, hence the function w (t,,,x) can be written in discrete form by a finite number of
degrees of freedom. For convenience, in this section and also in the following chapter, the
dimension of the snapshot space will still be denoted as D, which is in general different
from the dimension D defined in the contlnuous case above. Let {x,})_; be the spatial
nodes of the finite element method, {1, (x)}\_; be the nodal basis with 1, (x3) = ..
Then we can represent u; and ¢; in the form

N
U; = Z U (ti, Xn) n, (X) )

Y1 = Z ©l (Xn) tn (X) .
n=1

By the practical requirements, it will be assumed that L < D and M < N.
Inserting (2.8) into (2.7) gives

M
Z ’LLm,QOl Um

m=

M —
=3 (un"S1) w0 (2.9)

m=1

:UTUS@/;
Z)\lﬂiﬁ

—_

where 1E (1, -+ ,1¥n) denotes the vector form of the local basis. For a function u,, € V*,
U, denotes the vector of its coefficients with respect to the basis {4}, , and the same
for ;. The matrix S € RV*N with Sk, = (¥, 1x) is obviously symmetric and positive
definite, and the matrix U is used to collect the snapshot data of u(t,x) on the nodes
{xp}0_, at time tq,...,ty

1 1 1
u% u% .. uéw
ul u2 e uM
U =
N N N
ul u2 [N uM

The matrix U € R¥*M s called snapshot matrix with (U)nm = u(tm,Xn) = u?,.
From the calculation of (2.9), the discrete eigenvalue problem can be obtained as

UUTSp,=Ngi, 1=1,...,L. (2.10)
Multiplying both sides of (2.10) from left by S'/2
SY2UUT S = NS 2,

by the symmetry of S, it can be easily seen that the original eigenvalue problem (2.10)
can be reformulated as a new eigenvalue problem with the matrix SY2UU7TST/2 since

Sl/QUUTST/2S1/2ﬂ: )‘lsl/2ﬂ-
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Note that SV/2UUTST/2 = (§12U)(SY?2U)T € RN*N is a symmetric matrix satisfying
gT;S’l/QUUTST/2§: ((Sl/QU)Tg)T((Sl/QU)Tg) _ H(Sl/QU)TZH% > O, Yz € RN.

where | - ||2 is the Euclidean norm. Hence it is positive semi-definite. By the properties
of the semi-definite matrix, it is known that all eigenvalues A1 > A9 > ... > A\ are real
and non-negative.

In practice, solving the eigenvalue problem (2.10) is in general computationally expensive
since N = dim(UUTS) is usually very large, and also this matrix is quite dense. It is
known that the eigenvalues of UUTS are precisely the real numbers A that satisfy the
characteristic equation

det(UUTS — i) = 0.

By the property of the determinant and Sylvester’s determinant theorem, it holds

1
det(UUTS —Iy) =AY det(XUTSU —T)
=\V"M 4et(UTSU — ).
Hence the characteristic function of the matrix UL SU € RM*M ig the same as the matrix

UUTS, which implies that these two matrices have same eigenvalues. It is more economical
to solve the eigenvalue problem with matrix UT SU instead of UUT'S as normally M < N.

To find the relation between the orthonormal eigenvectors of the two matrices U SU
and UUT S, the method of singular value decomposition(SVD) is considered.

Theorem 2.2.1. (The singular value decomposition (SVD)) If A is a real m-by-n matriz,
and assume the rank of A is r, then there exist orthogonal matrices

W =wi,...,wn] € R™™ and V =[vi,...,v,] € RP*"

such that
A=wxvT e R™"  p=min{m,n}

=(30)

S = diag(o1,...,0,), 01 > 02> ...0p > Opy1 = --- = 0p = 0, where {0;} are the square
roots of the eigenviues of AT A.

where

Proof. The proof can be found in [15], pp 164-176. O

For the SVD method, o; = v/\; are called the singular values of A, where ); are the
eigenvalues (which are non-negative) of AT A. And the subscript r is the index of the
smallest positive eigenvalue of AT A. The columns of W and V are called the left and
right singular vectors of A corresponding to the eigenvalues o1, 09,...,0p,, respectively.
For more details about this method, it is referred to [15][16].

Now consider again the matrix UU” S. By applying the SVD method, it holds

Sl/QU:R<(g 8>KT
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where G = diag{o1,...,op} € RP*P is a diagonal matrix with decreasing positive sin-
gular values {o;}, i=1,...,D, and R € RV with columns {r;}}¥, and K € RM*M
with columns {@}f\il are orthogonal matrices which consist of orthogonal eigenvectors
of SY2UUTST/2 and UTSU corresponding to the eigenvalues Ai, Ao, . . . , Ap, respectively.
These singular values {o;} are the square roots of non-zero eigenvalues of both UU? S and
UTSU. Moreover, it holds

STy, = oiri, UT S 2, = ok for i=1,...,D. (2.11)

On one hand, the SVD method guarantees the existences of the singular values {o;}.
On the other hand, it shows that the solutions 1, s, ..., @ of the optimization problem
are given by the first L columns of the matrix K, since

UTSU:K<§ 8>RTR<§ 8>KT:K<C§ 8>KT

Sl/ZUUTsT/QK:K Q 0
0 0
where @ = diag{\1,...,Ap}.
In some literatures (e.g., [4]), the eigenvalues of the matrix U7 SU are referred to be ”en-

ergy”, and the corresponding eigenvectors are called as proper orthogonal modes. Consider
the Frobenius norm of S7/2U, which is defined as

N N
>N a2, (2.12)

i=1 j=1

1ST/2U|p =

where z;; represents the element of matrix ST/2U at the i-th row and j-th column. One
can regard the Forbenius norm as an indication of the ”information” contained by the
matrix ST/2U. Furthermore, from the properties of the trace of the square matrix, one
gets the relations

tr(UTSU) =Y X\

N N (2.13)
tr(UTSU) = tr(STPUUTS?) =" "

i=1 j=1

Inserting (2.13) into (2.12), it holds

1S™/2U]|p =

The relation between the ”energy” of the matrix and the eigenvalues, which is correspond-
ing to the proper orthogonal modes, can be seen as a hint of the choice of the optimal
number L of the POD modes, since the goal is to gain most information of the data matrix
by using the least number of POD modes. For this reason, one defines

L
E(l) = ZN:J (2.14)
Zi:l Ai
as an indication of the magnitude of the preserved ”information” by POD modes.
Moreover, for the relation between the errors of the snapshots and the POD modeling and
the eigenvalues, the following proposition is introduced.

10



2 Proper orthogonal decomposition method

Proposition 2.2.1. Consider

M
Dt x) = > g (tm) @1 (x) (2.15)
m=1 =1
The sum of the error between the snapshots and the POD modelling is
M L 2 D
x) = > ay(tm =) (2.16)
I=1 I=L+1

Proof. The basic idea of proof could be found in [22] for the canonical inner product in
R?. Here, the proof for arbitrary inner product will be given.

M M
(2.2) (2.7)
)\l = )\l(gpla SDI) = < § (Um, @l)uma §0l> = E (Um, Sol)(uma SDZ)
m=1 m=1 (217)

M
Z Umu(/)l

=1

3

Inserting (2.3), (2.4

~—

into (2.15), and using the orthonormality of {¢;}2 | yields

2

M L
2 |[ultnx) = ) au(tm) 1 (x
m=1 =1
M D 2
= || D (wme)e
m=1||l=L+1
M D D M
o interchangeof finite sums 2
=2 > (um) = > 2 (umie)
m=1[=L+1 I=L+1m=1

SRt
=L+
t

As it is already mentioned, the matrices UUTS and UT SU share the same eigenvalues
A1, ..., Ap. For the sake of computational efficiency, it is generally considered to solve the
eigenvalue problems with the matrix U7 SU in lieu of UUT'S. The approach of computing
the eigenvalues of the matrix U7 SU and obtain the eigenvectors ¢; is called method of
snapshots, it was first proposed in [20], see also [3]. o
By (2.4) and (2.8), it follows that

=UTSyp, € RM. (2.18)

Multiplying (2.10) from left by the matrix U”'S, and inserting Eq.(2.18) into it, then the
new eigenvalue problem is obtained

Ur'SU«q = Ny, UTSU e RMXM, (2.19)

11



2 Proper orthogonal decomposition method

One can compute the eigenvectors {oq}lL: 1 by solving the eigenvalue problem (2.19). It
remains to induce the eigenvectors {ﬂ}lL: | of the original eigenvalue problem (2.10) cor-
responding to {oy}X .

Multiplying (2.19) from left by U leads to

UUTSU« = NUaq.

It can be seen as a eigenvalue problem which has the same matrix UUT'S as (2.10) but
with different eigenvectors.
Considering the second constrained condition of Lagrangian function

(i) =1

which implies
lal =1, I=1,...,L,

it is natural to set

1
Y= Uay
= U«

where |Uq|| = (o] UTSUq;)'/2.
Multiplying (2.19) from left by ol leads to

OZITUTSUOQ = )\lOzITOél.
It follows that ||Uqy|| = )\11/2(04?&1)1/2. Hence,
1 1

=—Uq=—>—-U 2.20
A Wl ey 220
with o; = V.
Inserting (2.20) and (2.19) into (2.10), one gets
1 1
UUT S, = UUTSUq) =\ Uy = N

ar(af o)t/ oo ap)/?

It shows that {¢;}{; given in (2.20) indeed satisfy the original eigenvalue.

2.3 Applying the POD method on the fluctuations of functions

In practice, when applying the POD method to the equations with stationary Dirichlet
boundary conditions

u(t,x) = b(x) on[0,T] x 82, for a certain value b(x) € RY,

often the fluctuations (¢, x) of the function u(¢,x) instead of the function u(t,x) itself is
used, for ease of observation. For this reason, firstly, one has to define the mean value of
the snapshots uy, = U, (x) = u(tm, x).

M
u(x) = 57 > um(x). (2.21)

Um,

12
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and the ensemble of the fluctuations of the snapshots is denoted as
Vh = span{iy, g, ..., dpr}-

By this means, a snapshot matrix with respect to the fluctuations (¢, x), which possess
homogeneous Dirichlet boundary conditions, is obtained. And the formula for ROM from
fluctuations can be represented as

||
Ql

Similarly to the case of u(t,x), one gets the objective basis functions {¢; (x) : 2 — R} |
by solving the optimization problem

2

arg min Z

P1ye- 7<PL

L
i — ) Ga(tm)P1(%)
=1

From which comes again the eigenvalue problem

UU'Sg =N, 1=1,...,L, (2.22)

where U € RN*M is the snapshot matrix of the fluctuations with (I)nm = @(tm, Xp).
For saving the computations, in practice, one solves the eigenvalue problems

UTSUG; = Na;, UTSU e RM*M (2.23)

instead. Thereby, the eigenvectors {@}ZL: , of the eigenvalue problem (2.23) are achieved
with the relation

L N (2.24)
= |Uall

and hence the wanted basis function is obtained

N
P ="y &1(xn)tn(x)
n=1

where ¢ = (P1(x1), P1(x2), - .. ,&1(xn))T denotes the vector of the coefficients of ¢; with
respect to the nodal basis {1, }2_;

13



3 Scalar convection-diffusion-reaction
equations

In this thesis, we discuss the applications of the POD method introduced in Chapter 2 on
scalar convection-dominated convection-diffusion-reaction equations.

3.1 The model problem

The convection-diffusion-reaction equation, as the name suggests, consists of the convec-
tion, diffusion, and reaction terms. It describes physical phenomena, which are due to the
reaction, diffusion and convection processes of a certain chemical species, and models the
concentration of these chemical species in the convection-diffusion-reaction process, see
[6].

Definition 3.1.1. General form of scalar convection-diffusion-reaction equations with ho-
mogeneous Dirichlet boundary condition.

Let © c RY d € {1,2,3}, be a bounded domain with Lipschitz boundary 9Q. A time-
dependent convection-diffusion-reaction equation with homogeneous Dirichlet boundary
condition is given by

ou—eAu+b-Vu+cu=f in (0,7] x Q,
u=0 on [0,T] x 09, (3.1)
u(0,x) = up(x) in Q,

where € > 0 is a constant diffusion coefficient, up(x) is a given initial condition. The
functions b(t,x) and c¢(t,x) denote the given convection and reaction field, respectively.
It is assumed that b, ¢ € L((0,T); L*).

Remark 3.1.1. The convection-dominated problem. As its name implies, the convection-
dominated problems arise in physical processes where convection essentially dominates
diffusion, i.e., ¢ < ||b||. It appears in many situations, e.g., from nature or some tech-
nical applications. The solutions of the convection-dominated problem generally possess
very small but important structures (or scales), such as the sharp layers, especially at
boundaries. Most of these small structures of the solutions are not resolved by the stan-
dard numerical methods, since the grids of the domain in common use for these numerical
methods are not fine enough to represent these small structures, hence special methods
are needed. More discussions can be found in [9][21] Q

3.2 The weak formulation

Remark 3.2.1. Motivation. In general, one cannot expect a classical solution of (3.1),
since for the existence of a classical solution, the parameters have to be sufficiently smooth,

14



3 Scalar convection-diffusion-reaction equations

and in higher dimensions, the domain has to satisfy certain regularity conditions. Such
smoothness and regularity conditions are not satiesfied in applications. In the weak for-
mulation, such regularity assumptions can be reduced by integration and the transfer of
derivatives to the test function. For problem (3.1), due to the Dirichlet boundary con-
dition, the integral on the boundaries vanish, and one can search for the weak solutions
in the ansatz space H{ () and the same for the test space. Besides, the finite element
methods, which will be used for discretizting the partial differential equations, are based
on a weak formulation. For more details, see [8][9]. N

Consider problem (3.1). To get the weak form, one multiplies the differential equation
with an appropriate function v(x), with v = 0 on 912, integrating the resulting equation
on {2 and using integration by parts in space yields

/Q(8tu —eAu+b - Vu+ cu)(x)v(x)dx

= /Q(&tu <v)(x)dx — /aQ —e(Vu-n)u(s)ds + /Q(EVU -Vu+ (b Vu+ cu)v)(x)dx

= / (Ou-v+eVu-Vu+ (b-Vu+ cu)v)(x)dx
Q

= / f(x)v(x)dx.
Q
Here, n is the outward pointing unit normal vector on 0f2.

Definition 3.2.1. Weak formulation of (3.1). Let b,c € L>®(Q), f € L?*(2), and V =
H(Q). Then, the weak form of (3.1) reads as follows: Find uw € V such that

(Opu, v) + (eVu, Vo) + (b - Vu,v) + (cu,v) = (f,v) YoeV (3.2)

with the initial condition u(0,x) = uo(x), and (-,-) denotes the inner product in L*(). A
solution of (3.2) is called variational or weak solution. The space, in which the solution
is searched, is called solution space. The functions v(x) are called test functions, and the
space V' is the test space.

To discuss the existence and uniqueness of the solution of the weak problem (3.2), firstly
consider the continuous bilinear form a(-,-) : V xV — R, V = H}(Q),

a(u,v) = / (eVu-Vu+ (b Vu+ cu)v)(x)dx. (3.3)
Q
Proposition 3.2.1. The coercivity of (3.3). Let b € C1(Q), c € C(). Assume there is

a certain constant cy such that 0 < co < (—3V -b+c)(t,x). Then, the bilinear form (3.3)
18 coerclve.

Proof. Choose the test function u = v € V, insert it into (3.3)
a(v,v) = /(5VU -Vv + (b- Vv + cv)v)(x)dx
Q

Consider the term [, b(x) - Vu(x)v(x)dx, applying integration by parts with the homo-
geneous Dirichlet condition and using the product chain rule yields

/ b(x) - Vu(x)v(x)dx = — / V - (b(x)v(x))v(x)dx
Q Q
=— /(V -b(x))v(x)v(x)dx — / b(x) - Vu(x)v(x)dx,
Q

Q

15



3 Scalar convection-diffusion-reaction equations

which implies

Hence

a(v, v) = /Q <E(Vv)2 4 (—V2’b + c> 1)2) (x)dx

By the assumption that
1
0<c¢p < (—§V b+ ¢)(t, x),

one obtains
a(v,0) > o) = =lollf, Wwev, (34)

and this inequality is equivalent to the coercivity of a(-,-).
]

Remark 3.2.2. Weaker assumptions of convection and reaction field b and ¢. The as-
sumptions in Proposition 3.2.1 for b and ¢ can be relaxed by b, Vb, ¢ € L>(2), since
under these assumptions all the integrals are still well defined. N

For more details about the properties of a(-,-), it is referred to [9].

Corollary 3.2.1. Existence and uniqueness of a solution of the weak problem (3.2). Let
the assumptions of Proposition.3.2.1 be satisfied. Then, (3.2) has a unique solution.

Proof. The proof of this corollary is similar to the proof of existence and uniqueness of
the solution for the time-dependent Navier-Stokes equations in [10], and for the general
linear second-order parabolic equations in [18].
Firstly consider the weak form of the convection-diffusion-reaction equations (3.2) in finite-
dimensional space. Since V = H}((2), it admits an orthonormal basis {®;};>1. Define the
finite-dimensional subspace

VN = span{q)j};'v:l cVv

and apply the Galerkin method to (3.2) in V¥ yields the approximate problems
Qu, o) + eV, Vo) + (b Vul¥, o) + (e, o) = (f,0Y) N e VY, (3.5)
and the initial condition u’¥(0) is the orthogonal projection in L2(Q) of ug on V¥, It is

clear that (3.5) holds in particular for each basis functions ®;.
By the property of orthonormal basis, u" can be represented as

N
uN(t) = ol (1), (3.6)
j=1
Inserting (3.6) into (3.5), one obtains the system of ordinary differential equations

d N N _
{Mdtoz +aa” =F, (3.7)

Ma™N (0) = ag,

with
M = ((I)Z', (I)j), Qij 1= (5V<I>,~, VCI)]) + (b -V, + cd;, CI)]‘),
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3 Scalar convection-diffusion-reaction equations

OéN = {aé\f}é\f:b Fj = (f, (I)j), Qo5 = (UO, (I)j), Z,] = 1, .. .,N.

By the Carathéodory theorem, there is a local solution o € H'(0,t) with 0 < ¢, < T,
ie., uN € HY(0,t;V).

Secondly, the global existence is shown by proving the boundedness. Choosing u” (t) in
(3.5) as test function for arbitrary t € (0,7") one obtains

(GO 0) + ol 0.0 0) = (@), (3.5)

Using the product chain rule for first term, inserting (3.4) and Young’s inequality yields

1d

1 e
N 2 N 2 2 N 2
Sl Olza) +ellu™ Ol < 511 1720) + 51w (O)l72@),

which gives
d 1
Sl ()220 + el @ < S 11200 (3.9)

Integrating (3.9) in [0,t], t € (0,7 yields

t t
1
||UN(75)||%2(Q)+5/0 HUN(t)\%/dTg/O HUOH%%Q)dTJFg\|f||%2(sz)d7‘ (3.10)

Thus »” is bounded in L>(0,T; L*(Q2)) N L?(0,T;V), and the local existence of u" can
be extended to t =T
Next step is to choose a subsequence {u™}y,>1 of {u?} =1 such that

uM Sy in L0, T; LA()),
uM =~ u in L20,T;V).
as N; — oco. Here, the notations — and — mean weakly* convergent and weakly conver-

gent, respectively (see, e.g., [10], pp. 270-271).
This implies that there exits u € L>(0,T; L*(Q)) N L%(0,T; V) such that

T T
/ (W (1), 6(8)) — / (u(t), 6(8) Vo € L®(0,T; 2(Q),
0 0

T T
/0 (i (1), (1)) — /O (Vu(t).0(t)) Vi € L2(0,T; L*(Q)

as N; — oo.
Let W(t) € CL((0,T)) and arbitrary v € V, for the first term of (3.5), multiplying this
term by W(t), apply integration by parts and with the property of weak convergence

. T N . T N, d
Nlllgloo i (Bpuli(t),v) U(t)dt = — Nlllinoo i (u™(t),v) S Y (®)at
T d
:/0 (u(t), v) W (t)dt (3.11)

T
- /0 (Opu(t), v) U (1)dL.
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3 Scalar convection-diffusion-reaction equations

For the rest terms at the left hand side of (3.5), let ¥(¢) € C3([0,T]) and arbitrary v € V,
it holds

T T
lim a(u™,v)¥(t) = lim ((eVu, Vv) + (b - VUM + cu)) W(t)dt
N;—o0 0 Ni—oo 0
T
:/ ((eVu,Vv) + (b - Vu + cu)) ¥(t)dt (3.12)
0

:/OT a(u,v).

Next step is to show the satisfaction of the initial condition. The proof is quite similar to

the proof of Lemma 6.18 in [10]. Choose ¥(t) = T=t, and arbitrary v™ € V. By the

fundamental theorem of calculus and using the product chain rule yields
_ —— Ny
(u(0),v) = = Jim_(u(0).v™)
T

Tt
= li t),0M) ——
i, (0% =

T (3.13)
= lim 4 <(u(t),le)TT >dt

NZHOO 0 dt

:Nlligloo (/OT(atu(t) dt - / dt>

From Eq.(3.2), one obtains that

(Bpu(t),v™) = (f, ™) — a(u(t), v™). (3.14)
As (3.5) is satisfied for each ®;, it is also satisfied for v™V:

(f, ™) = (B, v™M) + a(ut, v™M), (3.15)

Inserting (3.14) and (3.15) into (3.13) yields

— lim (u(0),o™) = lim (/OT ((f, ™) — a(u, o™ )) dt—/ o) dt)

N;—o0 N;—o0
T T
T—t T—1
— Ny N dt+ 1 N Ny dt 3.16
im Ot o) =t 4 fim - au =T = (3.16)
1 g N,
— =i t Hdt.
T, [ (wd),v)

Consider now N; — oo. By (3.12) it follows that the term

T

Tt
lim a(uMNt — u, Ny ——dt
Nl—>OO 0 T

vanishes. Applying integration by parts in time and (3.11) to the rest terms of the right
hand side of Equation (3.16) yields

—(u(0),v) = — lim (u(0),v™)

Nl~>oo

T—t
I N, N,
_Nllm (u™t, v™)

18



3 Scalar convection-diffusion-reaction equations

Hence the limit function u(t) satisfies the initial condition.
It remains to check the regularity of the time derivative term Oyu(t). Define

Aue V', (Au,v) = a(u,v),
from (3.2) one obtains
(Opu(t),v) + (Au,v) = (f,v), YveV.

Since Au € L%(0,T; V') whenu € L%(0,T; V) (see, e.g., [6], pp 156-159), and by hypothesis
f € L*0,T;V"), dyu € L?(0,T; V').
Applying the same approach of the derivation of (3.10), the following inequality holds for

u(t)

t t 1 T
) sy + = [ Nufar < [ uolsodr+ 2 [ Waodr @17

and the uniqueness results from (3.17), since if there exits another solution v, assume
w = u — v, it is clear that w also satisfies (3.2) with w(0) = 0 and f = 0 in the sense of
distribution. Inserting w into (3.17) yields

t
nwwﬁﬂm+sﬁ|muw%h<o, (3.18)

This implies ||w|| g (0,7;22(0)) = 0 and [[w]| 20,7,y = 0. Hence there exits unique solution
u(t) € L2(0,T;V) N L>(0,T; L*(2)). O

3.3 The Galerkin method

Remark 3.3.1. The discretization of (3.2). Since the weak formulation (3.2) is time-
dependent, the discretizations are needed both for time and space. In this thesis, the
method of Rothe, which applies first the discretization in time and then in space, is
considered. <

Let t1,...,t, represents the discrete times in [0,7], where t9 = 0 and ¢, = T. Let

ug be the solution at time ty, k = 1,2,...,n. For simplifying, the equidistant time step
At =t} — tj_1 will be assumed.
Since the diffusive term may cause a stiff problem, the explicit Euler method becomes
very insufficient to achieve stable solutions unless very small time steps At are applied,
which is impractical. For the reasons of easy implementation and the good stability of
the solutions, the one-step backward Euler scheme is considered to discretize the problem
(3.2) in time. It is given as follows: For k=1,2,..., find u; € V such that Vv € V

(ug,v) + At[(eVug, Vo) + (by - Vug + cug, v)] = (ug—1,v) + At(fr, v). (3.19)

Remark 3.3.2. The Galerkin finite element formulation. Let {7"} be a family of reg-
ular triangulations consisting of mesh cells {K'}. For simplifying, the triangulations are
assumed to be quasi-uniform, and h is the diameter of all mesh cells K. Let V? ¢ V
be conforming finite element space. Then the Galerkin finite element formulation of
problem (3.19), which replaces the space V in (3.19) by V" reads as follows: Find
ul e Vh 1 [0,T] - V", h=1,2,... such that

(up — up_1, ") + At[(eVul, Vo) + (by - Vul + cull, ")) = At(fr,v") (3.20)

for all v® € V" and u"(0,x) = ul(x) € V", where u"(0,x) is an approximation of u(0, x),
for example, an appropriate interpolation or a projection. N
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3 Scalar convection-diffusion-reaction equations

3.4 The Streamline-Upwind Petrov-Galerkin (SUPG) method

It is well known that for small ¢, the Galerkin method fails to compute useful numerical
solutions, since the computed solutions are spoiled globally with spurious oscillations.
As it is mentioned in Remark 3.2.1, the solution usually possesses structures like layers,
particularly at boundaries. Those structures, which are not resolved by the Galerkin
finite element space, are important. For more discussions, see e.g., [9]. For this reason,
one considers the Streamline-Upwind Petrov-Galerkin (SUPG) method.

Remark 3.4.1. Introduction of the Streamline-Upwind Petrov-Galerkin (SUPG) method.
The Streamline-Upwind Petrov-Galerkin (SUPG) method is a very popular stabilized finite
element method, which is proposed in [2]. It combines the ideas of using the Galerkin
discretization and the minimization of the residual. N

Definition 3.4.1. Streamline-Upwind Petrov-Galerkin (SUPG) method.
The Streamline-Upwind Petrov-Galerkin (SUPG) finite element method has the form: Find
ut € V', such that

a(ul, o) = frh) vl e VI (3.21)

with

a(v,w) := a(v,w) + Z/ Ik (—eAv +b- Vv + cv) (b- Vw)(x)dx,
KeT

fPw) = (fow /5be Vaw) (x)dx.
KeT

Here, {dx} are user-chosen weights, which are called stabilization parameters or SUPG
parameters.

Definition 3.4.2. SUPG (SD) norm. Let
1
—iv -b(x) + ¢(x) = co > 0.
be satisfied. For Yv € V*, the SUPG inner product is defined by

(u,v)sp = e(Vu, Vv) + c(u,v) + Z (5%2b - Vu, 5%2b - V) (3.22)
KeTh
and the corresponding SUPG norm by
1/2

1/2
llvlllsupa == | elvl} + colloll§ + > 16,2(b- V)3 | (3.23)
KeTh

where | - |lo.x denotes the norm in L*(K).
Remark 3.4.2. Concerning the SUPG method.
e The SUPG method can be considered as as a Petrov-Galerkin method with the test

space

span{w(x Z drb(x) - Vw(x)}.

keTh
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3 Scalar convection-diffusion-reaction equations

e The SUPG method introduces artificial diffusion only in streamline direction b(x) -
Vw(x). From this property, the SUPG method is also called ”Streamline Diffusion
FEM (SDFEM)” method.

e { is called stabilization parameters or SUPG parameters. Normally, it is a general
function, but in practice it is often chosen as a piecewise constant function.

e For more details, see [19].
N

Remark 3.4.3. Choice of the stabilization parameter dx. It is well known that for
steady-state problems, the stabilization parameter is chosen to depend on the mesh width
such that dxg = O(h) from finite element analysis, see [19]. In the case of time-dependent
problem, an optimal error estimate was proved for 0x = O(At). However, for the spe-
cial case that the time-continuous limit is approached, the SUPG stabilization parameter
vanishes and one turns to Galerkin finite element method. This behavior is shown to
be not correct by numerical studies, see [12]. For this reason, the simplified problems
that the convection and diffusion being time independent was considered, and it can be
proven that dx = O(h) is the choice from optimal error estimates for certain temporary
discretization schemes in [12]. Besides, as discussed in Remark 3.1.1, the difficulty in
solving the convection-dominated problem arises from the application of the coarse mesh
which is generally much coarser than the width of the sharp layer, rather than the time
step. Hence it is more appropriate to choose the stabilization parameter depending on
mesh width from the practical point of view, see [5]. For general time-continuous case,
the choice for the stabilization parameter is an open problem. In summary, it is strongly
suggested to define the stabilization parameters by dx = O(h) for the SUPG method to
compute the snapshots. See details in [12].

<

Remark 3.4.4. The backward Euler method together with the SUPG method applying
on (3.20) has the form:

(up — up_y,v") + Atasypap(up, v") =At(f, ") + At Z S (i bi - V')
KeTh

(3.24)
— Z (5K(uz - uﬁ,l, bk . V’Uh)}(
KeTh
with the bilinear form
CLSUPG,h(UZa o) :(EVUZ, Vo) + (by, - VUZ’ + cuZ, o™
+ Z (SK(—eAu;CZ + by, - uz + cuz, by, Vvh)K (3.25)

KeTh

for all vy, € Vj, and the initial condition uf(x) = u"(0,x) is given. Here, {5} have to be

chosen appropriately. Note that choosing one parameter dx = h for all mesh cells K is
feasible only if the uniformity of the triangulations is assumed. N

3.5 ROMs based on the POD method.

In this section, to obtain the SUPG reduced order model, the POD method for the reduced
order modeling of time-dependent problem is applied to (3.24). The SUPG-ROM was
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3 Scalar convection-diffusion-reaction equations

proposed, see, e.g., [1]. Using the same notations as in Chapter 2, the POD basis functions
{@&i}E | are computed from the fluctuations ., (x) instead of functions wum (t,x).

As it is defined in Chapter 2, {41, ..., Uy} denote the snapshots of the fluctuations, which
are obtained by solving Eq.(3.25), and

Vvh = span{dy,... p}.

It is assumed that at least one of {@;}}£, is nonzero.

It is already introduced the way to calculate the POD modes in Chapter 2. Let V7, be the L-
dimensional space spanned by the POD basis functions ¢4, ..., ¢, forany L € {1,..., D'},
where D’ is the dimension of V. It is obvious that the relation Vi O Vh holds. Let
@ (t,x) + @(x) express the ROM approximation of the SUPG solution, where

1 M
:Mmzz:lum(x)

and denote the ROM approximation at time instance tj as 4l (x) + u(x), which will be
written as 4X + @ for short.

Remark 3.5.1. The relation between the dimension of the snapshot space D and the
dimension of the fluctuation space D'. Assume {by,...,bp} is a set of basis vectors of the
snapshot space V", then D’ = D if i(x) and {b;} are linear dependent, or else D’ = D +1.
<

To build the ROM based on the POD method, firstly express the reduced order solution
uﬁ by the linear combination of the first L POD modes

L
u(x) + Y du(tr)dr, (3.26)
=1

where {&4;(tx)} are the undetermined coefficients with respect to time.
Inserting (3. 26) into (3.24), yields the backward/SUPG reduced order model: For k =
. find a4 = Y1, &(te)@r € Vg, such that Yol € Vi,

L L L
(Z au(te)pr— D dulte—1) @, vL> + Atasupc,n (Z Gy (i) b, UL)
=1 =1 =1
=At(fi,v) + At Y S5 frr i - Vol ) (3.27)
KeT!

L
- > Ok <Z u(tr)pr — Z (tk—1)¢1, bi - Vo ) — Atasypa, (i, v").
= K

KeT!

Here, 0% is the stabilization parameters from SUPG method in ROM simulations. For the
choice of stabilization parameters from SUPG method in ROM simulations (noted as d})),
the same form as the finite element SUPG discretization is preferable, i.e., 03 = O(h).
The discussions can be found in [5].

By solving (3.27), the coefficients &;(tx) are determined, and hence follows the reduced

order solution u%
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4 Numerical studies

For the following numerical examples which will be presented, the analytical solutions are
already known. The code MooNMD [11] was used to run the numerical experiments.
Since in some examples in this section, the main topic is to compare the results, e.g.,
the POD modes and the ROMs, produced by different inner products, hence in these
examples the different notations have to be considered. For convenience, the general
notations without any specified explanations will be used for the case of L? inner product.
One can evaluate the results by not only ROM solutions, but also the errors to some
extent, e.g., the errors between the analytical solutions and the finite element solutions,
and the errors between the analytical solutions and the ROM solutions. The form of the
discrete analog of the errors is given, e.g., for the ROM solutions by

M
1 _
LS bl (1)
k=1
where || - ||« denotes a certain norm, and wuy denotes the analytical solution of the contin-

uous problem at time instance tj, see [5].

4.1 Hump changing its height in two dimensions

This example is taken from [14]. It is defined in the domain © = (0,1)? and (0,T)=(0,2).
The coefficients in (3.1) are chosen to be ¢ = 107%, b = (2,3)7 and c=1.
This problem has the analytic solution of the form

u(t, z,y) =sin(rt)z(1 — 2)y(1 — y)
L arctan(2e=1/2(0.25% — (xz — 0.5)%) — (y — 0.5)?))

2 ™

In this example, the comparisons of applying G-FEM and SUPG-FEM on this convection-
dominated problem will be made, and the impact of using different spatial levels on both
finite element solutions and the ROMs will be shown.Furthermore, applying different inner
products on the computations of the POD modes and the ROMs will also be studied.
The backward Euler scheme was applied for time discretization with the length of time
step At equal to 1073, Since the value of ¢ is very small, this problem is a convection-
dominated problem. It is generally known that for small ¢, as discussed in Remark 3.1.1,
the solution of this problem has a layer by construction. Hence a useful stabilization
method is needed.

Fig. 4.1 offers a comparison of using Galerkin finite element method (left) and the SUPG
method (right).For simplification, the applications of these two methods for obtaining the
snapshots will be denoted as G-FEM and SUPG-FEM. By observation of Fig. 4.1, it can
be obviously seen that the solution of G-FEM is globally polluted and possesses a wide
range of spurious oscillations, while the solution of SUPG-FEM is relatively smooth with
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a few oscillations on the right upper side of the plane.
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Figure 4.1: Example 4.1: Solutions of G-FEM and SUPG-FEM at t=0.5 with spatial level
7.
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Figure 4.2: Example 4.1: Solutions of g5, g6 and g7 at t=0.5.

Fig. 4.2 and Fig. 4.3 present the results of G-FEM with spatial levels 5, 6 and 7 (denoted
as gb, gb and g7)(upper) and SUPG-FEM with spatial levels 5, 6 and 7 (denoted as sb,
s6 and s7)(lower). From Fig. 4.3, it can be observed that, for SUPG-FEM, more details
in the simulations are shown if higher spatial levels are applied, and the results become
more accurate. The situation for G-FEM is different, there are always global spurious
oscillations. It is worth mentioning that, when comparing the solutions of s5 and s6 in
Fig. 4.3, though the spurious oscillations become smaller in general, the big oscillations
appear at the boundary of the right upper side.
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Figure 4.3: Example 4.1: Solutions of s5, s6 and s7 at t=0.5.

Since SUPG-FEM gives a better performance than the G-FEM in the simulations of
convection-dominated problem, one computes the snapshots with SUPG-FEM, and takes
every tenth snapshots such that there were 201 snapshots in total.

The application of the SUPG method on the reduced order problems will be denoted as
SUPG-ROM for the purpose of distinguishing from SUPG-FEM. Similarly for G-ROM.
Fig. 4.4 offers the temporal evolution of L?(£2) and H* () errors for the solutions of SUPG-
FEM with levels 4, 5, 6, 7 and the G-FEM with level 7. Observe the discrete L?(Q) errors
in the left panel, it can be readily seen that the higher the level of grid for SUPG-FEM
used, the smaller errors are produced. Furthermore, in spite of the fact that the finest
level for G-FEM is used, compare to the solutions of s5, s6 and s7, the solution of g7 still
causes the largest errors. The plot of the discrete H'(Q) errors in the right panel shows
similar results, and the differences of errors for G-FEM and SUPG-FEM are even larger.

LZ(Q))error
5,
H1(Q)error

. . . . . . . .
0 0.2 0.4 0.6 08 1 1.2 1.4 1.6
time time

Figure 4.4: Example 4.1: L?(Q) (left) and H'(2) (right) errors for s4, s5, 6, s7 and g7.
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From the fact that there always exist spurious oscillations even if SUPG-FEM is applied,
one cannot expect to obtain only one POD mode for the POD basis, since this implies
the fact that this problem can be solved accurately by finite element method, and such
a method is not known so far, see [13]. As a result, in this example, one obtains 4 POD
modes for L? and H' inner products, and 14 POD modes for SD inner product. Fig. 4.5
shows the eigenvalues with respect to different inner product L?, H', and SD with three
different spatial levels. Among these POD modes, the eigenvalues corresponding to (; for
each inner product and spatial level dominate other eigenvalues notably. From (2.14), it
is known that the first POD modes have taken nearly all ”information” from the origin
data, and the rest POD modes mainly come from the oscillations.

POD eigenvalues

14
rank

Figure 4.5: Example 4.1: POD eigenvalues for H', L?, and SD inner product with spatial
levels 5, 6, and 7.
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Figure 4.6: Example 4.1: Bj.(top left), B}, (top right), B, (bottom) for spatial level 7.

For simplification, the i-th POD modes computed from different inner products will be
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written as B!,, and the ROMs for different inner products will be denoted as ROM,,,
m € {L? H',SD}. Fig. 4.6 presents the pictures of Big, B}ql and B}gD, the second and
third POD modes for L? inner product are given in Fig. 4.7. From Fig. 4.6, one can barely
find any differences between these three results of 1. As a consequence, the corresponding
ROMs for r=1 depicted in Figs. 4.8-4.9 also behave quite similar for each spatial level.
One can observe in Fig. 4.8- 4.10 that the ROMs behave quite similar for each level in

spite of using different scalar products.
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Figure 4.7: Example 4.1: B7,(left), B?,(right) with spatial level 7.
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Figure 4.8: Example 4.1: ROMg1 — 15, ROMp2 — 15, and ROMgp — 15 (from top left to
bottom) at t=0.5 for r=1.
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Figure 4.9: Example 4.1: ROM(H') — 16, ROM (H') — 16, and ROM (H*') — I6 (from left
to right) at t=0.5 for r=1.
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Figure 4.10: Example 4.1: ROMgg — 17, ROMy — 17, and ROMp — 17 (from left to
right) at t=0.5 for r=1.

Figs. 4.11-4.12 present ROM7> for different r with spatial level 5 and 7, which will be
expressed as ROMp2 — 15 and ROM; 2 — 7, respectively. In Fig. 4.11, the ROM;2 — 15
changes slightly with increasing r, meanwhile ROM 2 —I7 are almost the same for different
r. As a result, it seems that in this example, the influence on ROMs by different r becomes
less as the grids become finer.

30



4 Numerical studies

c c

2.828e-01 2.804e-01

o
o
o
oo

o o o
) IS o
o o o
] ~ o

o

o

9.427e-02 -8.821e-02

1.008e+00

o o o
n o ~
4] &

(=)

o
mllllmumhmmnm

-8.311e-02

Figure 4.11: Example 4.1: ROMj2 for r=1, 2 and 3 (from left to bottom) at t=0.5 for
spatial level 5.
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Figure 4.13: Example 4.1: L?(0,T; L*(2)) (top) and L?(0,T; H'(2)) (bottom) errors from
ROM;2 ,ROM1, ROMgp with spatial level 5, 6 and 7 and from the solutions
of 85, s6, s7.

Fig. 4.13 gives the plots of errors in discrete L2(0,T; L?(2)) and L?(0,T; H*($2)) norms
of ROMs for different inner products and for spatial levels 5, 6 and 7 with respect to r.
The similar behaviours can be observed for both: the errors are reduced for both ROMs
and SUPG-FEM due to the refinement of the grid. Concerning the L?(0, T; L?) errors in
the left panel, the ROMs yield more accurate results than SUPG-FEM for level 5. For
level 6, the errors of ROMs are comparable to that of SUPG-FEM. Moreover, the SUPG-
FEM performs better than ROMs for level 7. Whereas, observations in the right panel
shows that, w.r.t the discrete L?(0,T; H') errors, SUPG-FEM always performs better than
ROMs for all spatial levels. See in Figs. 4.14-4.15 the corresponding temporal evolution of
errors for r=3 in both norm. For » <3, the errors of ROMs in L?(0,7; H') norm decrease
slightly with increasing r for each level, while such a behavior appears only for level 5
in L?(0,T; L?) norm. In spite of different scalar products, some similar behaviors can be
observed for both error norms: firstly, the errors are reduced for both SUPG-FEM and
ROMs due to the refinement of the grid. Secondly, the impact of different inner products
is negligible for each spatial level. This is in accordance with the observations in Fig. 4.6
for Byr2, Bigt, Bisp and Figs. 4.8- 4.10 for ROM2, ROMg1, ROMgp.
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4.2 Traveling wave for non-convection-dominated case

This example is taken from [7]. It is given in the domain Q = (0,1)? and (0,T)=(0,1).
The coefficients in (3.1) are chosen to be ¢ = 107%, b = (cos(7/3),sin(7/3))T, and c=1.

Similar to Example 4.1, this problem has a prescribed solution, which is defined by

z+y—t—0.5
NG

The right-hand side f, the initial condition wg, and the boundary condition were chosen
such that (4.2) satisfies the boundary value problem, see [6].

u(t, z,y) =0.5sin(mx) sin(my) |tanh( )+ 1. (4.2)

In this example, mainly the G-FEM was applied for computing the snapshots and also the
construction of the ROMs, and the L? inner product is applied for the computation of the
POD modes and ROMs. The first three POD modes from different amount of snapshots
will be presented. In addition, the sensitivity of the ROMs with respect to the rank of the
POD modes used for building the ROMs and the amount of snapshots fetched from the
finite element solution will be explored. Finally, the corresponding error behavior will be
studied and discussed.

The backward Euler scheme was applied for temporal discretization with the length of
time step At = 1073. All the test problems were defined in the unit square. For the coars-
est grid (call it ’level 07), the unit square was divided by diagonal from bottom left to top
right into two triangles. For the construction of the further finer grids, the uniform grid
refinement was applied. Here in this example, snapshots were computed on level 7, i.e.,
h =1.1-102, with 16641 degrees of freedom. This example is not a convection-dominated
problem, since the layer width y/z = 1072 is of similar size as the grid size, which implies
that the grid is sufficiently fine to resolve the layer. Hence the application of stabilization
method is not necessary, and G-FEM suffices to give non-oscillating solutions. This is
verified by Fig. 4.16. To obtain the snapshots, the Galerkin conforming piecewise (P1)
finite element method was used.
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Figure 4.16: Example 4.2: the solution at t=0.1 for G-FEM.

To investigate the sensitivity of the numerical results of the reduced-order model with
respect to the different amount of snapshots, every twice, fourth, tenth, twentieth, fiftieth,
hundredth and the full solutions were stored. By this means, the snapshots are fetched
evenly from the finite element solution (since the total amount of the full solutions are
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divided evenly by these numbers). Moreover, the initial solution is always included in
every snapshot set. Therefore 11, 21, 51, 101, 251, 501 and 1001 snapshots were used for
the computation of snapshots, respectively.

Number of snapshots | 11 | 21 | 51 | 101 | 251 | 501 | 1001
Rank of POD modes | 10 | 20 | 50 | 100 | 131 | 131 | 132

Table 4.1: Example 4.2: Ranks of POD modes for 11, 21, 51, 101, 251, 501, and 1001
snapshots (from left to right).

Fig. 4.18- 4.24 show the pictures of the snapshot mean value given by (2.21) and the first
three POD modes 1, @2 and g3, for 11, 21, 51, 101, 251, 501, and 1001 snapshots, respec-
tively. For simplification, the i-th POD mode using different amount of snapshots will be
denoted as B‘(n), and the ROMs using different amount of snapshots will be expressed as
ROM(m), m € {11,21,51,101,251,501,1001}. Tab. 4.1 presents the dimension of these
7 snapshot spaces. Define the maximal value of the dimensions among all the snapshot
spaces as threshold rank. It shows that the dimension of the snapshot space V" increases
as the amount of snapshots increases until the threshold rank has been reached. Fig. 4.17
gives the plot of eigenvalues corresponding to the POD modes for each snapshot space.
Note that the eigenvalues practically decrease exponentially with the rank of POD modes
increasing, which implies that the eigenvalues reduce rapidly, especially for the first and
the second eigenvalues such that the former one is significantly larger than the second one.
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Figure 4.17: Example 4.2: POD eigenvalues for 11, 21, 51, 101, 251, 501, and 1001
snapshots.
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Figure 4.18: Example 4.2: snapshot mean value and B!(11), B(11), and B3(11).
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Figure 4.19: Example 4.2: snapshot mean value and B*(21), B%(21), and B3(21).
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Figure 4.20: Example 4.2: snapshot mean value and B!(51), B2(51), and B3(51).
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Figure 4.21: Example 4.2: snapshot mean value and B!(101), B%(101), and B3(101).
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Figure 4.22: Example 4.2: snapshot mean value and B'(251), B(251), and B3(251).
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Figure 4.23: Example 4.2: snapshot mean value and B'(501), B(501), and B3(501).
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Figure 4.24: Example 4.2: Snapshot mean value and B'(1001), B%(1001), and B3(1001)
(from top to bottom).

In Figs. 4.18- 4.21, the pictures of the snapshot mean value and B'(m), B?(m) and
B3(m), m € {11,21,51} are getting smoother and show more details as the amount of
snapshots is becoming larger. Nevertheless, the pictures in Fig. 4.21- 4.24 show quite
similar results when the amount of snapshots is equal or bigger than 101.

In Fig. 4.25, the ROM(1001)s at t=1.0 are depicted for different r. It is observed that
as r become higher, the size of spurious oscillations of ROMs decreases. For r=100, the
performance of ROMs becomes very close to the solution of G-FEM in Fig. 4.16. The
similar results are also obtained for 101, 251 and 501 snapshot spaces, and the correspond-
ing pictures won’t be shown here for the sake of brevity.
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Figure 4.25: Example 4.2: ROM (1001)s at t=1.0 for r=10, 20, 40, 60, 80, 100 (from top
left to bottom right).

It is already known that the POD basis is computed from the snapshot spaces. To
study the impact of different snapshot spaces on the resulting ROMs, fixed values of r
is considered for different snapshot spaces. For r=>50, concerning the spurious oscilla-
tions, ROM (101), ROM (251), ROM (501) are similar, and perform slightly better than
ROM(51). Meanwhile, see in Fig. 4.27 for low r, e.g., r equal to 20, despite the fact that
there are always big spurious oscillations on the plane for each snapshot space, the ROMs
for snapshots equal or larger than 51 yield much better results than ROM (21). Yet the
differences between ROM(m)s, m € {51, 101,251,501, 1001} are negligible.
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Figure 4.26: Example 4.2: ROM (m), m € {51,101,251,501} at t=0.5 (from top left to
bottom right) for r=>50.
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Figure 4.27: Example 4.2: ROM (m), m € {21,51,101,251} at t=1.0 (from top left to

bottom) for r=20.
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Figure 4.28: Example 4.2: L2(0,T;L?) (left) and L?(0,T; H') (right) errors for different
snapshots.

The plots in Fig. 4.28 present the resulting errors in discrete L?(0,7T; L?*($2)) norm
and the L(0,T; H(2)) norm. It is observed that, concerning both kinds of errors, the
accurate ROM in this example is achieved for m > 101 and r > 100. In the left plot for
L?(0,T; L?) errors, the errors for ROM (11) and ROM (21), which are much larger than
the errors for the rest ROMs, increase as the rank of POD modes become higher. For
the snapshots which are equal or larger than 51, concerning the errors, even though the
amount of snapshots increases, which implies that the behaviour of the ROMs remains
unchanged. In addition, as r increases, the errors for these ROMs keep decreasing, except
for the case of ROM (51) for r>30, the errors of which stay almost the same. For r from
5 to 10, the errors damp fastest, and with r being higher, the damping speed becomes
slower. The reason for this behavior can be achieved by observations in Fig. 4.17 that
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since the eigenvalues decrease rapidly, the information of data given by the corresponding
POD modes decrease fast based on (2.14). For r is equal or higher than 60, the accuracies
of the ROM(m)s, me {101, 251,501, 1001} are getting closer to the one by G-FEM, but
never exceed it. This behavior is in contrast to the case of discrete L?(0,T; H') norm, in
which the errors caused by ROMs are less than the ones by G-FEM for r>70.
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4.3 Traveling wave for convection-dominated case

The studied equation in this section share the same coeflicients and conditions as in Ex-
ample 4.2, except that the constant diffusion coefficient is set to e = 1075, And the way
to choose snapshots is the same to Example 4.2 that 11, 21, 51, 101, 251, 501 and 1001
snapshots were stored for the computation of different POD bases. What’s more, for the
computation of snapshots and the construction of ROMs, P1 finite element method was
used on spatial level 7, and the L? inner product is applied for the computation of the
POD modes and ROMs. For the time discretization, the backward Euler method was
considered on equidistant time intervals with At = 1073,

Example 4.3.1. Applying SUPG-FEM for the computation of snapshots.

In this example, the SUPG-FEM was applied for the computation of snapshots, and SUPG
stabilized ROMs (SUPG-ROM) were studied. Besides, the comparisons of applying the
Galerkin method and the SUPG method will be presented.
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Figure 4.29: Example 4.3.1: Solution at t=0.8 by G-FEM (left) and SUPG-FEM (right).

0
-1.162e-01

The solution of this problem by G-FEM at t=0.8 is shown in the left panel of Fig. 4.29.
It can be seen that there are large spurious oscillations, especially for the area below the
plane. The explanation of this behavior comes from the fact that the problem becomes a
convection-dominated problem due to the reduced value of . Hence the application of a
suitable stabilization method is needed. The right plot of Fig. 4.29 presents the solution
by SUPG-FEM, which seems to be much smoother and reasonable.

The snapshots are computed by SUPG-FEM for the reason discussed above. In Tab. 4.2,
the ranks of the POD basis for each snapshot-space are shown. Different from Example
4.2 for e = 10™%, there exits no threshold rank for these 7 snapshot spaces. As the number
of snapshots increases, the rank increases as well. In particular, for 501 and 1001 snap-
shots, the ranks are even twice higher than the corresponding values in Example 4.2, see
Tab. 4.1. In practice, the magnitude of r reflects the complexity of the problem to some
extent. This seems to be due to the small £ that even though the stabilization method was
used, there are always more oscillations than in the non-convection-dominated problem
in Example 4.2. Hence Example 4.3.1 is considered as a more complicated problem than
Example 4.2.
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Number of snapshots | 11 | 21 | 51 | 101 | 251 | 501 | 1001
Rank of POD modes | 10 | 20 | 50 | 100 | 246 | 352 | 376

Table 4.2: Example 4.3.1: Ranks of POD modes for 11, 21, 51, 101, 251, 501 and 1001
snapshots (from left to right).
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Figure 4.30: Example 4.3.1: POD eigenvalues for 11, 21, 51, 101, 251, 501 and 1001
snapshots.

Fig. 4.30 shows the eigenvalues for different snapshot spaces. For 251, 501, and 1001

snapshots, the total amounts of eigenvalues are much bigger than the corresponding ones
in Tab. 4.1 in Example 4.2. Meanwhile, similar as that in Example 4.2 ( see in Fig. 4.30),
there is also a steep drop around r~130. Hence the extra POD modes for snapshots from
SUPG-FEM may come from the numerical artefacts, since although the SUPG-FEM is
used for stabilization, there are still spurious oscillations in the solution, which therefore
come into the snapshots.
The comparisons of the eigenvalues for case ¢ = 10™* in Example 4.2 and € = 1076 in
this example are given in Fig. 4.31 for r<150. For very low r, e.g., r < 15, the eigenvalues
for both are quite similar. As r becomes larger, the eigenvalues for ¢ = 10™* damp faster
than the corresponding ones for € = 107 for each snapshot space. Notice that there is a
steep drop around ra130, which is similar as that in Example 4.2.
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Figure 4.31: Example 4.3.1: Comparisons of eigenvalues between ¢ = 1074 and ¢ = 1076.

45



4 Numerical studies

To distinguish the first POD modes B! from Example. 4.2, the first POD modes from
snapshots obtained by SUPG-FEM will be denoted as SUPG — B'. Fig. 4.32 offers the
first POD modes from 21,...,1001 snapshots. Similar behavior as that in Example 4.2
is observed: the POD modes are getting smoother as the amount of snapshots increases.
For the amount of snapshots m > 251, it seems that the POD modes achieve its highest
accuracy, and remain unchanged despite of the increase of m.
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Figure 4.32: Example 4.3.1: SUPG — B'(m), m € {21,51,101,251,501,1001}(from top
left to bottom right).
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Figure 4.33: Example 4.3.1: Solution of SUPG-FEM at t=1.0.

For the goal of investigating the sensitivity of the ROMs with respect to r, like in Ex-
ample 4.2, ROM (1001) for different r are shown in Fig. 4.34. One gets some similar
observations to the case e = 10~* using G-FEM: as r increases, the oscillations decrease,
and the ROMs perform better. For r>60, the ROMs behave very similar, and the result
for r=150 is quite close to the solution of the SUPG-FEM, see Fig. 4.33. In addition, it is
worth mentioning that even though the SUPG-FEM was applied for stabilization, some
small oscillations always exist.
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Figure 4.34: Example 4.3.1: ROM (1001) at t=1.0 for r=10, 30, 60, 90, 120, 150 (from top
left to bottom right).

To investigate how the amount of snapshots effects the ROMs, the ROMs of r = 20, 50
using different amount of snapshots are considered, as in Example. 4.2. Unlike the situation
in Example 4.2 for e = 1074, the ROM (21) in Fig. 4.35 for r=20 obtains much less spurious
oscillations than the corresponding one in Fig. 4.27. This may be due to the usage of
the stabilization method. When comparing the pictures in Fig. 4.36 (representing the
ROMs for r=50), it is observed that ROM (101), ROM (251) and ROM (501) perform
quite similar, and only slightly better than ROM (51). It seems that, for fixed r, the
ROMs from big amount of snapshots show better behavior than the ROMs from small
amount of snapshots, until the amount of snapshots becomes big enough (in this case, it
is m = 101).
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Figure 4.35: Example 4.3.1: ROM(m), m € {21,51,101,251} (from top left to bottom
right) for r=20.
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Figure 4.36: Example 4.3.1: ROM (m), m € {51,101,251,501} (from top left to bottom
right)at t=1.0 for r=>50.

In Fig. 4.37 the discrete errors in L?(0,7; L?) and L?(0,T; H') norm are shown. From
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the plots of both errors, it suggests that the accurate ROM is obtained for m > 251 and
r > 150. For ROMs from all snapshot spaces, the increase of r generally results in decreas-
ing errors (except for ROM (11) and ROM (21) in L?*(0,T; H') norm, in which the errors
slightly increase). When comparing to the error plot in Fig. 4.28 for Example 4.2, a similar
behavior as that in Example 4.2 is observed: with respect to errors, the ROMs perform
better as the number of snapshots being higher. For the number of snapshots equal or
larger than 251, the error curves are nearly overlapping. The discrete L2(0,T; L?) error
plot shows that for very low r<15, ROM(m),m € {51,101,251,501,1001} are similar.
For r>50, the ROMs are better than the solution of G-FEM, and approaching closely to
the solution of SUPG-FEM, but always not being better than it.

Compare to the errors in L?(0,T; L?) norm, the plot of discrete L(0,T; H') error given in
the lower panel of Fig. 4.37 shows some different behaviors: for the amount of snapshots
equal or higher than 51, the errors decay linearly as the rank of POD modes increases. In
addition, the errors for G-FEM are remarkable, which are much larger than the errors for
all ROMs and SUPG-FEM. Unlike in the Example 4.2, concerning the errors in discrete
L?(0,T; H') norm, even though the differences between ROMs and SUPG-FEM become
fewer and fewer with higher r, the SUPG-FEM always shows better performance.
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Figure 4.37: Example 4.3.1: L?(0,T; L?(Q2)) (top) and L?(0,T; H*(2)) (bottom) error for
different snapshots.
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It is worth mentioning that, in Fig. 4.28 for Example 4.2, somehow the errors for

ROM(11) and ROM (21) slightly increase in discrete L?(0,7’; L?) norm and fast increase
in discrete L2(0,T; H') norm. For ROM (51), the errors, especially in discrete L2(0,T; H')
norm, first decrease and then turn to increase around r = 30 with r increasing. Whereas
in Fig. 4.37 for this example, the errors for ROM (11), ROM (21) and ROM (51) in both
norms gradually decrease or only slightly increase as r increase.
The corresponding temporal evolution of the error in L?(Q) norm for r = 10, 45,100, 150
are depicted in Fig. 4.38. Despite the fact that the error curves are quite oscillating all
the time for all r, the trend of error proceeding becomes more stable (the turnings of the
error curves are more predictable) with higher r. Moreover, the behaviors in the tempo-
ral evolution of errors, which coincide with the averaged errors in Fig.4.37 are observed:
ROM s(51) generally behave less accurate, and ROM (m)s, m € {101,251,501, 1001} yield
similar results for higher r.
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Figure 4.38: Example 4.3.1: Temporal evolution of errors in L?(2) norm for r=15, 45, 100
and 150 (from top left to bottom right).
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Example 4.3.2. Comparisons of applying different inner products H' and L? on the
computation of the POD modes and the ROMs.

This example will mainly focus on the following studies: the comparisons of eigenvalues
behavior and the corresponding POD modes, of the ROMs, and of the error behaviors
between the usage of H' and L? inner products.

In Example 4.1, the sensitivity of ROMs and the POD modes with respect to different
inner products has been studied, and the numerical investigations show that using different
inner products almost has same impacts on the results. Since Example 4.1 is a special case,
it is also interesting to see whether the use of different inner products will cause different
results for Example 4.3.1. For purpose of better comparison, the boundary value problem,
the way to calculate and choose the snapshots are chosen to be same as in Example 4.3.1,
and the application of inner product H' instead of L? is the only difference.

Tab. 4.3 shows the rank of the POD modes for each snapshot space with respect to inner
product H'. Similar to the situations in Tab. 4.2 for L? inner product, there exists
no threshold rank, and the dimension of the snapshot space increases as the number of
snapshots grows. In addition, from the plot of corresponding eigenvalues, a steep drop is
also observed near r=130. However, the dimension of each of 11, 21, 51, 101, 251 and 501
snapshot spaces reaches its maxima (i.e., one less than the number of snapshots, as the
initial value is always preserved), and for 1001 snapshot space, the dimension is even twice
larger than the corresponding one in Tab. 4.2. Note that the extra dimentions won’t be
caused by oscillations due to the usage of the same snapshots, and the usage of H' inner
product seems to detect more information in the noise. These observations imply that
using H' inner product yield a more complicated reduced order problem than L? inner
product. Fig. 4.39 gives the corresponding plot of eigenvalues for each snapshot space.
Similarly to the situation in Fig. 4.30 for inner product L2, the eigenvalues also reduce
rapidly around ra130, which implies that both inner products find the same number of
essential modes, r ~ 130.

Number of snapshots | 11 | 21 | 51 | 101 | 251 | 501 | 1001
Rank of POD modes | 10 | 20 | 50 | 100 | 250 | 500 | 872

Table 4.3: Example 4.3.2: Ranks of POD modes for 11, 21, 51, 101, 251, 501 and 1001
snapshots (from left to right) with respect to inner product H*.
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Figure 4.39: Example 4.3.2: POD eigenvalues for 11, 21, 51, 101, 251, 501 and 1001 snap-
shots with inner product H' .
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Figure 4.40: Example 4.3.2: B}, (11) (left) and B%,(11) (right).
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Figure 4.41: Example 4.3.2: B}, (21) (left) and B%,(21) (right).
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Figure 4.42: Example 4.3.2: B}, (51) (left) and B2, (51) (right).

To distinguish B! from L? inner product, the first POD modes from H' inner product
are denoted as By, with the subscript {H'}, and the same for ROMy1 and other POD
modes. For 11, 21, and 51 snapshots, the firss POD modes B}, (m), m € {11,21,51}
possess distinct forms, see in Figs. 4.40-4.42. This is clearly in contrast to the case for L?
inner product, since in Example 4.3.1 even though the corresponding POD modes behave
different in terms of smoothness for different snapshot spaces, the general shape of the
POD modes almost stays the same.
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Figure 4.43: Example 4.3.2: B}, (101) (left) and 1%, (101) (right).
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Figure 4.44: Example 4.3.2: B, (251) (left) and B2, (251) (right).
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Figure 4.45: Example 4.3.2: B}, (501) (left) and B%,(501) (right).
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Figure 4.46: Example 4.3.2: B}, (1001) (left) and 5%, (1001) (right).

Figs. 4.43-4.46 show the first two POD modes for 101, 251, 501 and 1001 snapshot
spaces. A similar behavior as that in Example 4.3.1 is observed that the POD modes
share almost the same shape as for different snapshot spaces. The pictures of the modes
become smoother and smoother as the number of snapshots increases, and the peak of
smoothness is firstly reached for 251 snapshots, since for the number of snapshots more
than 251, one can barely see any difference.
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Figure 4.47: Example 4.3.2: SUPG-FEM solution at t=0.5.
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Figure 4.48: Example 4.3.2: ROM 1 (1001) at t=0.5 for r=10, 30, 50, 70, 100, 120, 130,
150 (from top left to bottom right).

For the sake of investigating how the ROMp;1 are influenced by r, the ROMp1(1001)
for different r at t=0.5 are represented in Fig. 4.48. Similar to the results explored in
Example 4.3.1, as r increases, the spurious oscillations are reduced and the ROMs are
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getting closer to the solution of SUPG-FEM shown in Fig. 4.47.
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Figure 4.49: Example 4.3.2: ROM;2(1001) at t=0.5 for r=10, 30, 50, 70, 100, 120 (from
top left to bottom right).

For better comparisons of the effects of different inner products on the resulting ROMs,
the corresponding ROMs for L? inner product at t=0.5 are shown in Fig. 4.49. Even if
ROM ;1 and yield nearly as accurate results as ROMp2 for r high enough, the ROMj2
still perform better, since for ROMp1 there are always deformations on the cambered
surface unless high r is considered.

In Figs. 4.50-4.51, the plots of comparisons of the discrete L?(0,T’; L?) and L?(0,T; H')
errors between ROMp1(m) and ROMp2(m), m € {11,51,101,251,1001} are presented
respectively. It is observed that, for both kinds of errors, the errors for ROMy1 are gen-
erally larger than the ones for ROMp2. For each snapshot space, these errors become
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consistent for r being close or equal to its maxima.

When comparing to the plots of L?(0,T; L?) error in Fig. 4.50, the plots of L(0,T; H') er-
ror in Fig. 4.51 shows some differences: concerning the errors, ROM;1(11) and ROM 1 (51)
for r being equal to its highest rank, i.e., r=10 and 50 respectively, always perform worse
than the corresponding ones from snapshot spaces of larger amount. In addition, the
differences of errors between ROMp2(m) and ROM i (m),m € {101, 251,501, 1001}, keep
decreasing as r increases, and become negligible for r ~ 70, which is » ~ 130 in the
L?(0,T; L?) plot. This suggests that, with respect to L?(0,T; H') error, ROM > and
ROM g1 show similar performances for r > 70.
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Figure 4.50: Example 4.3.2: Comparisons of discrete L?(0,T; L?) errors by ROMy: and
ROM;. for 11, 51, 101, 251, 501 and 1001 snapshots.
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Figure 4.52: Example 4.3.2: L2(0,7T;L?) (upper) and L?(0,T; H') (bottom) errors for

different snapshots.

Fig. 4.52 shows the errors in discrete L?(0,T;L?) and L?(0,T; H') norm for ROM
and also the solution of SUPG-FEM and G-FEM. The results for errors in L?(0,T; H')
norm are very similar to corresponding one in Example. 4.3.1, see Fig. 4.37. Meanwhile,
the errors in L2(0, T; L?) norm show different behaviors: On one hand, the error curves
are quite roughly, which are different from the smooth ones in Fig. 4.37. On the other
hand, the error curves for different snapshots intersects at some points. This means that
the conclusion in Example. 4.3.1 that the ROMs for larger snapshots generally cause less
(or equal) errors does not apply in this example, and implies that the dacay of the error

L?(0,T; L?) is more unpredictable than that in Example 4.3.1.
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Example 4.3.3. Fetching snapshots from the analytical solution

In this example, the snapshots were taken directly from the analytical solution, and the
POD modes were extracted from these snapshots. The L? inner product is applied for
the computation of the POD modes and ROMs. As for the study of ROMs, not only the
SUPG-ROMs but also the G-ROM were considered, and the comparisons of results from
both were given. Last but not least, the comparisons of ROMs and POD modes from
interpolations of analytical solution and SUPG-FEM were emphasized.

As a usual routine, the ranks of eigenvalues for each snapshot space is given in Tab.
4.4, and the corresponding eigenvalues are shown in Fig. 4.53. It is observed that, for 251,
501 and 1001 snapshot spaces, there exists a maximal rank r = 129, and this maximal
rank is much less than the corresponding ones in Tab. 4.2. Remember that in Example
4.3.1, a fast drop of eigenvalues was observed around r &~ 130. This phenomenon could be
explained by the fact that the POD modes, which correspond to the eigenvalues smaller
than the eigenvalues at the dropping point, obtain the information from the spurious os-
cillations. These POD modes were computed from the 'noisy data’, which are inevitable
even though the stabilization method was used.

Number of snapshots | 11 | 21 | 51 | 101 | 251 | 501 | 1001
Rank of POD modes | 10 | 20 | 50 | 100 | 129 | 129 | 129

Table 4.4: Example 4.3.3: Ranks of POD modes for 11, 21, 51, 101, 251, 501 and 1001
snapshots (from left to right).
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1 1
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rank

Figure 4.53: Example 4.3.3: POD eigenvalues for 11, 21, 51, 101, 251, 501 and 1001
snapshots.

Firstly, the SUPG-ROMSs were built by using the POD modes extracted from snapshots

of analytical solution. The plots below show the resulting errors in discrete L?(0,T; L?)
and L2(0,T; H') norm for each snapshot space.
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Figure 4.54: Example 4.3.3: L?(0,T; L*(9)) (top) and L?(0,T; H'(2)) (bottom) errors for
ROM(m),m € {11,...,1001}.

Despite the different scalar values, a similar qualitative behavior for both of L2(0, T; L?)
and L%(0,7T; H') errors as that in Fig. 4.37 can be observed in Fig. 4.54: as r increases,
the errors decrease (or stay the same for ROM (11)). For a fixed r, the ROMs with larger
amount of snapshots show better performance with respect to the errors. Furthermore,
as both of r and amount of snapshots become large enough, the errors for ROMs closely
approach to the SUPG-FEM solution. It is worth noting that, in the plot of L2(0,T; L?)
error in Fig. 4.54, the errors from interpolations of analytical solution are slightly smaller
than the ones from solutions of SUPG-FEM, whereas in the plot of L?(0,7; H') error,
the errors from interpolations of analytical solution is bigger than the ones not only from
SUPG-FEM solutions but also from SUPG-ROMs for m > 251 and r > 90.

Secondly, the G-ROMs were built by using the same POD modes as for the SUPG-

ROMSs. A comparison of the errors in discrete L?(0,T; L?) norm for these two types of
ROMs is given below:
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Figure 4.55: Example 4.3.3: Comparisons of errors in L2(0, T'; L?(£2)) norms between G —

ROM (m) and SUPG — ROM (m), m € {11,...,1001}.

The error curves in the top plot of Fig. 4.55 seem quite roughly and erratic. The ex-
plaination for this behavior might be that, concerning the errors, the ROMs for lower
amount of snapshots (i.e., 11,21,51 and 101) are strongly influenced by the spurious os-
cillations which occur in the G-ROMs. However, the error plot below for higher amount
of snapshots (i.e., 251, 501 and 1001) shows very different results: for r < 80, the errors
of G-ROMs progressively reduce with increasing r. The same as that in Example 4.3.1,
the errors between the ROMs for different snapshots stay the same, and are close to the
errors of SUPG-ROMs. For r > 80, the errors of G-ROMs somehow gradually increase as

r increases.
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Figure 4.56: Example. 4.3.3: G — ROM s for 51, 101, 251 and 1001 snapshots (from top
left to bottom right) at t=1.0 for r=>50.

In Fig. 4.56, the G — ROM (m), m € {51,101,251,501}, are presented for r=50. The
results of these G-ROMs seem to be in conformity with the observation of the error
behavior in Fig. 4.55: concerning the oscillations, the G-ROMs for 101, 251 and 501
snapshots perform much better than the G-ROM(51), in which there are huge spurious
oscillations. Nevertheless, in spite of the fact that the averaged errors of G-ROMs for
higher amount of snapshots are slightly less than the ones of corresponding SUPG-ROMs
for r=70, the result of G-ROM may still obtain more oscillations than the corresponding
SUPG-ROM at certain time, see Fig. 4.57 for the comparison of G — ROM(1001) and
SUPG — ROM(1001) for r=70. From the observations of plots of errors and the pictures
of G-ROMs and ROMs, it can be concluded that stabilization method is needed even if
the perfect snapshots are used.
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Figure 4.57: Example. 4.3.3: a comparison of G — ROM (1001) and SUPG — ROM (1001)
for r="70.

Next step is to make the comparisons between the SUPG-ROMs constructed by POD
modes from snapshots of SUPG-FEM solution and from the analytical solution. They will
be denoted as ROM — SUPG(m) and ROM (m), m € {11,...,1001}, respectively for
short.
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Figure 4.58: Example. 4.3.3: The comparison of discrete L?(0,T; L?) errors for ROM (m)
and ROM — SUPG(m), m € {11,...,1001}.

In Fig. 4.58, the comparison of errors in discrete L?(0,T; L?) norm for ROM (m) and
SUPG — ROM (m) is shown. As already discussed for the error plot in Fig. 4.54, even
though the scalar values of the errors from the ROMs and SUPG-ROMSs are different for
each snapshot space, the qualitative behaviors are the same. For lower amount of snap-
shots, i.e., 11, 21, 51 and 101 snapshots, as r increases, the errors from ROM (m) reduce
slower and are always larger than the ones from the corresponding SUPG — ROM (m).
For higher amount of snapshots, i.e., 251, 501 and 1001 snapshots, the error curves for all
the ROMs and ROM-SUPGs are almost overlapping. This implies that once the amount
of snapshots is large enough, the ROMs behave nearly the same as the ROM-SUPGs with
respect to averaged errors. For the maximal rank r = 129 of the POD modes from an-
alytical solution, the ROMs achieve its most accurate result, which seems also the most
accurate result for ROM-SUPGs for r < 150. Concerning the errors, as r is high enough,
both of the ROMs and ROM-SUPGs closely approximate the solution of SUPG-FEM, but
still some way to go when compared with the one from analytical solution.

The corresponding L2(0,T; H') errors are depicted in Fig. 4.59. The similar qualitative
behaviors as that for L2(0,T; L?) error are observed, except that the errors from interpo-
lations of analytical solution are bigger than then ones from both SUPG-FEM solution
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and ROM (m), SUPG — ROM (m) for m > 251 and r > 90. Besides, the interpolation
errors are almost equal to the ones from SUPG — ROM (101) for r=100.
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Figure 4.59: Example. 4.3.3: the comparison of discrete L?(0,7T; H') errors for ROM (m)
and ROM — SUPG(m), m € {11,...,1001}.
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Figure 4.60: Example. 4.3.3: ROM (51) and ROM — SUPG(51)(from left to right) for
r=50 at t=0.5 and t=1.0(from top to bottom).
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Figure 4.61: Example. 4.3.3: ROM (1001)(left) and ROM — SUPG(1001)(right) at t=1.0
for r=129,130 respectively.

Fig. 4.60-4.61 give the comparisons of some ROMs and ROM-SUPGs. For the low
amount of snapshots, e.g., 51 snapshots, when referring to the values from analytical
solution in Fig. 4.62, it is clear that the ROM-SUPG shows more accurate result than the
ROM, since the ROMs are smeared especially at the crossing area of the horizontal and
perpendicular planes. This is in accordance with the behavior of the averaged errors in
Fig. 4.58. However, although both of ROM (1001) and ROM — SUPG(1001) yield good
performance, the result of ROM-SUPG at t=1.0 somehow shows that there are slight
ripples on the horizontal plane, whereas the plane is quite smooth for ROM (1001). The
similar situation also appears for ROM — SUPG(51) (see the bottom right picture in Fig.
4.60), which implies that these ripples come from the SUPG-FEM solution.
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Figure 4.62: Example. 4.3.3: Results taken from analytical solution at t=0.5(left) and
t=1.0(right).
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5 Summary and Outlook

This thesis presented firstly the derivation of the POD method and the computation of the
POD basis functions, and then introduced the convection-dominated convection-diffusion
equations on which the POD method was applied. The basic properties and both time
and space discretization methods for this type of equation were presented. The SUPG
method was used not only for computing the snapshots but also for building the ROMs,
due to the fact that the solutions of convetion-dominated problems usually possess sharp
layers and cannot successfully resolved by the regular finite element method unless very
fine meshes are applied.

The numerical investigations were designed for the purpose of finding the factors which
may play a role in the ROMs. This was implemented by studying the sensitivity of ROM
simulations with respect to these factors, or making comparisons of the resulting ROMs
with adjusting the magnitude or types of these factors. The numerical tests were carried
out in the following examples:

e For relatively simple convection-dominated HUMP example, both of G-FEM and
SUPG-FEM with three spatial levels of grid were applied for computing the snap-
shots. L?, H! and SD inner products were used for the POD modes and ROMs.

e For more complex traveling wave problems, firstly, the non-convection-dominated
problem was considered, and G-FEM was used for computing the snapshots and
building the ROMs. To make better comparisons, afterwards by only changing the
constant diffusion coefficients e, the convection-dominated problem was obtained,
and consequently the SUPG method was considered.

e Still the traveling wave problems for convection-dominated case was considered, but
using two different inner products of L? and H' for the computation of POD modes
and the construction of ROMs.

e The snapshots were fetched from the analytical solution, and the comparisons of the
resulting POD modes and the ROMs with the corresponding ones from SUPG-FEM
were made.

e The impact of different amount of snapshots fetched from the finite element solu-
tions on resulting ROMs were considered in all the investigations of traveling wave
problems for both non-convection-dominated and convection-dominated case.

The numerical investigations gave the following conclusions:

e For convection-dominated problem, the G-FEM fails to offer a reasonable solution,
and the use of stabilization finite element method is necessary. As the grids become
finer, both finite element solution and the ROMs become more accurate.

e The usage of different inner products seem yield very similar results for the simple
problems. However, for more complex problems, by observing the POD modes and
the resulting ROMs, one finds some differences. This implies that, for the goal of
getting the wanted accuracy of the solution with least computations, it is helpful to
use the suitable inner product for different problems.
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e The SUPG method can yield good results, which may obtain only small differences
from the ones by analytical solution. Yet there are always small spurious oscillations,
and these numerical artefects will be inherited in the ROMs.

e Choosing better snapshots doesn’t guarantee the better ROMs, the good choice of
the finite element method for the construction of the ROMs also plays an important
role.

The investigations in this thesis are mainly heuristic, and the conclusions from the obser-
vations strongly depend on the specified problem for the lack of theoretical support. Some
questions are left to be answered, such as the irregular behavior of errors for certain inner
product and the G-ROMs, the reason why better snapshots don’t yield better results, etc,.
Hence further investigations and studies are needed to fully understand these behaviors
and solve the open questions.
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