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Ferdinand Thein

1 Introduction

In this work moment based methods for the numerical treatment of a Population Balance Equati-
on, PBE, are investigated. The methods that are treated in this work are the Method of Moments
(MOM), the Quadrature Method of Moments (QMOM) and the Direct Quadrature Method of Mo-
ments (DQMOM). The methods are introduced in historical order and their key features and main
differences are worked out.
The PBEs that are dealt with here arise for example in the field of aerosol dynamics. The equations
describe a so called Particle Size Distribution f, PSD. This PSD depends on the time t € [0, T], the
geometric space € Q C R%, d € {1,2,3}, and additionally on an internal variable e € Q. C ]Rf )
The complete problem for the PSD is

af(t

T2 L (t,2,0) = V- (DS 2.0) = S(t2,), (hre) € (0.T] % 2x O,

flt,x,e) =g(t,z,e), (t,x,e) € [0,T] x I x O,

f(t,x,e) =0, (t,z,e) € [0,T] x Q x I,

fo(xz,e) = f(0,z,e), (x,e) € Qx Q..

(1.1)

Here we set u := wu(t,z) and D := D(t,x). It is important to note that the source term S(t,z,e)
on the right-hand side will also depend on the PSD f, for example as in 2.1. As an example one
can consider a precipitation process where the internal variable is the diameter of a particle, cf.
[18]. Other applications may be found in [!] and [!4]. The PBE is therefore often coupled to the
Navier—Stokes equation via the velocity. Now the arising difficulty is that the dimension of the PBE
is increased by N due to the appearance of the internal variable compared to the other system
describing equations. There are different ways how to treat this difficulty. One can be seen in [15].
The key idea of moment based methods is not to solve the whole equation for the PSD. Instead the
PBE is transformed and one solves a system of equations for the moments of the PSD. The dimension
of these equations is now reduced by N. The first moments directly correspond to physical quantities
of the system such as the number of particles, mass or the measure of the surface. For the moment
transform one multiplies equation (1.1) with ek for k=0,1,2,... and then integrates over .. The
resulting equation is

Omy(t, z)

91 + V- (u(t,x)my(t,x)) — V- (D(t,2)Vmy(t,x)) = / e*S(t,x,e)de, k=0,1,2,... .

Qe
(1.2)

Now the drawback is that f is not known in its entity anymore. To reconstruct f from a given set of
moments is an ill-posed problem as shown in [16]. Furthermore one needs that system to be closed
for a finite k. It is not obvious how many moments are needed to obtain satisfying results. In Section
2 the three methods are explained and a result for the condition number is given. In Section 3 we
investigate algorithms that are needed for the QMOM to calculate weights and abscissas for the
quadrature approximation. In Section 4 we suggest some improvements to the DQMOM. Finally we
will give numerical results in Section 5. Therefore we will first treat several problems analytically
and then give the numerical simulations.
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2 Standard Moment Methods

2.1 Method of Moments

The MOM was introduced in 1964 by Hulburt and Katz in [3]. Since there are crucial restrictions
to the problems which can be treated by the method, the MOM was not used very much, cf. [12].
In the following a simplified version of (1.1) shall be presented in order to illustrate the key points.
Therefore we set u =0, D =0 and S(t,z,e) = —% (¢(e)f(t,x,e)). The resulting equation is

of(t,x,e) 0

ot " de

The function ¢(e) is a growth function and describes the evolution of the internal variable. The
shape of the right-hand side depends on the problem. When the moment transform is performed one
gets

(¢(e)f(t z,¢€)). (2.1)

omy(t, x)

5 = k/ ek_lqﬁ(e)f(t,x,e) de, k=0,1,2,... . (2.2)
Qe

Then one integrates by parts, the boundary terms vanish since we claim
lim f(t,z,e) =0 and lim f(t,x,e) =0.
e—0 e—00

The remaining difficulty is the integral, since it still depends on the unknown function f. But if the
growth function has a special shape, i.e. ¢ = By + (1€, one obtains

W - k/ LBy + Bie) f(t,z,e)de, k=0,1,2,... . (2.3)
This is equivalent to
t
am’“a(t’x) = kBomp_1(t,x) + kfimu(t,z), k=0,1,2,... . (2.4)

It is now obvious, that for this type of source term the number of particles stays constant. Therefore
one looks at mg. Furthermore one clearly sees, that the resulting equation would include higher order
moments if the growth function would be of higher order.

To deal with other growth laws, Hulburt and Katz suggested to expand f in series with respect to
the orthogonal Laguerre polynomials. Now one can also deal with growth laws like

ple)=—, e>0. (2.5)

For the first four moments one obtains analogous to (2.3) the system

3m0(t7$) —
ot =0,

8mg§tax) :kﬂm_l(t79€)a
Mzaigt,w) = kpmo(t, ),

oma(te) g, (¢, x).

The moments of even order can be determined exactly. This is not possible for the remaining mo-
ments, since m; depends on m_1. But if the series expansion of f is used, the moment m_; can be
expressed through the other moments 3]

mgml
m_]=_—5—.
2m? — moma




2 Standard Moment Methods

Summing up, one can state that the range of the MOM is very restricted. If the growth law is not
constant or linear, one has to use a suited approximation of the unknown function f. But one has
to choose a good approximation. Hulburt and Katz suggested the Laguerre polynomials. Since the
Laguerre polynomials are orthogonal with respect to the gamma distribution, one expects problems
when f differs from that shape.

10



2.2  Quadrature Method of Moments Ferdinand Thein

2.2 Quadrature Method of Moments

As shown above, there is a crucial restriction to the MOM. That is, if the growth term does not have
a particular shape, one does not obtain a closed system of equations with respect to the moments.
To circumvent this restriction McGraw introduced a new approach [12]. Instead of approximating
f when the source term is to complicated, one approximates the integral through n-point Gaussian
quadrature, i.e.

n
| s@rtta.ede~ Y gehuta (26)
Qe i=1
where g(e) is a given function. For g(e) = ¥, k = 0,1,2,... one obtains from (2.6) the approximation
for the moments my. For these moments of f one claims
n
mk:Zefwi(t,x) k=0,1,2,...2n — 1. (2.7)
i=1
Since there are 2n unknowns on the right-hand side, (2.7) implies exact integration of polynomials

up to degree 2n — 1 if 2n moments are given, see Theorem 3.6 below. The transformed equation is
(1.2)

omy(t, x)
ot

The obtained system is now closed for all k£ when the integral is approximated using Gaussian
quadrature. But one has to deal with 2n unknown weights and abscissas. It is now important to
note that the 2n moments uniquely determine these weights and abscissas.

So the idea is to use the given moments in each time step to determine the corresponding weights
and abscissas. Once these are obtained, one can approximate the integral containing the source term.
How this can be done is shown in Section 5.

The unknown quantities can be calculated by solving the nonlinear system (2.7) involving the 2n

+ V- (u(t,x)mg(t,z)) = V- (D(t,x)Vmy(t,z)) = /Q e*S(t,x,e)de, k=0,1,2,... .

moments. This system is Ew = u, with w = (wy,...,wp)", p = (mo,...,man_1)" and

1 1 . 1
e1 €2 ... ep
e . e .

E = 3 3 3 e R, 2.8
ey es ... e (2.8)
2n—1 2n—1 2n—1

e1 e coel

Keep in mind, that only p is known. To emphasise this, we will write this system for n = 1 and
n = 2 explicitly. For n =1

mo= 1wy,
mp=elws.
For n = 2 one has the system
mo= w1+ Wy,

mi =ejw; + eaws,
_ 2 2
mo = ejw1 + EyW2,
_ 3 3
m3 =ejwi + esws.

Once the weights and abscissas are determined, all the integrals can be approximated. When this is
done you can calculate the next time step and start all over again.

11



2 Standard Moment Methods

Step 1 Calculate initial moments.

Step 2 Calculate weights and abscissas from the given moments.
Step 8 Approximate the integral containing the source term.
Step 4 Calculate the next time step for the moments

Step 5 Repeat Step 2 to Step 4 until T'.

So now the missing step is the calculation of the weights and abscissas. For this, McGraw suggested
the Product-Difference-Algorithm. We will discuss this one and other possible algorithms in a separate
section.

12
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2.3 Direct Quadrature Method of Moments

The DQMOM was introduced in 2005, in order to deal with problems including more than one
internal variable, by Marchisio and Fox [10]. The main difference between the QMOM and the
DQMOM is, that one does not solve a system for the moments but obtains equations for the weights
and abscissas directly. At first we will derive the method as suggested in the original work. Then we
will show an alternative way, which avoids the delta distribution.

2.3.1 Derivation With Distributions From Marchisio/Fox (2005)

The idea of the QMOM is to replace the integrals by Gaussian quadrature, therefore the weights and
abscissas have to be determined. For the DQMOM the function f is approximated by a combination
of delta distributions

ft,ze) Y wilt,x)d(e — ei(t, x)) (2.9)
i=1
where §(.) is the delta distribution with
0 0
5(z) = { , T #0,
oo, x =0,
and ~
/ O(x)dx = 1.
In (2.9) the e; can be thought of as different particles in the phase space [10]. To derive this me-

thod one starts with inserting (2.9) into equation (1.1), multiplying with the test function e¥ and
integrating with respect to the internal variable. Therefore one obtains (summation over 1)

/ {8wi(t, z)d(e — ei(t, z))

—V - (D(t,z)V(w(t,z)d(e — ei(t,az))))}ek de = / S(t,z,e)e" de.
(2.10)

We oppress the dependance of (¢,z) in the following calculations. One gets

/ o(e — ei)% — w8 (e — ei)% + (e — €;)V - (uvw;) — w;d' (e — e;)u - Ve;
o ot ot

— (e —€;)V - (DVw;) — Dw;d" (e — €;)(Ve;)* + 8 (e — ;) (DVw; - Ve; + V - (Dw;Ve;)) }ek de

= S(t,z,e)ek de. (2.11)
Qe
Now the terms in this equation are sorted according to the derivatives of the delta distribution
Ow;
/ {5(6 — &) {5‘; +V - (uw;) — V- (DVwZ-)}

—d'(e—e) {wi%eti + wiju - Ve; — (DVw; - Ve; + V - (Dinei))}

— 8" (e — e;) { Dw;(Ve;)?} }ek de

:/ S(t,x,e)ek de.
Qe

13



2 Standard Moment Methods

Transforming the variables e; to (; = w;e; (weighted abscissae) the equations can be reformulated

as follows
/ {5(6 —e;) {&UZ + V- (uvw;) = V- (DVwZ-)}
Qu ot
— 5,(6 — ei) {aagtz +V- (UCZ) -V- (DVCZ) —€; (85;;

—8"(e —¢) {Dwi(Vei)Q} }ek de

= S(t,z,e)ek de.
Qe

With the notation
871)2'

ot

9¢i
5 V-

Dwi(Vez-)Q

+ V- (uw;) —
(udi) —

3
=&,
one gets another formulation of the k-th equation

/{Zée—el Zé’e—ez

Q0. =1

Recall the following for the delta distribution

5(e —e;)eF de = eF,
Qe Qe

(e —ei)elde = —kef

—eil) = D" 8" (e —ei)e?

[ -

Y () = V- (05w )}

Qe

(2.12)

}ek de = /S(t,x, e)ef de.

(2.13)

ei)el de = k(k — 1)ef 2.

Inserting these expressions into (2.13) gives a linear system for the source terms fi(l), §Z.(2), {Z.(S)

k) Z ef&lm + k Z ef‘lfl-@)
i=1 i=1

Defining the following matrices

1 1
0 0
2 2
—€ —€3
Aq = —2651” —26%
2(1 —n)e %” 1 2(1 - n)eg" 1
0 0
1 1
261 262
Ag = 3e? 3e3
(2n — 1)e§(n_1) (2n — 1)63("_1)

2(1 — n)e2n-t

(2n — 1)

2(n—1)

2
c R n><n’

2
c R an,

Zek 25(3 / S(t,x,e)de, k=0,1,2,... .

(2.14)

(2.15)

(2.16)

14



2.3 Direct Quadrature Method of Moments Ferdinand Thein

0 0 0
0 0 0
2 2 . 2 o
A3 = 661 662 e Gen €R
2(n —1)(2n — 1)e2"™3 2(n—1)(2n — 1)ea™* ... 2(n—1)(2n — 1)e23
(2.17)
and denote by
T T
A=A Azl €= (e e e eP] 6@ = (66D
T
S = [ S(t,z,e)de,...,/ e 1S(t, xe) de] . d=A3®) 4+ 3, (2.18)
Qe e

one can write the system as A¢ = d. Now one has to perform the following steps
Step 1 Calculate initial moments.

Step 2 Calculate initial weights and abscissas from the given moments using one of the algorithms
presented in Section 3.

Step 8 Approximate the integral containing the source term.

Step 4 Initialise and solve the linear system.

Step 5 Calculate the next time step for the weights and weighted abscissas.
Step 6 Optionally: Calculate the moments via (2.7).

Step 7 Repeat Step 3 to Step 6 until T'.

It should be remarked, that the {i(g) are directly calculated with the given quantities at the present
time step. Now one can argue that there are some disadvantages. The first is the use of the delta
distribution, (2.9) makes hardly sense when one multiplies with infinity and one can doubt whether
the powers of e are the right test functions. Furthermore one can possibly face a situation where the
weights are near to zero or the abscissas lie close to each other. In the first case one has to worry
about the weighted abscissas and in the second case the matrix is close to be singular. These problems
will be discussed below. Note that the test function e* are not necessarily needed to introduce the
moments. The moments can be obtained from the calculated weights and abscissas. These can be
determined with any suited test function, as shown below in Section 4.

2.3.2 Derivation Without Distributions and Reformulation

Here we will present a way to circumvent the delta distribution. Furthermore this seems to clarify
the key idea of the DQMOM. To do this, one inserts equation (2.7) directly into the system for the
moments (1.2). The result is (again the dependance of (¢, x) is oppressed)

" [ O(wgel) B
Z {315 + V- (u(t,x)wief) -V (DV(wief))} = /QE S(t,x, e)ek de. (2.19)

i=1

15



2 Standard Moment Methods

By differentiating, rearranging and introducing the variable (; = w;e; (analogous to the original
way) one obtains

Zn:{ef {a;”' FV - (uwy) — V- (DVwi)}

i=1

8’LU¢

+ kel {ag,- + V- (uG) — V- (DVEG) — e <at

5t + V- (uw;) —V-(DVwﬁ)}

— k(k —1)ef2 {Dwi(Ve,-)2} }

:/ S(t,z,e)ek de.
Qe

Again, with the source terms 51(1), 52(2),51(3) this results in (2.14)
n n n
(1—k) ebe 4+ k> b1 = k(- 1) Y e 2 ¢ / b S(t,z,e)de, k=0,1,2,....
i=1 i=1 i=1 ©

So now consider the case of numerical difficulties. Sure one can exclude the distribution in the
derivation of this method to be a reason for failing. Now it is also interesting to know, what happens
if the variable (; is not introduced and you define another system. Therefore review equation (2.19).
After applying the product rule one gets

Z{ef {81”" + V- (uw;) =V - (DVwi)} + kwel ™! {‘%i +u-Ve; — DAeZ}
=1

ot ot

— ke {DVw; - Ve; + Ve; - V(Dw;)} — k(k — 1)ef =2 {Dwi(Vei)z} }

:/ S(t,z,e)ek de.
Qe

Now one introduces four source terms

aa? + V- (uw;) — V- (DVw;) = €Y,
386; +u-Ve; — DAe; = 51-(2), (2.20)

Dwi(Vei)Q = :52(3),
DVw; - Ve; + Ve, - V(Dw;) = €.

Again a linear system for the source terms (where the latter two can already be calculated with the
initial data) is obtained

Z eféi(l) + k Z wie?_lfl@)
i=1 i=0

n n
=k(k—1) > e 2 1 kY bt +/ FS(t,z,e)de, k=0,1,2,... . (2.21)
i=1 i=1 e
With the matrices B = Az (2.17), C = Ay (2.16),
1 1 0 0
€1 €n w1 ce Wh,
A= e% ... e% 2e1wy .. 2e, Wy, c R2nx2n (2.22)
e%n_l e2n=1l (2n 1)6%”'_2101 (2n — 1)e2" 2w,

16



2.3 Direct Quadrature Method of Moments Ferdinand Thein

and the vectors
£=[e. e ¢ 5] , 5<3>=[£§3),...,££3>}T,

T
§<4>:[§§4>,... <4> [/ S(t,z,e)d /Q 2”‘1S(t,x,e)de] :

one can write the system in the following form

At = BE®) 4 ceW
=:d

It should be remarked, that the matrix A (2.22) is the Jacobian (2.26) that is obtained in sections
2.4 and 3.5 below. Now one performs the same steps like before. But this approach gives basically
the same numerical results. This is, because one just shifted the difficulty that occurs for w; = 0
from a division by zero to a singular system matrix (2.26). So there probably remains only one way
for a possible improvement. One has to change the test functions. So the idea is to choose adequate
test functions that improve the condition number of this problem.

2.3.3 Multidimensional DQMOM

An essential feature of the DQMOM is that it can be extended to the case of more than one internal
variable. Therefore the DQMOM shall be derived for the multivariate case according to [10]. The
delta distribution for the case of more than one dimension z € R™ reads

m
o(x) = [ [ o(xs).
i=1
Here one has e € Q, € RN with e = (e(V,... eN)). The multidimensional moments are defined

as

My, N /H (a f(t,z,e)de.

eozl

Again the PSD is represented via a combination of delta distributions

flt,ze) = > wilt,z)d(e — ei(t,x) Zwl (t,x H (e — (¢, z)). (2.23)
i=1 a=1

This expression is now inserted into the PBE (1.1) and one obtains

i=1 ot

— V- (D(t,z)V(w;(t,x)d(e — e;(t, x))))} =S(t,z,e).

17
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In the following calculations we suppress the dependance on (¢, z). Differentiating and sorting the
terms yields

Z{H(s (@) _ o [86";;" + V- (uw;) —V-(Dvwl-)}

=1
N 9l
- Z (el — ega)) H 5(e® — (’8)) wzw + (vw;) - Vega) —w;VD - Vega)
B=1,8%a
N N )
— 2DVw; - Vel(-a) + wiDAel(a)] - Z 5" (el — ega)) H 5(e?) — egﬁ)) [wZ-D (el(-a)) }
a=1 B=1,0#a

N N N
- Z Z &' (el — ega))él(e(ﬁ) - el(-ﬂ)) H 5 — 6,57)) [wiDVega)Vegm} } =S(t,z,e).

a=1 B=1,8%4a v=1v#a,8
&)

When the weighted abscissae CZ-(Q) = w; is inserted one obtains

Z{Ha (e) _ ¢ {8(;;Z+V-(uw¢)—v-(DVwi)}

=1
N o
ST ) o - ) o H V) = V- (DY)
B=1,6+a
RONELL - () ()2
« J . A . ) _ // (a) [o} (ﬁ ( ) (@
e; <8t + V- (uw;) =V (DVwJ)] ;(5 R g#aé eZ )[sz (el ) ]

N N N
- Z Z &' (el — ega))él(e(ﬁ) - egﬁ)) H 5 — 61(7)) [wiDVega)VeEﬂ)} } = S(t,z,e).

a=1 4=1,8+4a y=1v#a,8

Again one introduces source terms for the different expressions, i.e.

68? +V-(uwi)—V'(DVwi):§z‘(1)’
8 (07
C@t +V - (™) - V- (DY) = €2,

wiD ()" =€),
wiDVel Vel = €1,

This is a total of n(N? + N + 1) source terms. But as in the mono variate case only n(N + 1) are
unknown during the calculation. Inserting the source terms into the equation gives

Z H 5(el®) — ¢! ()¢ Z 5 (e (@) ﬁ 5(e® — egﬁ)) [51-(2) _ ega)gi(l)]
i=1 ﬁ:l,ﬁ;éa

. iv: 5//(6(a) _ ez(a)) ﬁ 5(6(5) (5))@(@)
a=1 B=1,0#a

N N N
-3 8@ — e (e — ety [ 6™ — el b = S(t,ze).
OLZIIB:Lﬂ;ﬁa '7:17'77é047ﬁ

18
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Now one can perform the moment transform and this results in (summation over i)

N N N
J T (e)" T e =0 = 31 el L e - %) [~ €]
Qe a=1 a=1 ,@ 1

Ba
N N N
:/HG@WEF%@—&UIIéﬁ ©e® e
. a=1 a=1 B=1,0#c
N P . N )
+ / H (e(”‘)> Z Z &' (e — eg ))5'(6(@ — egﬁ)) H 5(e) — 61(7))51-(&% + S(t,z,e) p de.
Q a=1 a=1 =1, v=1,
‘ B#a 7#a,8

This simplifies analogous to the one dimensional case

i%@ﬁ@@f+i@?é%ﬂm@%“1ﬁ ()"

=1 a=1 a=1 B=1,0#a
@\ T (@)
S TN (a) " IT (&)
i=1 a=1 B=1,0#a

SIARR et b=t @)\ T
Q:ZZWW()(%)II A " S(tz.e) b de.

i=1 | a=1p=1, y=1 ¢ a= 1
B#a a3
For N =1 one clearly sees that the mono variate case is included. In the mono variate case one has
to choose 2n moments and therefore the exponents are k = 0,...,2n — 1. This results in the well

known linear system. The multivariate case is very different from that. The system matrices crucially
depend on the choice of moments that is made. According to [10] we will present the bivariate case
for n =1 and n = 2. It is obvious that the number of given moments should not be smaller than the
number of unknown source terms n(N + 1), i.e. 3 or 6 in the present cases. For N = 2 one obtains

3 (e (0" ()" + [0 6 ()" ()"

1=

[ - e ()" ()
_'25: { D=1 ()7 () 4 e@atta — 1) ()7 ()"

(4) WYt @)= . fe
et (V) ()T 4 /Q IT () S(t,x,e)de}.
€ a=1

For n = 1 the three mixed moments mgg, mg1 and mqg are chosen and hence the source term is

m/Stme )Y de qe®),
s$_/ewamww<»@U@@
Qe

S = /Q D8t 2,6, @) de® de® .
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2 Standard Moment Methods

Altogether one obtains for the system of unknown source terms

a(;;i + V- (uw;) = V- (DVw;) = S(()é)’
ot
gbt + V- (uc) = V- (DY) = S5,
ac?
gzt V- (u¢?) = V- (DVE) = 51

For n = 2 the six moments of lowest order mqg, mg1, M1, Mm11, Mo2 and megy are chosen. The vector
of the unknown variables is in general

T
1 2 2 2 2
é.: (£§ )7"'76511)7551)7'"agij\)hgél)a""gfl]z[)

this implies for the present case

T
¢= (e, 6”6 ). e )

Therefore the system matrix is

1 1 0 0 0 0
0 0 1 1 0 0
0 0 0 0 1 1
A= (egl)) (egl)) Qegl) 2651) 0 0
(1) (2) 6% ) (2) 652) eg) egl) egl)

- (e?)) - (eg))Q 0 0 2652) 26&2)

It is shown in [10] that this matrix is singular. It can be turned into a regular one by replacing mq
by a higher order moment. For further information we refer to [10]. Again we remark that this result
can be obtained by inserting

N

miy,.iy = sz’(ta z) H (ega)(t,x)ya
i=1 a=1

directly into equation (1.1).
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2.4 Condition (QMOM & DQMOM)

Now that the methods are introduced, we want to focus on the condition number of the latter two
methods (since they are the most common ones). We will refer to a paper by Gautschi [5] and cite
the result that is most interesting for us. As it was shown above, there is an analytical affinity
between the QMOM and the DQMOM and we suggested to change the test function in the original
derivation of the DQMOM in order to improve this method. These two aspects will be underlined
by the following result.

It was explained in 2.2 that the solution to a nonlinear system is needed to obtain the weights and
abscissas. This solution is obtained via a mapping G from the moment space Y to the space of
weights and abscissas X

G:Y — X.

These spaces are 2n dimensional real Euclidean spaces, i.e. X =Y = R??. For a mapping from one
normed space Y into another X the relative condition number of G in yg € Y is defined by

k = lim max lyoll  1G(yo + h) — G(yo)||
5-0 [nf=6 [|G(yo)l 5

— |D,G(w0o)] HyO‘,’, (2.24)

where differentiability (existence of the limit) is assumed and we set xg = G(yo). To determine G
one looks at the mapping F

F:X—>Y,
F(wy,...,wp,€1,...,6,) = Bw=1yy = (mg,...,mgn_l)T (2.25)

with the notation used in (2.8). If there is a unique solution for 2n given moments one can define the
inverse mapping F ! in a neighbourhood of the exact solution. This unique solution exists, because
of Theorem 3.5 and Theorem 3.6 below and one has G = F~!. Therefore the condition number
(2.24) now changes to

with 29 = (w1, ..., wn,e1,...,e,)". The Jacobian D,F(xg) can be calculated to be
1 1 0 0
el R en w1 cee Wn,
D, F(zg) := e% .. e% 2e1wq . 2e, Wy, € R2nX2n (2.26)
el e (2n— 1) 2wy ... (20— 1) 2w,
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2 Standard Moment Methods

This is exactly the system matrix (2.22) obtained for the DQMOM. It can be written as a product

of two matrices, i.e.

D,F =&W,
1 1 e
el en 1 e 1
e | @ q 2. |ermen o)
e%”fl e2n=1 (2n — 1)6%”72 (2n — 1)e2n—2
10 0
0 1
W = 1 € R#x2n, (2.28)
w1
0
0 0 wy,
So the condition number is
o = w1y leell (2.29)
[lzol|
The vector norm is chosen to be the maximum norm ||z|| = maxy |z| and hence the induced matrix

norm is the maximum row sum norm

|All = mgxz |ag;).
J

In [5] the basic interval is (0, 1) and hence e; € (0,1), for alli = 1,...,n. It is obvious that ||yo| > my.

Furthermore one can conclude

w; > 0, for

n
E W; = My
i=1

Altogether this fact implies

[[zoll = [I(wr, - -

for the weights that if

alli=1,...,n

s Why €1y .-

Since W is a (positive) diagonal matrix one has for the inverse

1 1
HW*1”:‘maX {1,}2max{1,}2min{
ZZl,...,TL Wy mo

and one obtains for the product

2n
Ve = e 3 |0vE,
J:

2n
= max { max E ‘(5_1),.
i=1,...,n 4 L

Jj=1

,  max

1
> i {1, ).
mo

f: (G

i=n+1,...2n W;_p, 4
Jj=1

= w; <mg, foralli=1,...,n.

cen)|l = i:HllaXn{wi’ ei} < max{mo, 1}.

1, —

1
mg |’
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2.4  Condition (QMOM & DQMOM) Ferdinand Thein

Combining these results with (2.29) leads to

Mo min 17%
= gy leell \ 0}\\5 1u—mm{mo, }us 1. (2.30)

lzoll = max{1,mo}

It remains to determine a lower bound for ||€~!||. In terms of Gautschi & is a confluent Vandermonde
matrix [1] and the following theorem is applied.

THEOREM 2.1 (Bounds for the Inverse of a Confluent Vandermonde Matrix)
Let ey, ..., e, be mutually distinct positive numbers and £ be the matrix defined in (2.27). Then

ur < || < max(ug, ug), (2.31)

where the maximum row sum norm is used and for | = 1,2

w = max b ﬁ e 2 (2.32)
s R e;—ei) )

Tt i N T
n n 1
b =1+e, B =142 Y 2| Y
J=Lj# TG j=lij# 7

PROOF: Gautschi proved in [1] that

“-()

where A = (a;;), B = (bix;) are n X 2n-matrices satisfying

2n n n 2
S aal <0 T] <€1+eg> Z|b,k|—b I1 <€1+_Z> . (2.33)
k=1 7

. y 7 .
j=1;5#1 J=Lj#i

With
= max Z’azk’ ﬂ:: max Z‘bzk’

(2.32) and (2.33) it follows that o < ug and 8 = u. Now, if a < 3 it follows that |71 = 3 = .

If conversely a > 3 the result is u; = 3 < ||E7!|| = a < ug and the theorem is proved. O
It should be remarked that Gautschi showed that there are cases where these bounds are attained
by certain matrices |1]. Using Theorem 2.1 together with (2.30) one obtains the final result
1 (1t \?
Kk > min <m0,> max | (14 ¢€;) H ( —i—e]) . (2.34)
mg /) i=1,...,n . -, \ €6 — €5
J=lg#

It is now obvious that if the abscissas lie close to each other the problem is badly conditioned.
Furthermore Gautschi derived in [5] an approximate lower bound, i.e.

1
K 2 min (mo, ) exp(3.5n). (2.35)
mo

So the condition number is already very large for small n, e.g. for n = 3 and mg = 1 one has
K > 36 315. Therefore an alternative algorithm is needed to avoid a direct calculation of the solution
to the nonlinear system introduced in 2.2.

How can this be applied to the DQMOM? It was previously shown that the matrix of the linear
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2 Standard Moment Methods

system slightly changes if the weighted abscissae variable is not introduced. This matrix is exactly
the Jacobian (2.26) and hence the linear system has the same bad condition number (2.34). Even if
the weighted abscissae is introduced we obtain by analogous calculations the matrix

1 1 0 0
0 0 1 1
A= —e% —e% 2e1 2e, € R2nX2n
—(2n—2)ef"t . —(2n—2)e2t (2n— 1) L. (20— 1)e2n?
(2.36)
It can be factorised into two matrices
A=EV,
1 1 0 0
el €n 1 1
£ = e ... e 2eq o 2en, c R2nx2n
el el 2n -1 L (20— 1)e2n 2
1 0 0 0
0 1 0 0
0 0o ... 0 1 0 S omom
Vi=l e, 0 ... 0 1 0 L0 € RTR (2.37)
0 —e O 0
0 e I o | EOPUP B |
Now we just have to exchange the lower bound of W~! by the lower bound of V71, i.e.
[V =1+ max ¢ > 1.
i=1,...,n
The condition number therefore changes to
n 2
1+e;
i 1 1+e ). 2.
K > min(my, )z:Hll,aXn( +€;) H <6’i — ej> (2.38)

J=1#4

In the case of my < 1 the lower bounds for the condition numbers (2.34) and (2.38) are equal and
in the other case mg > 1 (2.34) is by a factor 1/mg smaller than (2.38). Since the linear system is
an important part of the DQMOM one should try to improve the condition of this system.
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3 Algorithms for Gaussian Quadrature

In this chapter we want to introduce four methods that can be used to calculate the weights and
abscissas for the QMOM. The methods can basically be classified in two groups. The first three
algorithms determine the coefficients of a recurrence relation for the orthogonal polynomials cor-
responding to the weight function f(x). We use this notation, because the PSD that is given by
(1.1) will be this weight function. With these coefficients the weights and abscissas can be obtained
by solving an eigenvalue problem. The last method is the classical Newton iteration for a nonlinear
system of equations. Since the algorithms use a lot of quadrature theory, the most important results
will be briefly presented at the beginning.

3.1 Gaussian Quadrature

For the following results we refer to [3], but these can also be found in other numerical standard
literature. The Gaussian quadrature tries to increase the order of the approximation

b n
[ s@@dn =3 g
a i=1

by not choosing equidistant abscissas. One could also say that one tries to optimise the order of
approximation by letting abscissas and weights be 2n degrees of freedom. At first we want to give a
definition for the weight function.

DEFINITION 3.1 (Weight Function)
A function f is called weight function on [a,b] C R, if the following conditions are true

(i) f must be measurable and non negative on [a, b].

(ii) All moments
b
mg :/ af(x)dz, k=01,...
exist and are finite.

(iii) For all polynomials s(x) > 0, for all = € [a,b] with

b
/ s(x)f(x)dz =0
follows s(z) = 0.

REMARK 3.2
If f € C%a,b],R,), then the conditions in Definition 3.1 are met. Condition (iii) is equivalent to

b
0 <mp :/ f(z)dz.
a
Since f is positive, one can define an inner product in

b
L?c([a, b)) == {g c Lz([a, b)) : / g(x)Qf(x) dz < oo} )
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3 Algorithms for Gaussian Quadrature

DEFINITION 3.3 (Inner Product)
Let f be a weight function as in Definition 3.1. For two functions g, h € L?([a, b]) the inner product
is defined by

b
@ﬁ%=/gwmmﬁwmm

The following result is important for the algorithms in Sections 3.2, 3.3 and 3.4.

THEOREM 3.4 (Unique System of Orthogonal Polynomials)
For j =0,1,... exist unique polynomials

7j—1
pj(z) =) + Zaj_lxl with (pi,pr) =0, i#k.
=0

These polynomials satisfy the recursion

p—1(x) :
po(x) :
pit1(z) ==

0
1 (3.1)
(z — Bi)pi(z) — alpica(x), i=0,1,....

One has for the coefficients

1, i=0,
i>0, of = (pi» i)
(Pi—1,pi-1)’

(l‘Pi, Pi>

bi= (Piapi> ’

i=1,....

Note that the uniqueness comes from the requirement that the coefficient of 27 in p; is set to be one.
Theorem 3.4 provides uniqueness of the orthogonal polynomials and hence also for coefficients in
the recursion. Furthermore one clearly sees, that the square root «; is well defined since the square
is equal to one or a fraction consisting of positive definite inner products. Furthermore one can
conclude that all polynomials up to degree n — 1 are orthogonal to p,, since they can be written
as a linear combination of the p;, 7 = 0,1,...,n — 1. The next result is another step in proving
uniqueness of the weights and abscissas in the quadrature rule.

THEOREM 3.5 (Uniqueness of the Abscissas)
The roots x;, i = 1,...,n, of p, are real, simple and are located in the open interval (a,b).

Now the next Theorem guaranties the uniqueness and positivity of the weights. The positivity was
already used in Section 2.4.

THEOREM 3.6 (Uniqueness & Positivity of the Weights)
(1) Let x1,...,x, be the roots of p, and ws, ..., w, the solution of the linear system

3 {po, po), ifk=0,
= 3.2

Note that this system is of full rank and there exists a unique solution. Then the weights are
positive, i.e. w; > 0 fori=1,...,n, as well as
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3.1 Gaussian Quadrature Ferdinand Thein

b n
/ p(@)f(x)dz = wip(;) (3.3)
a i=1

for all polynomials up to degree 2n — 1.

(2) If conversely (3.3) is true for certain real numbers w;, x;, i = 1,...,n and all polynomials up
to degree 2n — 1, it follows that the x; are the roots of p, and the w; solve the linear system

(3.2).

(3) There are no real numbers w;, x;, i = 1,...,n such that (3.3) is valid for all polynomials up
to degree 2n.

The theory of orthogonal polynomials is connected to tridiagonal matrices. If one writes the coeffi-
cients of the relation (3.1) in the following way in a matrix

,80 aq 0 ‘e 0
a; B a0 ;
A, = 0o . - . (34)
. . . ' 0
0 P 77y ﬁn_g (e 77}
0o ... ... 0 Qp_1 On_1

then the polynomials satisfy p;(x) = det(A; —xI). We give the following very important theorem.

THEOREM 3.7 (Correspondence to Tridiagonal Matrices)

The roots x;, 1 = 1,...,n, of the n-th orthogonal polynomial p, are the eigenvalues of the matrix
A, (3.4). Furthermore it is
wk:(vkl)z, k:1,...,n,

where vi1 denotes the first component of the k-th eigenvector corresponding to the eigenvalue xy,
A, v = 0.

The eigenvector is normalised, such that
T b
U Uk = (Pos Po) = / f(z) da.
a

We close this rough presentation of results for Gaussian quadrature with a result for the approxi-
mation error.

THEOREM 3.8 (Approximation Error)
For a function g € C**([a,b]) one has

b n (2n)
/ g(@)f(z)de = wig(w:) = g(2n§,§) (Pn: Pn)
a i=1 )

with a { € (a,b).

27



3 Algorithms for Gaussian Quadrature

28



3.2 Product-Difference-Algorithm Ferdinand Thein

3.2 Product-Difference-Algorithm
3.2.1 The Algorithm

The Product-Difference-Algorithm (PDA) was introduced in 1968 by Gordon [7]. We will present this
algorithm and prove its correctness. The algorithm transforms a sequence of moments into coefficients
of a continued fraction. These coefficients can be used to calculate the weights and abscissas via a
corresponding eigenvalue problem. In the first step of the PDA a matrix B = (b;;) € REn+1)x(2n+1)
is initialised. The elements of the first and second column are set as follows

b1 =9d;1, 1=1,....2n+1,
biz = (—1)i_1mi_1, 1= 1,...,2??,,
bany12 =0,
where ¢;; is the Kronecker delta. It is possible to choose mg = 1 and rescale at the end of the
algorithm. It is important that these moments are the moments of a weight function with compact

support in the positive real axis. This algorithm will fail for example for the Gauss Hermite quadrature
on (—o00,400). The other components are obtained by applying the following rule

bij—1biy1j-2 — b1j—2bit15-1, j=3,....2n+1,i=1,...,2n+2—j,
bij = (3.5)
0, else.
Altogether the matrix looks like
1 1 b13 . C. b1,2n+1
—my bes ... baon 0
B pu—
D omop—2 b3 0 :
0 —MmMon—1 0 0 e 0
In the next step the coefficients ¢; are determined
mo, i = 17
ci=9q bipi (3.6)
—, i =2,...,2n.
b1ib1,i—1

Now one can construct a symmetric tridiagonal matrix A, = (a;;) € R™*". This is nearly matrix
(3.4) mentioned before. The elements are given by

C2, P = 1’
Bi—1 = .
coi +C2i-1, 1=2,...,n,
Qi = —/eziica, i=1,...,n—1 (3.7)

The minus sign of the off-diagonal entries does not affect the eigenvalues, since the characteristic
polynomial only depends on the squares of these elements. The weights and abscissas are now given
by the eigenvectors and corresponding eigenvalues of the matrix (Av; = e;v;), see Theorem 3.7.
Specifically the weights are given by w; = mov. Here v;1 denotes the first component of the i-th
eigenvector.
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3.2.2 Proof of Correctness of the PDA

To prove the correctness of the PDA an intensive use of the theory of continued fractions is necessary.
Therefore we will refer to the book [19]. The idea behind this argumentation can be visualised by
the following scheme

Stieltjes Transform of f QC’ontmued Fraction @ Tridiagonal Matriz @ Gaussian Quadrature.

(4) ] (3.8)
PDA Recursion (3.5)

The arrows just state that there is a connection between these topics and shall underline the idea
behind the proof. We do not claim that these are strict logical equivalent connections.

For (1) we refer to [19] Chapter XIII and omit the details. It is shown that every suited function
corresponding to a positive definite continued fraction can be expressed as a Stieltjes Transform,
Theorem 66.1 [19]. This is especially true for the approximants of certain positive definite continued
fractions, (67.1) [19]. It is very important to talk about the condition positive definite. In [19] Chapter
IV a continued fraction is said to be positive definite if a certain associated quadratic form is positive
definite. We again omit the explicit details. But in our case this quadratic form is induced by the
matrix A, given by (3.7)

Q) =€ AnE, €€R™

This quadratic form is positive definite if and only if the eigenvalues of this matrix are positive
definite. Therefore the support of the weight function must lie in the positive real axis. This is a
very important restriction to the PDA. The following two algorithms do not need this restriction.
One could state that this is not important for the practical case since the PSD depends for example
on the diameter and therefore the abscissas must be positive. But this is an important weak point
in this algorithm, since the abscissas can become negative due to numerical errors.

Step (2) is a bit easier. It is shown in [7] and in [19] Chapter XII how a continued fraction corresponds
to a tridiagonal matrix.

The third step, (3), was given above in Section 3.1. Theorem 3.7 states that the weights and abscissas
can be obtained via an eigenvalue problem of a tridiagonal matrix. The entries of this matrix are the
coefficients of the recurrence relation (3.1) for the system of orthogonal polynomials corresponding
to the weight function.

In the PDA the coefficients of the matrix need to be calculated. Therefore the coefficients of the
continued fraction are needed. Step (4) gives these coefficients via the recursion (3.5). This step will
be explained in detail now. In the beginning we start with the integral

> f(§)
I(z) := d
@)= e
since it corresponds to a certain type of continued fraction, [19]. Using the series expansion
2n . .
1 -1 i—1¢i—1 2n
_ Z( )T i 3
2+8 = 2t 22n(z +§)
1= \ ,
=:Rop
results in
) 2n (_1)#151‘71 2n (_1)#1 o )
10)= [0 (X T R ac= 3 S [Tt [ R ac
i=1 =1
2n i
-1 z—lmi_ 00
I G
i=1
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Here we used Definition 3.1 (ii). The first part of this shall now be expanded into a continued
fraction. This is the first step. For this purpose it must be reformulated into a rational function with
deg(P;) = 2n and deg(P,) =2n — 1

In the next step we use a division procedure, i.e.
Pyi(2) = r1(2)Py(2) + P3(2).

This results in

]52(2) 1 1
P(z) Bk Ps(2)
1(2) Py(z)  ri(z)+ ~3( )
Py(z)
In the first division the results are
1 2n—1
ri(z) = —z P3(z) = — )it 22—t
D)= o P = 30

So one only divides the terms of the highest power. The second division gives the following results

Pg(z) = T’Q(Z)]sg(Z) + 154(2),

m2 2n—2 m

0 5 i 0 2n—1—i

ro(z) = —, Py(z) = -1 m; — —m; z — Mop_1.

2= s P = 3 (0 (ma o ) -

The degree is decreased at least by one in every second division and hence this process will terminate.
In general, we define that the coefficients of each polynomial P; are denoted as b;;, where by; is the
coefficient of the highest power of P;. Furthermore we state for these coefficients

lN)ij =0, forall 7=3,....2n+1,i=2n+3—7,...,2n+ 1.
These polynomials satisfy the following relation by construction

Pioa(s) =rj-1(2)Bi(2) + Pia(2), rja(e) = = gtotfimdealB),

1,j
One can explicitly write down the coefficients of ]5]-+1
Pjia(2) = Pj1(2) = mj-1Pi(2) & biger = birjo1 - %Bi+1,j- (3.9)
J
The continued fraction for now looks like
C(z) = ! !
ri(z) + .
ro(2) + e N

In the next step (3.9) shall be modified, therefore we must expand the specific fraction with Blj,
i.e.

+ ! + ot
’l“jfl = = 7“];1 = =
R Db

Pjn b1,;Pj+1

N—_——

=+t
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The recursion for the coefficients of the new polynomials Pj;1 is (3.5)
bijr1 = b1 jbit1-1 — b1 j1bit1;.

So we have derived the recursion (3.5) in order to construct the continued fraction. Now we normalise
each 7;_1 by setting the coefficient of the highest order to one and obtain

b1,2

O(z) = bus — a
b1,3 &)
oo z+
54 brabia - c3
6174 z+ ...

b1,3b1,2
24 ...

1+

From this calculation we obtain the first two formulae used in the PDA, i.e. (3.5) and (3.6). Now
to the second step in this proof. It remains to deduce the eigenvalue problem, namely the tridia-
gonal matrix with the proper coefficients. Therefore one needs to define the even and odd part of
a continued fraction. By [19] the even part is understood as the continued fraction whose sequence
of approximants is the even sequence of approximants of the given continued fraction. Similarly
for the odd part. If the approximants of C'(z) would be denoted with Cy,Co,Cs3,... the approxi-
mants of Ceyepn, would be Co, CYy, ... and analogously for C,qq C1,Cs,.... We will give the first four
approximants explicitly

C1 C1
Ci() =L COo(z) =
12 =70 Gola) =
c1 C1
Cs(2) = , Culz) =
C2 C2
z+ z+
c c
1+2 14—
z Zt+cy
It is noted in [19] and also in |7] that the even part is a lower and the odd part an upper bound for

the integral we started with. Furthermore it is shown in [7] that the following calculations can also
be done with the odd part. The result will slightly differ in the coefficients that are needed. So we

continue according to |7]. Taking the even approximants of this continued fraction one can write as
in [7] and [19]
9!
Ceven(z) =
€2C3
z2+co —
C4C5
Z4+c3tep— —
Z+c5+cg...

Now to step (2) of (3.8). It is shown in [19] and [7] that Ceyen is the solution x; to the following
problem

z+co —./cac3 0 0 0o ...
—\/cac3 z4+c3+cy —\/cqc5 0 0o ... To 0
0 —\/c4c5 z4+c5+cg —+Jcger 0 ...

This equation can be written as
(zId+ An)x = cieq
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and therefore the solution is
x =ci(zId + A,) e

We will give an example for n = 2. The system is

zZ+cy —4/C2C3 r1\ _[(a
—\/Ccac3 z+c3+cy xo)  \0 /)~

Therefore one has the solution

<€E1> _ 1 (Z +c3+cy \/C2C3> <01>
T2 (z+ c2)(z + ¢34 c4) — cacs Vees z+c)\0)°

So one obtains for z7

c1(z 4+ c3+¢q) c1

$]_: =
(z+c2)(z+ 3+ cq) — cacs z+02—&
Z24+c3+ca

and this is the fraction Cgen given above for n = 2. Since A,, is a symmetric tridiagonal matrix
it can be transformed to a diagonal matrix = by an orthogonal transformation matrix V' and one
gets

x=cVV Hzld + A,) Ve
= V(V i zId+ A,)V) 'V le
= 61V(ZId + E)*lvflel,

"1
xlzclg ‘/121

5 1z—i—e¢

1=

In the last step we used the fact that V is an orthogonal transformation and denoted the eigenvalues
of E with e;, i = 1,...,n. Hence we have two representations for z; = Ceyen and therefore step (3)
of (3.8) is verified

n

_ Oof(g) ~ C1V12i
Iz) = 0 z+£d£N;z+ei'

This is the n point Gaussian quadrature with abscissas e; and weights
w; = Cﬂ/ﬁ = m()VlQZ-.

It is important to note that these quantities do not depend on z. Now one can write more general
with Section 3.1

/ T g© 1) de =S wigle).
=1

The PDA needs 2n? — 1 summations, 4n® + n — 2 multiplications, 2n — 1 divisions, n — 1 square
roots and the solution of a n-dimensional eigenvalue problem.
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3.3 Long Quotient-Modified Difference Algorithm
3.3.1 The Algorithm

The major part of the work with the QMOM used the PDA since it was suggested by McGraw. In
the process of improving this method one should look for other possible algorithms which provide
useful alternative features. The first algorithm which is discussed for this reason is the Long Quotient
- Modified Difference Algorithm (LQMD - Algorithm). It was first discussed in 1972 by Sack and
Donovan in [15]. There are two advantages of this method. The first one is that it can be directly
applied to so-called modified moments which can increase the numerical stability. Second, when used
for standard moments, i.e. powers of the internal variable e, the number of operations is decreased.
Furthermore it can also be applied to quadratures with negative abscissas. We will present the
complete algorithm and the special case, when applied to standard moments.

Consider the real weight function f(z) and its modified moments

b
I/l:/ P(z)f(z)dz, 1=0,1,..., (3.10)

where P, are polynomials of degree [ satisfying a three term recurrence relation with known coeffi-
cients

zP(x) = aiPry1(x) + b P(z) + ¢ P—1, 1=0,1,.... (3.11)

Again the tridiagonal matrix (3.4) is established from which the weights and abscissas can be cal-
culated. Analogous to the matrix B in the PDA, a matrix B € R("*1)*27 ig derived. There are two
rows given initially

biji=s-1;=0, byji=s0;=-"2—, j=1,...,2n
1)
These can be used to calculate three coefficients
Ty = Qi—1, 1=0,....,n—2
0; = @;Sii+1 + b; — Ai—18i—1,i, 1=0,....n—1 (3.12)
pi = (bit1 — 04)Siip1 + Qit1Sii+2 — Qi—1Si—1,i41 + Cit1, i=0,...,n—2.
Then the new row can be determined by
Sitlitl = 1, sivtg = pp 1(bj = 0i)sig + ajsije1 + ¢jsijo1 — Tisio1), (3.13)
i = 0,...,n—2, io= i+2,....2n—2—1i '

and all remaining values are set to zero. The fact that we set s;;11 41 equal to one in (3.13) has
purely computational reasons, since the coefficient p; is chosen such that the result of the formula
for si41,j, 7 =4+ 1, would also be one. This can be seen in the proof below. With the new row one
calculates new coefficients via (3.12) and a new row via (3.13) until B

0 e 0

1% Von—

B = 0 1 512 e 817271_2 0
0 ... 0 1 sp1m O ... 0
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is fully determined. We just introduced the matrix B to compare it with the matrix used in the
PDA.

The n x n - tridiagonal matrix (3.4) has the elements

ﬁZ':O'i, izO,...,n—l

agﬂ = @;—1p; = PiTi+1, +=0,...,n—2. (3.14)

Now again, as in the PDA, the weights and abscissas can be obtained from the corresponding

eigenvalues and eigenvectors.
For the standard moments the recurrence relation (3.11) has the coefficients a; = 1, by = ¢; = 0 and

simplifies to
Fiyai(z) = 2B (z).

Hence the formulae (3.12) and (3.13) simplify to

=1,

05 = Sii+1 — Si—1,i» izO,...,n—l

Pi = —0iSiit1 t Siit2 — Si—14+1, 1=0,...,n—2
Si+1,j = pifl[—aisiyj + Sij+1 — 81;17j], 1=0,...,n—2

and the matrix elements are

. 2 .
Bi=oi i=0,....n—1, aj;=p; i=0,...,n—2.
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3.3.2 Proof of Correctness of the LQMD

To derive this procedure, Sack and Donovan (|15]) made use of the set of orthogonal polynomials as-
sociated to the weight function f(x). These polynomials will be denoted with T;(x), i = —1,0,1,...
and satisfy

b
0= / Ti(z)Tj(z) f(x)dz, fori#j (3.16)

with T (x) := 0 and Tp(z) := 1. Since these polynomials can be scaled with an arbitrary multipli-
cative constant it is possible to obtain o; = 7,41 and the polynomials therefore satisfy

2Ti(v) = Ty (x) + BT (x) + a1 Ti1 ().

The following proof reformulates the eigenvalue problem for the matrix A,, (3.4) and derives the
recursion formula in terms of the modified moments. Essentially a recurrence relation analogous to
(3.11) for suited polynomials is established and it is shown that this is equivalent to the relation of
the polynomials T;(x). Consider the eigenvalue problem

Xn(A) = det(Ay — Ald) = 0. (3.17)

The elements (7, 7) of A, — Ald can be written as

b
/JK@E@Mx—Mﬂ@d%

this follows from the recursion (3.15) and property (3.16). Now each T; can be written as a linear
combination of the given polynomials P, [ < i. Hence we find a infinite dimensional lower triangular
constant matrix ) with non-zero elements such that

T = QP.

Here T and P denote the coefficient vector of the corresponding set of polynomials, i.e.

Ti(z) =Y tjad ', i=1,2,...,
j=1
T = (t11,t19, Loz, t13, toz, ... )L,
i
PZ(x):ijijfl, Z.:1727--~7
j=1
P = (p11,p12, P22, P13, P23, - ) -
This equation still holds for a finite n. Now the eigenvalue problem (3.17) can be reformulated as
det [Qn(En - )\Nn)Qg] =0. (318)
The elements of Z,, and N,, are

b
fij—/ Pi(z)Pj(x)x f(z) dz,
a ii=1,2,...,n. (3.19)

b
W:/am%mmmm
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We will exemplarily calculate the element (Q,Z,Q1L);;

%

I
M~

(QnEnQ))ij Gikémdl;

-
I

1k

I
—

i

I
M~

GikSki ;1 —Zz%kz/ Py(z)Pi(z)z f(x) dz g5

1=1 k=1 I=1 k=1
J 7 b 1 '
- Z / (Z Girprict’ ) (Z szprzx]1> rf(x)dx
I=1k=1"¢ —1
b
= | Ti(x)Tj(x)xf(x)d

a

Since @, is non-singular (3.18) implies
det[Z,, — AN,,] = det[N, 'E, — \Id] = 0.

Hence the eigenvalues of A,, are equal to those of the asymmetric matrix N, 'Z,,. Why is this matrix
asymmetric? Let X, denote the infinite tridiagonal matrix corresponding to (3.11)

b1 C9 0 .. ... 0
al bg C3 0 :
Xoo =
0 a9 by ¢y
0
Now (3.11) and (3.19) imply
Eoo = NooXoo = XI N, (3.20)

and hence N, 1=, is asymmetric. Again we will give a precise calculation

n
(NooXoo)ij = Z Vil Ty
=1

b b
:aj/ Pi(z)Pji1(2)f(x) dz + b; / Pi(x )da:+c]/ Pi(2)Pj_1(2)f(z) dz
b
— [ P03 Pa(o) + 73 () + a1 ) da

b
= / Pi(x)Pj(z)x f(z) de = &;;.
a
If the matrices are truncated for a finite n, the equation (3.20) is no longer true, since the element
an—1 is missing in X,,. Hence (3.20) is replaced by
En = NpXn + Rna
N2, =X, +Y,.

R, and Y,, are matrices where only the last column is different form zero. The explicit elements of
R, are a,_1vj,. Therefore the last column of Y;,, denoted by y(”), is the solution to the following
equation

r( = N,y™. (3.21)
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So the eigenvalues of A,, are equal to those of X,, +Y,, but the asymmetric form makes it expensive
to diagonalise. Instead the elements of A,, are determined via recursion by the elements of X,, + Y.
For this purpose the trace is used, since it is an invariant quantity

Te(An) = D B = Te(Xn + Y2) Zbk+yn,

k=1
n
ZI%+2§Zak (3.22)
k=1
n—1 n—1
= bz + <bn + yg“) + 2 Z apCr4+1 + Qan_lyfln_)l.
k=1 k=1

Now if the 85 and ai_l are known for all & < n, §, and a%_l can be obtained if ng " and y( )1 are

known. By subtraction one can directly compute

Bi = Te(A;) — Tr(Ai—1) = bi + ) — Y, (3.23)
1

of = 5 [Tr(A7,) = Te(4D) - 3.] (3.24)
=ay; (Cerl + yf )) + Z/Z(Hl) (b +1—bi+ ?Jz(zﬂ) - yf”) - aiflyz@r

Recall equation (3.21), y(™ still remains a solution when this equation is multiplied with an arbitrary
non-singular square matrix M,

M,r™ = M, N,y™ = S,y™. (3.25)

The multiplication means that multiple rows of IV,, are added together. The elements s;; of S, are
therefore given as integrals

b
5= [ 8i)Py @) (@) (3.26)

where the functions S;(z) are polynomials of degree i (non-zero coefficient of z¢). Now Sack and
Donovan ([15]) chose S,, to be the truncated form of an infinite upper triangular matrix with diagonal
elements equal to unity

Sij = 0,7 <1 s45=1 (327)

This implies, together with (3.26), that the polynomials S;(z) are orthogonal to all polynomials
P;(z) with degree less than 4. Since the polynomials 7)j(x) are linear combinations of all polynomials
Py(z) up to degree j < i, these polynomials S;(x) are orthogonal to the 7j(x) and hence they must
be a constant multiple of Tj(z). The elements of M,r(™ are given by an_18in, i = 1,...,n. The
Si(x) also satisfy a recurrence relation (since they are constant multiples) analogous to (3.15)

xSi(z) = piSiy1(x) + 0;5;(x) + 7:.5;-1(x)
<~ SZ‘+1($) = ;[(az — UZ)SZ(x) — TiSi_l(J})]. (3.28)

)
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Taking (3.11) and (3.26) into account, equation (3.28) implies (3.13)
b
Sit1,j = / Siy1(7) Pj(x) f(x) dz
a
b1

= /a E[(»’C —03)Si(x) — 7.Si—1(2)]Pj(x) f(x) dz

1 b
= [/ zSi(x)Pj(z) f(x) do — 0485 — Tisi—1,
? a
1 b
T U Si(x) (a;Pi1(x) +biP;(x) + ¢;Pjma(2)) f () dw — oisij — Tisio1
1 a
1 .
- i [(bj — 04)sij + ajsijy1 + Cjsij—1 — TiSi—14], 1 =2,...,n.
7

Now the coefficients p;, o; and 7; have to be determined in a way that the shape of \S,, given in (3.27)
stays true, under the assumption that the previous row has the desired form. These conditions lead
to (3.12)

Siv1i-1= 0 = 7 =a;1,
Si+1,5 = 0 = 0; = GiSji+1 + bl — Q;—-18i—1,i, 1= 0, ey — 2.
Sit1i41 = 1 = pi = (big1 — 04)Siit1 + Git18ii42 — Qi—1Si—1,i+1 + Cit1,

As already stated two initial rows are needed, these are given by

871,]':0, So’j:£j21,...,2n.
Vo
It follows from (3.12) that the maximum value of j for which the elements s;; are given through
(3.13) is decreased by one in each step. That the moments must be known up to va,—1 is due to the
fact that ygi)l and hence s,,_1, must be known for the calculation. Now the two values of the Y,
that are needed can be expressed in terms of elements of S,, in view of (3.22), (3.25) and (3.27)
yy(zn—)l = Gp—1Sn—1,n>
(n) _ —
Yn_9 = an—l(Sn—Q,n Sn—Q,n—lsn—l,n)-
In combination with (3.23),(3.24) and (3.12) this finally results in (3.14)

BZ'ZO'Z', izl,...,n

2 .
O = QP = PiTi+1, ’L:].,...,’I’l—l.

Hence the equivalence of (3.15) and (3.28) is shown.

The unchanged case of the LQMD-Algorithm needs 4(n — 1)® + 3(n — 1) + 2n multiplications,
(n —1)% 4+ 2n — 1 divisions, 4(n — 1)? + 6n — 4 summations and n — 1 square roots. The special
case for the classical moments needs (n — 1)? 4 (n — 1) multiplications, (n — 1)? 4+ 2n — 1 divisions,
2(n—1)243(n—1)+1 summations and n — 1 square roots. Both also need to solve a n x n-eigenvalue
problem.
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3.4 Golub-Welsch Algorithm
3.4.1 The Algorithm

Golub and Welsch proposed another algorithm in [6]. This algorithm needs 2n + 1 moments and
uses the Cholesky decomposition of a certain moment matrix M. To calculate the elements of the
tridiagonal matrix one has to compute the elements of the Cholesky decomposition. With M;; =
m;qj—2 for i, =1,...,n+ 1 these are given by

1
i—1 2
2 .
Tii:<Mii—ZT‘ki> yi=1,...,n+1,
k=1

i—1
Mij = 37 TkiTk;
k=1 L
rij = - ,i<g,ig=1,...,n+ 1.
2

Given these elements one can compute the §; and «; via

P i
_ Tgg+1 Jj—1,j .
ﬂj_l_ T . ,]—17...,717

T4, Tj—1,j—1

P

_ Mg+lg+1 -
aj—f,]—l,...,n—l,
T3

with 79 = 1 and r9; = 0.

3.4.2 Proof of Correctness of the GWA

As usual the moments are defined by

b
mk:/ 2 f(x)de, k=0,1,...,2n.

Now the matrix M is defined via

r rb
M = / T2 f (1) dx} ,
LS a 1,j=1,...,n+1
mo mi1 Moy ... Mp
mi My
M=, (3.29)
my, e mMon

This is matrix is called Hankel matrix and it is also positive definite. In practice the moments are
first obtained via the initial data and then from the solution of the next time step. It is known that a
positive definite matrix is invertible and all principle minors are also positive definite. The Cholesky
decomposition is based on the following theorem, again we refer to Stoer [3].

THEOREM 3.9 (Cholesky Decomposition)
For every real positive m x m matrix M exists a unique real upper triangular m X m matrix R,
rie =0 for k <4, withry; >0,4=1,2,...,m, such that M = RTR.
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Let M = RTR be the Cholesky decomposition of M with

1
i1 2
2 .
Tii = Mii—g rii | ,i=1,...,n+1,
k=1

i—1
Mij — > Thirkj
rij = = Ji<jii=1,...,n+L (3.30)
2

Since R is an upper triangular matrix, we can write for the inverse

S11 S12 ... Sind4l
Rl 0 s220 ... S2p41
0 ... 0 Sppint1
Now Golub and Welsch state that the polynomials
J
pj—1(x) = Zsijxi_l, ji=1,....,n+1
i=1

form an orthonormal system and hence satisfy the three term recurrence relation

rpj_1(x) = aj1pj—2(x) + Bj—1pj—1(x) + ajpi(x), j =1,...,n,

with p_1(x) = 0 and po(x) = 1, [6]. Comparing the coefficients of the two highest powers z7 and
271 on both sides of this identity results in

8jj = QjSj+1g+1,  Sj-15 = Bjsjj + ysjjr1, J = L..om
and so
5i il Siiil .
_ jj _ Sj—1, J.d+ _
a._f, /3‘7_ - - ] ] 3 —17...’n.
Sj+1,5j+1 533 Sj+1,5+1

Now, with

1 712 .. Tlntl

0 72 ... Topt1

R = .
0 e 0 Tn+1,n+1

a straightforward computation shows
b Tl
Sji = o Sigtl =

— ,7=1,....n.
Tjj T55Tj+1,54+1

Inserting this in the equation for the coefficients of the recurrence relation gives

ri . i1
_ '5g+1 Jj—1,j .
5]'— - J = 17 .

- .. . . ’ '.,n’
754 Tj—1,j-1
s
_ Mg+l
aj=———"—— j=1,...,n—-1,
Tjj

with 799 = 1 and r9; = 0. These are again exactly the coefficients for the tridiagonal matrix (3.4).
It clearly seems that there are some connections to the formula used in the PDA and this is no
surprise, since the coefficients of the continued fraction can be determined via certain determinants
of Hankel matrices, cf. [7] and [19)].

The algorithm proposed by Golub and Welsch needs n(n + 1)/2 + (n® — n)/6 multiplications, 3n —
1+n(n+1)/2 divisions, n(n+1)/2+ (n® —n)/6+n summations and n+ 1 square roots. Furthermore
the solution to the eigenvalue problem is needed.
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3.5 Newton's Method

The last alternative algorithm which should be presented here is Newton’s method. For a given
function F': R™ — R™ it calculates the root * of F'(x*) = 0. Therefore F' must be differentiable in
an appropriate neighbourhood of z* and the Jacobian of F' must not be singular. By iterating

2#40) = ) DF (20) 7P (), (3.31)

the root can the be obtained with the desired accuracy. With DF € R™*™ we denote the Jacobian.
In our case we have m = 2n and F : R?"® — R?" is given by

n
> T — Mo
=1
n
Z Tn4iTi — My
F(xl,...,xn,xn_,_l,...,xgn) = i=1

n
2n—1

E lanﬂ» Ti — Mop—1

1=

Therefore the Jacobian is

1 e 1 0 .. 0
Tn+1 ce Ton I e Tn
2 2 2 )
DF(w) e :l?n+1 e o, In+1T1 e ToanTn
x?ﬁ:ll cooat (2n - 1)3:217123:1 o (2n— D)t 2,
In view of (2.7) we have for z* = (w1, ..., wy,€1,...,€p)
F(z*) =0,
1 e 1 0 .. 0
€1 . €n w1 ce Wn,
DF(z*) := e% ... e% 2e1wy ... 2e, Wy,
el e (2n— 1) 2wy ... (20— 1)e2" 2w,

This matrix is exactly the matrix (2.26) we obtained in Section 2.4 in order to investigate the
condition number of the QMOM. So we cannot expect the condition number to be too good. In
Section 2.4 we investigated the condition number of the solution to the nonlinear problem (2.8)
Ew = p. Now we focus on Ew — p = 0. The matrix (2.26) is clearly non-singular if e; # e; for i # j
and w; # 0 for all ¢ is true. In practice one is interested in the question of convergence. We therefore
refer to [3] (Theorem 5.3.4, p. 299) for the following result.

THEOREM 3.10 (Newton-Kantorovich)

Let F : Q — R" be continuous differentiable on the convex set 2 C R™ with the Jacobian matrix
DF(x), non-singular in xy. Furthermore there are positive constants «, 3 and = such that the
following conditions are met

(a) [DF(x) = DF(y)|| < 7llz -yl forallz, y € Q,
(b) |IDF ()~ < B,
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(¢) [IDF(w0) "' F(wo)l| < a.

With the constants
1F+v1-2h

h:=apfy, ri2:=«a N

the following is true:
If h <1/2 and By, (z¢) C Q, F(x) has exactly one root z* in QN By, (x), then the sequence (xy)ken,

20D Z ) _ pp (x<k>)‘1 F(x®) k=01,

stays in By, (zo) and converges to z*.

Now we want to apply this theorem to our case. In the following calculations we scale the quantities
such that mo = 1 and the basic interval for the abscissas is (0,1). Hence we have Q = (0,1)%".
Finding a suited x is very difficult but we can state that in view of the Jacobian the components
:céz) are non-zero for ¢ = 1,...,n and mutually distinct for ¢ = n+1,...,2n. Therefore we can apply
Theorem 2.1 and obtain

IDF(20)~|| < max(us, uz) =: 8

n G \?
1+ T
_ ! B
““‘é%?n@,II,<<n_ m) ’
j=Lj#i \To — g

bV =144y,

n n
@ ._ (i) 1 1
b= 12y ) | 2] ) -
j=lj#i oo — Lo j=lj#i oo — Lo
In the next step a Lipschitz constant -« shall be derived, again we are using the row sum norm
according to Section 2.4

n

IDF() — DF@)| = max S~ {|oint = yigh + G = Dieisda; - vizbul}
AR _1

n
. , Ly - Ly
< max {gs%pl)(z = DE gy — Y| + (0= Dy 5wy — 505 + Yy 57 — y%ﬂ-yj!}
e 3

i—2 i—2
< ; T{}a}én i = sup f 2Tt = Yng| + |55 — yn—i—]xj‘ + ‘yn-l-ij y;H-jyj‘}
(i

1 {
< max (i—1) sup &2 [2n1s — Ynigl + sup (i — 203w 2ngs — ynrg| + W55 2 — ujl
=1,....2n £€€(0,1) £e(0,1)

= max (i—1)> b Alla; —yil+ | sup €774 sup (i —2)6 2wyl | lznry — ynl
=1, ’2" ¢e(0,1) €e(0,1)

_.gﬁ’}%n(z 1)2_:{’33] 3/]""(1 1)|$n+J yn+y|}

1=

< max n(i—1)i max |z; —y;| =20%2n —1) max |z; —y;| =]z —y|.
i=2,...,2n j=1,0,2n j=1,0-,2n

Here we have used the Lipschitz inequality for differentiable functions

lg9(x) — g(y)] < S 19 ()] -y

€(a,b
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. i-1 _ i1 -2 _i-2
to estimate the terms |z, " —y, .| and |2, % — y, =]

Now Theorem 3.10 states that h should be smaller than 1/2, that leads to

1
<.
203~y

Since Gautschi derived an approximate lower bound (2.35) we conclude

(07

1
< .
“= 2exp(3.5n)2n%(2n — 1)

Here we have assumed that mg is normalised to one.
Considering (c) we have

IDF (o)™ F(eo)]l < IDF(x0) I F(zo)]| < B F(ao)]| <

and hence

1 1
< .
B2y ~ 2exp(Tn)2n?(2n — 1)

1Pl <5 < 5

That means for n = 1 that ||[F(zo)|| < 0.227970 - 10~ and for n = 2 already | F(zo)|| < 0.000017 -
1073. So the starting value must be very close to the actual zero to guarantee convergence of Newton’s
method and therefore this approach is not recommended from a theoretical point of view. For this

reason, it is not included into the numerical studies in Section 5.
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4 Improvements to the DQMOM

We have shown in Section 2.3 that the one chance to improve the bad condition (2.38) of the
DQMOM seems to be the change of the test functions. We will still need the weights and abscissas
but we will be able to improve the condition of the linear system that is needed for the source terms,
of. (2.14).

4.1 Approach With Universal Test Functions

We will go the same way as Marchisio and Fox did, just with universal test function . For now we
will leave them unspecified and just assume enough differentiability for our needs. We again start
with the following equation

/ {8wi(t, x)d(e — e;(t,x)) + V- (u(t, z)wi(t, z)d(e — ei(t, x)))

ot

=V - (D(t,x)V(w;(t,x)d(e — e;(t, :E))))}(pk(e) de

= / S(t,z,e)pr(e) de. (4.1)
Qe
Now we rearrange the left-hand side, at first we differentiate
| Ow; de; D6(e — e;) ‘ ‘ ' 0d(e —e;)
/QE {(5(6—61)(% Wi T ge +d(e —€)V - (uw;) — wiu VQZT
dd(e — €;)
—d(e —€;)V - (DVw;) + DVw; - VeiT + V- (Dw;Ve;)
2 — e
— Duy(Ve? X oy de = / S(t, z, €)pr(e) de.
862 Qe
By sorting the terms we obtain
811)1'
/ { 5 + V- (uw;) = V- (DVwi)} d(e —e;)pr(e)de
Qe
—/ {wiaei + wiu - Ve; — (DVw; - Ve; + V - (Dine,'))} Mgok(e) de
Qe ot de
0%6(e — €;)
2 i
— . {Dw;(Ve;) }Tgok(e) de

= [ S(t,x,e)pr(e)de.
Qe

The PDEs including the w; and e; are extracted from the integrals. Then we integrate by parts and
obtain

iz”;[{aat;ﬂ TV () — V- (DVwi)} or(ei)

+ {wi%? + w;u - Ve; — (DVw; - Ve; + V - (Dine,-))} oh(e:)

—Dwi(Vei)Qcp'k'(ei)} :/Q S(t,z,e)pr(e) de.
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As we have seen in Section 2.3.2 and Section 2.4, the variable (; := w;e; makes no difference,
analytically and numerically. So again we introduce this variable since it makes the equation more
convenient to read and work with. We obtain

f: [ { iy (uwi) =V - (DVwi)} or(e:)

|\ ot
| + {a;t‘ FV-(uG) — V- (DVE) — e (aawz PV () — V- (DVwi)> } o (e:)

— Dw;(Ve)* ol (e ] / S(t,x,e)pr(e) de.

As in (2.12) we set

6wi
ot
9Gi

>t AR vAN N — 2
ot + V- (u@) —V-(DVG) =¢§7,

Dw;(Ve;)? = ¢,

+ V- (uw;) — V- (DVw;) = €Y,

The following equation is obtained
)3 {eP0n(en) + (€7 — eiegie) - P gilen) / S(t,2.¢)p(e) de
i=1
and by rearranging
S {0 (aulen) — euphten) + €06ke} = 3 ePen) /’Stxe% ) de.
i=1 i—1

Now with 2n suited test functions ¢, ..., @2, we obtain analogous to (2.15), (2.16) and (2.17) the
matrices

prfer) —ergh(er) . @ilen) = end(en)
M @z(el)—.ewé(el) o palen) _.en‘P/Q(en) | (42)
pon(er) = e16h(e1) .. Ganlen) = cnhulen)
Phler) o @len) iler) .. @ilen)
My e wé('el) wé('en) oM w’z’(.el) w’z’(.en) | (43)
o) <. Ghulen) Pinler) . @Hlen)

Therefore we can write the system compact as follows
M¢ = Mzt
=d

Here we set M = [M;, M3] and defined £, &3 and S analogous to (2.18). If one would choose ¢y, (e) =
ef#=1. one would obtain the standard DQMOM. Now the aim is to choose the test functions such
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4.2 Finding Test Functions Ferdinand Thein

that the matrix M suffice some desired conditions (full rank etc.). If one takes a closer look at M,
one can see that it can be written as a product of two matrices

pi(er) ... wilen)  @iler) ... @ilen)
P.— c R2n><2n (4'4)
SOZn(el) ‘e 902n(en) (10,277,(61) e @én(en)
and
1 0 0 0
1 0 0
0 0 ... 0 1 0 .. ... 0 o2
Qi=|_¢ 0 .. 0 1 0 ... 0] € RN (4.5)
0 —eg 0 0
0 0 —e, O 0 1

Therefore the determinant is

det M = det Pdet @ = det P
=1

and for the condition number (we claim det M # 0)

R(M) = MM =[P QlQ~" - P~
< IPIIRQIIQT P~ = x(P)x(Q).

If one would choose ||.|| = ||.||co, the result is

(1) < K(P) (o {lei + 1})2.

4.2 Finding Test Functions

Since the test functions 1,...,p2, are not specified yet, one could claim any desired condition
number for M, e.g. if P = Q™! then cond(M) = 1. However the choice P = Q! is infeasible.
For this reason one has to prescribe the values gol(j)(e,-) forj=0,1,k=1,....2nand i =1,...,n.

But it is important to notice that the test functions also occur on the right hand side of the system.
The idea is now to look at this as an interpolation problem. Since we prescribe values for the function
and its first derivative we will use the Hermite interpolation. An advantage of this interpolation is
that the interpolation polynomials can be written down explicitly and one does not have to solve
another linear system. So now we have to formulate and solve an interpolation problem for each test

function ¢g. We have n real numbers e; < --- < e, and 2n prescribed values
j 5k“a ] = 07
o ey =9 (4.6)
5/€,i+n7 J = 1.
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4 Improvements to the DQMOM

That means we go for the best that is possible, P shall be the identity. It is well known that

there exists a unique polynomial P, with degree 2n — 1 such that P(] )( i) = cp,(f )(ei), cf. [3]. The
polynomials are given through

=S e 47
=1 j=0
The L;;(x) denote the generalized Lagrange polynomials. Consider the polynomials

lij(x) == (z — e;)’ ﬁ <;:Z)2

r=1,r#1¢

fori=1,...,nand j = 0,1. Then the L;; are defined via

Lil (a;) = lil ($), Lzo(x) = lzo(x) — l;o(ei)lil (a;)
and therefore they have the degree 2n — 1. Altogether the polynomials Py (z) are

n

n 1 )
2) =33 oW (e Lij(e) = Y [Suilliole) — Lolea)lin(z)) + O irnlia ()]

i=1 j=0 i=1
_ lo(z) — loler)lii(z), k=1,...,n
li—n(x), k=n+1,...,2n.

For I}, (ex) one obtains

d d - T —e
d*lko( x) =0 H ( — r)
v r=ej Tl NG T 6 r=ej
" x (& X (& 2
- Cs A
2 Y i (=)
s=1,s#k s r=1,r#k,s " T=eg
n
1
=2
s=1,s#k k—€s

That finally gives

n 2
(x —ex—n) [I (L@r@r) , k=n+1,...,2n.

Now we want to determine the first and second derivative of Py(z). The second derivative is needed
for matrix Mz (4.3). We start with the case k =1,...,n and obtain for P/(x)

n n 2 n
T — eg T — e,
P, 2 —_— 1—2(x—
-2 S e T () | |- X
s=1,s#k r=1,r#k,s s= 1,s;£k
5 ) ()
s=1,s#k €k ~ €s r=1,r#k €k — Cr
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4.2 Finding Test Functions Ferdinand Thein

It follows for P} (x)

n n

=2 3 et I (57)

s=1,s#k r=1,r#k,s
n n 2 n
49 x—esz Z T —e; H (m—er> | =2z — ep) Z 1
(ek —es) i=1,i#k,s (ex — €:)? r=lrtkysi Ok T €T s=1,0k Ok~ s
" 1 " T — eg L T — e, 2
-8 2 ek — €s 2 (ex — es)? 11 <€k_€r>
s=1,5k s=1 5k r=1,rk,s

We evaluate the second derivative for matrix M3 (4.3)

L 2 n
2 €—¢Cr e—e
e L (%) [1 P (6’5652] 7 T
2
€ —E€s ’ :
s=1,s#k

It remains to do the same calculations for the case k = n 4+ 1,...,2n. The polynomials Pj(z) are
given through (4.8). Hence the first derivative is

Ao I () sean Y 0 T ()

2
Cl—pn — € Cl—np — € Cl—n — €
r=1,r#k—n ke—n T s=1,s#k—n ( k—n S) r=1,r#k—n,s k—n

Py(e)) =

s=1,s#k i=1,i#k,s

2 1 2 Z 1
2 Z (e —es)? + er—es Z er—e;

Now the second derivative can be obtained

n n 2
D P T | G
F (eh—n — €5)? hn — €r
s=1,s#k—n r=1,r#k—n,s

n

+2(x — ex_n) Z e ﬁ (x—n_jre)z

2
Cl—n — €
s=1,s#k—n (k " S) r=1,r#k—n,s

n n

+2$6322 :L‘el2 H <merr>

(ex—n — €s) i=1,i#£k—n,s (ek—n —ei) r=1,r#k—n,s, Ck-—n — €

Again we evaluate the polynomials and obtain

n 2
__ 2 _er—er _
€k—n—€ H (61@7"*&) . 7& k—n,

l
/! r=1,r#k—n,l
Flle)=9q o 7
4 > TR l=k—n.
s=1,s#k

What was basically done here can be compared to the approach of [15] or [5]. But they suggested
orthogonal polynomials, whereas we can use any suited test function. Furthermore there are more
benefits than the improvement of the condition number. To highlight these advantages we will
consider the example (5.1)

D _ T (pse)). (o) € (0.7)x (0,0)
fo(e) = f(0,e) = ae’exp(—be), e € (0,00),
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4 Improvements to the DQMOM

which will also be treated in Section 5. Transforming the source term according to the previous
calculation one obtains

/ 86 f(tye)) pr(e de—/ o(e orle)de k=1,...,2n.

With (4.6) the approximation therefore simplifies to

0 k=1,...
/ o(e)f(t,e),(e)de ~ { e ™ (4.9)
gi)(ek_n)wk_n, k=n+1,...,2n.

For the next improvement one looks at the powers of the internal variable e! for [ = 0,...,2n — 1
and Q. = (0,00). These powers will increase rapidly during the calculation for our example and
therefore the values for the source term will do the same. As shown above there are no more powers
of the internal variable in the approximated source term. The polynomials will still grow as e grows
but not as fast as the powers. This is shown in the following Figure 1 which was done for the given
initial data of Problem I and n = 2 at the beginning of a calculation.

Furthermore we will give the corresponding matrix with the second derivates, which occurs on the
right-hand side of the system

—0.1350  0.0315
0.0585 —0.1350
—0.6000 0.3000
—0.3000  0.6000

M; =

For comparison we will give the analogue matrix obtained in the DQMOM

0 0
0 0
Ms = 2 2

20.0014 60.0031

It is important to note that, as mentioned above, P = Q! is not a good choice for this approach.
In our tests Matlab failed to compute results. But one clearly sees the advantage to the standard
powers of the internal variable, the values are smaller. For example for n = 2, ¢t = 0 and e = 20 the
polynomial P; is smaller than 70, whereas the third power of e would be 203.

70

F’1
60! | P,
P
soff B
4
40
30+
20F /
/ //
10 A e
y o
O A
o — —_
-10+ b,
20 : : :
0 5 10 15 20

internal variable e

Fig. 1: Test Functions for Problem I with n =2 at t = 0.
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Ferdinand Thein

5 Numerical Results

In this section we want to discuss the presented methods. Therefore we will present PBFEs which
can be solved analytically, so that the numerical results can be compared to an exact solution. Then
we want to compare the algorithms from Sections 3.2, 3.3 and 3.4 which compute the weights and
abscissas for a given set of moments. The focus will lie on the time that is needed for a calculation. In
the end we will compare the QMOM, DQMOM and the improved DQMOM for several problems.

5.1 Analytical Solutions & Treatment of the Problems

In this section several test problems are solved analytically in order to compare the numerical results
with them. After this is done the approximated source terms are derived. The first three problems
are of the form

of(t,e) 0
ot - _% (¢Z(e>f(t7 6)) ) (tv 6) € (OaT] X (07 OO), (51)
fole) = f(0,e) = ae®exp(—be), e € (0,00),
with
¢1(€) = ﬁa (52)
¢2(6) = /66, .
p3(e) = fe. (5.4)
We will refer to these problems as Problem I — I1I. These three problems are solved by applying the
Method of Characteristics, cf. [2]. These problems were also treated in [12]. The last four problems
are of the form

a 1 e o
fg;’e)zg/o C(e—e',e')f(t,e—e/)f(t,e/)de/—/o Cle, ) f(t,e)f(t,e)de

o0
+ [ MEMe o) f ) - oot (5.5)
e
We will use different initial data and integral kernels for this equation. This type of problem was

treated in [13] with some remarks in [9] and in a generalized way in [11]. We will refer to these
problems as Problem IV — VII.

5.1.1 Problem |

With the Method of Characteristics one obtains the following system of ordinary differential equa-
tions for the source term (5.2)

iil(S) = 1, IEl(O) = 0,
ia(s) = B, 22(0) = & (5.6)
) 20, 20) = ag?exp(—be).

Where x1 corresponds to t, xo corresponds to e and z corresponds to f. This is just a homogeneous
scalar transport equation. Hence the well known solution is f(t,e) = fo(e — (Bt)

F@—M%WGW—m»,e—mzu
0

f(t.e) = C e—pBt<o.
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5 Numerical Results

Now the moments are calculated for £ =0,1,...

mg(t) = a/oo *(e — Bt)% exp(—b(e — Bt)) de

/B £ < > (—Bt)* L exp(—b(e — Bt)) de

2 oo
= aexp(bft) Z ( > / e TF exp(—be) de
B

1=0 t
= (Be)2 T I

aZ() wH(k:ﬂ'—l) k=0,1,2,... .

7=0 =0

If the moment transform is performed one yields the following equations
8mk k
8 (p1(e)f(t,e))e"de =k Bmp_1, k=0,1,2,... . (5.7)
e

To see that the moments full fill this equations one substitutes v = b(e — 3t). One therefore obtains
my(t) a/oo<v+ﬁt)kv2e (—v)dv
—_ — — X —
k =AY p

and now one clearly sees that the moments satisfy (5.7).
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5.1.2 Problem Il

With the Method of Characteristics one obtains the following system of ordinary differential equa-
tions for the source term (5.3)

jZl (S) = 1, .731(0) = 0,
ia(s) = Pxa(s), x2(0) = ¢, (5.8)
2(s) (1) —Bz(s), 2(0) = a&%exp(—bf).

When (5.8) is solved and transformed back, one yields the solution

f(t,e) = ae® exp(—(be exp(—pBt) + 35t)).

Now the moments can be determined exactly for all k =0,1,...
[e.e]
my(t) —/ e f(t,e)de
0

o0
= aexp(—Sﬂt)/ e* 2 exp(—beexp(—ft))de k=0,1,2,... .
0
To clarify this integral we set @ := a(t) := aexp(—33t) and b := b(t) := bexp(—[t). Then the
moments can be obtained by integrating by parts

e¢]
_ k+2 7 _ | a
my(t) = a/o " exp(—be)de = (k + 2).Z~)k+3

(k +2)! bk+3 exp(kft), k=0,1,2,... .
When the moment transform is performed one obtains

amk_ / e (2(e te))efde=k-fmy, k=0,1,2,... . (5.9)

One clearly sees that the calculated moments satisfy these equations.

5.1.3 Problem Il

As before one obtains for source term (5.4) the following system of characteristic ODEs

i(s) = 1, £1(0) = 0,
ia(s) = 22(0) = &, (5.10)
) E Bua(s) 2(0) = a€exp(—bE).

If (5.10) is solved and transformed back, one obtains the solution

{CLG\/GQ —2Btexp(—by/e2 —26t) , e*—2Bt>0,
0

ft.e) = , e2 =28t <.

For this function one can only determine the moments of even order in a closed form. The remaining
moments are treated separately. In general one has

my(t) = /OO e f(t,e)de (5.11)
0
= a/oo e* 1y /e2 — 283t exp(—by/e? — 20t) de. (5.12)
0
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5 Numerical Results

For k = 0,2,4,... . one obtains by substituting v = \/e? — 23t

mg(t) = a/oo (U + Zﬁt)k 22 exp(—bv) dv

k/2

_ / Z (k/2> (286)%/2~502 %2 exp(—bv) du

k/2
_ az <k/2> Qﬁt k/2— Z/ 2i+2 exp(—bv) dw
=0 0

k/2

a k:/2 e/a—i (204 2)!
=0
When the moment transform is performed on obtains
8mk k
3 (pa(e se))e“de=k-fBmi_o, k=0,1,2,... . (5.13)

This system was already mentioned here (2.5). Again one can directly verify that the moments
satisfy these equations. For the moments of uneven order one can perform a similar substitution, i.e.

v = by/e2 — 23t and therefore on obtains

a [e§) U2 k/2
my(t) = 1)2/0 <b2 + Zﬂt) v? exp(—v) dv.

Since these moments cannot be calculated analytically one could apply the Gauss-Laguerre quadra-
tur

a [ (02 k/2 k/2
my(t) = b2/0 (b2 + 2515) v? exp(— ~ Z ( + 2ﬂt) 2w;.

For the approximation error we refer to Theorem 3.8. To calculate the weights and abscissas for this
specific quadrature one can use algorithms 3.2 or 3.3 with the standard moments for u; = k! for
k=0,1,2,...,2v — 1 to obtain the weights and abscissas.
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5.1 Analytical Solutions & Treatment of the Problems Ferdinand Thein

5.1.4 Problems IV — VII

In this section equation (5.5)

Gfte = /C Vf(t,e—€)f(t,e) de—/ Cle ) f(t,e)f(t,e)de
+ / M(eb(e,e)a(e) f(t,e)de' —a(e)f(t,e).

shall be solved analytically. For more information to the following quantities and assumptions we
refer to [13], |9] and [11]. At first the integral kernels and initial conditions have to be specified.
For a precise interpretation of those quantities we refer to suited literature. The expression C/(e,e’)
represents the aggregation rate and is set to one, C'(e,e’) = 1. The term M (e’) = 2 models binary
breakage. b(e, e’) = 1/€’ is a probability density that measures the probability that the breakage of a
particle of size e’ produces a particle of size e. Obviously one should state b(e,e’) = 0 if e > ¢’. The
quantity o(e) models the fragmentation rate and is set proportional to the particle size, o(e) = oe.

Finally the equation reads
/fte f(t,e) de—/ f(t,e)f(t,e)de

+ 20/ f(t,e)de —oef(t,e). (5.14)

Two initial conditions are used for this problem. These are

£0.€) = fole) = {exp(—e), Problems IV, V & VI (5.15)

4eexp(—2e), Problem VII

To solve this equation one first applies the Laplace Transform to the internal variable

G(t.p) = Lg(t,¢)) = /0 " (¢, ¢) exp(—pe) de.

The result is a partial differential equation which can be solved by the Method of Characteristics
which means that an ODFE of the Riccati Type has to be solved. When the Laplace Transform is
applied one obtains

8Ftp / /f e—¢)f(t,e)de exp(—pe de—/ / f(t,€')de" f(t,e)exp(—pe)de

+20/ / F(t, ) de exp( pe)deo/ ef(t, e) exp(—pe) de

2F(t p)? — ®(t)F(t,p) + 20 ; [/ f(t,e)de —/ f(te) ’] exp(—pe) de

OF(t,p)
dp

= SFpP — 2OF (5 + 2 [0(0) - Fle.p)] + 0T,

This is a quasi linear first order PDE

OF(t,p)  OF(tp) _1
ot op

(5.16)
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Therefore one can use the Method of Characteristics to solve this equation. The resulting system
is

:'cl(s) = 1, xl(O) = O,
ia(s) = —o, z2(0) = &, (5.17)
. (5.16) o o®(s
i(s) =7 S2(s)?—z(s) {@(3) + xz(s)} + 21;3(3))’ z2(0) = =zo.
The initial data is obtained by transforming (5.15). Hence one obtains
1
éﬁ’ Problems IV V & VI
2(€,0) = 20(&) = 4 : (5.18)
m, Problem VII

The first two equations of (5.17) can be solved directly and one obtains
ni(s) = s, oa(s) = —os +E
Altogether one has to solve the following problem

Z(s) = 1,2(5)2 — 2(s) [Cb(s) +

2
1
L Problems IV V& VI
FOERERS . (5.20)
m, Problem VII

2% ] 20 (s)

g , (5.19)

¢E—os

Now one would usually try to guess a special solution and then transform this ODFE into an ODFE of
Bernoulli Type. Unfortunately the function ®(s) is unknown. To obtain a unique solution for z one
has to define ® through another equation. Since ®(s) represents the total number of particles this
will directly affect the system. In [13] ® was chosen to be constant ® = 1, [9] adopted this choice. A
more general choice was made in [11]. The total number of particles is described by the ODE

(5.21)

The initial condition is given by the zero order moment of the initial distribution given in (5.15), i.e.
®(0) = 1. Here ®(0c0) denotes a constant which represents an asymptotic state of the system and
the following relation holds

1
g = 5(1)(00)2

One clearly sees that the case ®(s) = 1 treated in [13] is included in this equation. For the first
initial condition used in Problem IV — VI the solution is

P(s)?

z(s) = £ o5+ 3(s)" (5.22)

This is, because z(s) satisfies the initial condition and ® satisfies (5.21). The solution of (5.21) is
according to [11]

1 + ®(oc0) tanh(P(00)s/2)
®(00) + tanh(P®(c0)s/2)

(5.23)
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So by the Method of Characteristics the solution is

(t)*

F(t,p) = par L

Now F'(t,p) has to be transformed back, because of the simple shape this is no difficulty and one
obtains

f(t,e) = (1) exp(~2(t)e).
Having determined f(t,e) one can calculate the moments

[ o0 2
my(t) = /o b ft,e)de = <I>(t)2/0 e* exp(—(t)e) de = ]‘C!;)t(;lzﬂ

B B ®(00) + tanh(P(c0)s/2)
= Klo(t) F = k! <¢)(OO)(1 + ®(c0) tanh(®(00)s/2

k—1
))> . k=0,1,2... . (5.24)

Now the difference between the problems is the different choice of ®(c0) in the initial condition. In
Problem IV ®(oc0) is chosen to be smaller than one, that means in view of (5.21) that the number
of particles is decreasing, i.e. aggregation. Whereas in Problem V ®(oc0) is chosen to be larger than
one and hence the particle number is increasing, i.e. fragmentation. For Problem VI we choose
®(00) = 1 and therefore one obtains a steady state solution. For Problem VII we choose the second
initial condition fy(e) = 4e exp(—2e) and ®(co) = 1, which implies that the total number of particle
stays constant. We will directly give the solution to this problem. For the derivation of this solution
we again refer to [13] and [9]. The solution is

2
=5 e expie (5.25)
=1 ¢

for all £ > 0. The quantities are as follows
Ki(t) =T+t +exp(—t), Ks(t)=2—2exp(—t),
L(t) =9+t — exp(—t), P2 = %(exp(—t) —t—9)+ i d(t),
d(t) = t* 4 (10 — 2 exp(—1))t + 25 — 26 exp(—t) + exp(—2t).

One has to verify that the solution converges to the initial data as ¢t converges to zero. We will give
a rough presentation of this calculation. At first one writes the solution (5.25) as one fraction

(K1 + p1K2) (L + 4p2) exp(pie) + (K1 + p2Ka)(L + 4p1) exp(pz2e)
(L + 4p1)(L + 4p2) .

f(t’ 6) =

Now one can apply I’Hospital’s rule to this fraction. After that an important step is to split the p/
into two summands, i.e.

;o1 d'(t)
P12 = _Z@Xp(—t) +1)+ 8\/@
= A :‘:B

Now a carefully examination finally shows

—64e exp(—2e)

li t,e) =

= deexp(—2e) = fo(e).
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To verify that the moments are finite one has to proof that the p; are negative and hence that d(t)
is positive

pilt) = J(exp(—) — = 9) + 1 V/dlE

1
= Z(exp(—t) —t—9)+ Z\/t2 + (10 — 2 exp(—t))t + 25 — 26 exp(—t) + exp(—2t)
1 1
< —2—1t+1\/t2+10t+25+1

1 1
A

1 1 1 1
<2——t+-(t+5)+-=—2 <0,

- 4 4 4 2
po(t) = i(exp(—t) o9 % 10

1
—2— Z\/t2 + (10 — 2exp(—t))t + 25 — 26 exp(—t) + exp(—2t) < 0.
For d(t) one sees d(0) = 0 and

d(t) = 2t 4+ (10 4+ 2exp(—t))t + 10 — 2 exp(—t) 4+ 26 exp(—t) — 2 exp(—2t)
= 12t + 2exp(—t)(t + 25) — 2 exp(—2t) + 10
> 12t + 2exp(—t)(t +25) + 8 > 0,

so clearly d(t) is positive for all ¢ > 0. Therefore the moments are easily calculated to be

2
_ [~ +p’ ) Ka(t) Ooek’ex e) de
mit) = [ esterae = 35 REELIEE [7 oo
5 ~win Ka(t) + pi(0)Ko(t)
=K (pi) 1L(t) e (5.26)
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5.1.5 Approximation of the Source Terms
In the previous section the analytical solutions to the problems were shown. Now the methods shall

be applied to the problems and therefore one has to approximate the source term. For the QMOM
and DQMOM the approximation of the source term is the same. One has for the problems I — III

/ e*S(t,e) de ~ Z ko(ei)elw;, k=0,1,2...2n—1. (5.27)
0 s

For the improved DQMOM the approximation reduces to

/86 7t ) gre de—/ 6(e)f (L, ) (e) de
k=1,.
/¢ te(pk()dew{qb(ek_n)wk_n, k::n—i—l,...,Zn. (5.28)

For the problems IV — VII the situation is a bit more complicated, especially for the improved
D@QMOM. Here one has to use b(e,e’) =0 for e > ¢’ and f(t,e) = 0 for e < 0. One obtains for the
QMOM and DQMOM for k=0,1,...,2n—1

/ e*S(t,e)d / /C’e—e ) (te—e)f(te)dede—/ e*ale)f(t,e)de
/ / Cle, e )f(t,e)f(t,e)de de+/ / M(e Yo(e') f(t,e') de’ de

N/ kZC —ej,e5)f(t,e —ej)w; de — Zeae@

00 n 00 n
—/ ekZC e,ej)w;f(t e de—l—/ ekZM ei)b(e, e;)o(e;)w; de
0 0
7j=1
1 n n n n
522 ez+e] C(es, e)wjw; —ZZ@?C(ei,ej)iji
=1 j=1 i=1 j=1
n
+ Z [M Fble,e;) de — ef] o(e;)w;
i=1
1 > n e
=3 Z { (ei +e;)* — eﬂ Cles, e5)wjw; + Z [M(el)/ e*b(e, ;) de — ef} o(e;)w;.
i=1 j=1 i=1 0

Now one inserts the quantities and finally yields for £k =0,1,2,...,2n — 1

/OO ebS(t,e) de ~ ;ii [(ei +ej)F — eﬂ wjw;
0

i=1 j=1
1 T 2
+ 5®(00) > [k:+1 - 1} eF ;. (5.29)
=1

For the improved DQMOM one basically does the same calculations and obtains for k =1,...,2n

/OOO Pi(e)S(t,e)de ~ % D [Prlei + €5) — Pales)] wiw;
i=1 j=1

+ %(I)(oo) Z [2; /Oei Py(e)de — Pk(ei)} €;Wj.

i=1
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The polynomials Py are by construction of degree 2n — 1. Therefore one can use the n-point Gauss—
Legendre quadrature for the exact integration of the integral in the second summand. After trans-
forming the interval one obtains

/O Pi(e) de = ngk (5(&+1)w

To obtain the weights and abscissas for this specific quadrature one can use one of the algorithms
introduced in Section 3.3 or 3.4 with the moments
2

pp = k+1° :
0, k uneven

k even

It is not possible to use the PDA since negative abscissas are involved and the PDA therefore would
fail.
This calculation has only to be performed once at the beginning of the simulations.
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5.2 Comparison of Quadrature - Algorithms

In this section the three algorithms 3.2, 3.3 and 3.4 discussed in Section 3 are compared when they
are used in the QMOM. Since all of the moment equations are reduced to exclusively time dependent
equations one can use Runge Kutta Methods for solving these equations. We have used the standard
fourth order Runge Kutta Method, i.e. written in a Butcher Tableau

0
1/2 [ 1/2
121 0 1/2

10 o0 1
|1/6 1/3 1/3 1/6

Given the same set of moments the algorithms basically give the same results. Therefore we will not
present any results of the calculated moments, but we will focus on the time that is needed for a
calculation. We recall the results for the number of operations needed in these algorithms

PDA3.2 LQMD 3.3 GWA3.4
Summations 2n2 —1 2(n —1)2+3(n—1)+1 w +ion gy
Multiplications 4n* 4+ n —2 (n—12+(n-1) n(n;l) + n%n
Divisions on —1 (n—1)2+42n—1 3n — 1 "t
Square Roots n—1 n—1 n+1
FEigenvalue Problem 1 1 1
and specifically for n = 3
PDA32 | LQMD 3.3 | GWA3.4

Summations 17 15 13

Multiplications 37 6 10

Diwvisions 5 9 14

Square Roots 2 2 4

Eigenvalue Problem 1 1 1

The second algorithm 3.3 was used for the standard moments. The third algorithm needs an extra
moment mso,. The first one is calculated from the initial data and the following ones are calculated
from the obtained weights and abscissas using the given quadrature rule

n
~ § : 2n
mop ~ ez‘ w;.
i=1

A problem that occurs is, that this value is not the exact value.
Nicht im Original enthalten: Using Theorem 3.8 and 3.4 one obtaines for the approximation error

4@n)
6271
© n on de(2n) o=t n )
/0 e f(tve)de_zei wi:w@n,pdz@mpn):l_[%-
i=1 ’ i=1

As a consequence of this it may happen that the matrix (3.29) is not positive definite. Therefore
the Cholesky decomposition might fail. We observed that the Matlab procedure chol returned an
error because of that. But when the formula (3.30) are used, one can still perform this algorithm. We
guess that the use of the approximated moment makes the matrix analytically not positive definite.
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But the error seems to be small enough so that the method remains stable. As mentioned before
we did not run tests with Newton’s Method 3.5, because of the analytical results obtained for the
convergence theorem 3.10. Another disadvantage is the fact that all of the first three algorithms
perform a finite number of steps until the result is obtained. Whereas Newton’s Method is iterative
and therefore it is difficult to predict the number of steps that are needed for a certain accuracy. All
calculations were performed in Matlab 7.4. For all the Problems we have chosen T' = 10, dt = 0.01
and n = 3. The times were measured using the Matlab commands tic and toc. The time values are
given in seconds.

PDA32 | LQMD 3.3 | GWA3.4
Problem I 0.5741 0.5481 0.6095
Problem 11 0.5784 0.5471 0.6125
Problem III 0.5608 0.5454 0.6116
Problem 1V 0.4728 0.4586 0.5162
Problem V 0.4763 0.4533 0.4774
Problem VI 0.4758 0.4539 0.5004
Problem VII | 0.4709 0.4539 0.5

The important outcome of this is, that the second method, the Long Quotient Modified Difference
Algorithm is the fastest. This is consistent with the number of operations given in the table above.
The precise times may vary from system to system. Here the time differences are not that large but
we only simulated simple problems for only one location. In more difficult CFD computations one
needs to perform this computations in much more than one location. Even the size of a time step
may be decreased which leads to more iterations until the final time and therefore one expects larger
time differences between the algorithms.
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5.3 Comparison of the Three Main Methods

We finally want to compare the three Methods QMOM, DQMOM and the improved DQMOM for
the seven introduced problems. Again we have used the standard fourth order Runge Kutta Method.
It is important to note that this is a relevant topic for itself. The moments should always be the
moments of a positive weight function. Therefore they have to satisfy certain conditions. A good
indication for failure are negative abscissas during the calculations. A work that deals with this topic
was recently published by Vikas et al. [17]. For the problems treated here the standard method just
worked fine and we were not concerned with this topic.

If the problems would be space dependent one could use the Method of Lines which means that at
first the space variable is discretised and then the time integration is applied to the obtained system.
Taking into account the results from the previous Section 5.2 all of the calculations used the Long
Quotient Modified Difference Algorithm 3.3. As before we have chosen 1" = 10 and dt = 0.01 for all
problems. It is possible to choose a bigger dt for some problems. The initial moments were calculated
using a standard (left) rectangle rule on the interval [0, 100] with a step size h, = 0.1

1000

mi(0) =Y ((i = Dhe)* fo((i = 1)he)he.

i=1
For the first three problems we have chosen the following constants according to [12]

a=0.108, b=0.6 and (=0.78.

The Problems I — III all model growth laws with a constant number of particles, normalised to one.
Problem I is presented in Figure 2 and Figure 3. It describes particle growth in a free-molecular size

regime, see [12].
Problem II models the growth of solution droplets for sulfric acid-water droplets under certain quasi-
equilibrium conditions, see 12| and is presented in Figure 4 and Figure 5.

In Figure 7 and Figure 8 we display the results for Problem III. This problem describes diffusion
controlled growth, see [12].

The results for Problem IV are shown in Figure 9 and Figure 10. For this problem we have used
®(c0) =0.1.

Figure 11 and Figure 12 display the results for Problem V. Here we have used ®(oc0) = 5.

The steady state result for Problem VI with ®(oc0) = 1 is presented in Figure 13 and Figure 14.
Finally Figure 15 and Figure 16 show the results for Problem VII.
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5 Numerical Results

Fig. 2: Problem I, calculated moments mg, m1, mo and the relative error
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Fig. 3: Problem I, calculated moments ms, m4, ms and the relative error
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Fig. 5: Problem II, calculated moments mg, m4, ms and the relative error
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We will now compare the condition numbers of the linear systems in the DQMOM and improved
DQMOM for Problem II. We used the same parameters as before. In Figure 6 on can clearly see
the improvement due to the test functions. That the condition number is still that big is because
of the fact that the value for the largest abscissa is e, ~ 3.7626 10*. The growth of the condition
number in time is due to the problem. The moments of this problem grow and become very large,
e.g. ms ~ 1021

Condition Number of the System Matrix in the DQMOM
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Fig. 6: Condition number for the linear system in the DQMOM and improved DQMOM
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Fig. 10: Problem IV, ®(c0) = 0.1, calculated moments mg, my, ms and the relative error
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Fig. 11: Problem V, ®(o0) = 5, calculated moments mg, m1, my and the relative error
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Fig. 12: Problem V, ®(o0) = 5, calculated moments ms, my4, ms and the relative error
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Fig. 13: Problem VI, ®(o0) = 1, calculated moments mq, m1, my and the relative error
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Fig. 14: Problem VI, ®(o0) = 1, calculated moments ms, my4, ms and the relative error
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Fig. 15: Problem VII, calculated moments mg, m1, me and the relative error
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Fig. 16: Problem VII, calculated moments mg, my4, ms and the relative error
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These results can be interpreted as follows. The three methods basically give the same results for
the case of one internal variable. The qualitative behaviour of the relative error does not differ very
much. In fact in many figures one sees overlapping lines due to the same results. For the first three
problems the results can also be compared to those in [12] and one will see the consistency. It should
be remarked that the polynomials obtained in Section 4 seem to fit very good to the problems
one to three, but not that good to the remaining problems. The improved DQMOM simplifies the
calculation of some source terms drastically, as shown in (4.9). This then can be seen for example in
Figure 4 and 5 for Problem II. This underlines the fact that one has to find different test functions
for different types of problems. We therefore suggest to use the QMOM combined with the LQMD
for problems with one internal variable, if the test functions do not improve the computation. For
the case of more then one internal variable further work will be required. The fact that the relative
error seems to be quite large in the beginning, for example for mg of Problem IV Figure 9, is due to
the approximation error of the initial moments. If the accuracy would be higher the relative error
will decrease in the beginning. This does not affect the qualitative behaviour of the relative error.
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6 Conclusion

In this work we have presented moment based methods for the numerical treatment of Population
Balance FEquations. The MOM was discussed as it highlights the key idea of using the moments.
Furthermore we have shown the main disadvantage that led to the formulation of the QMOM.

For the QMOM we discussed four methods to obtain the quadrature weights and abscissas. The
Product Difference Algorithm 3.2 was first discussed, since it was suggested in [12] and therefore it
became the commonly used one. A comprehensive proof of correctness was given for this algorithm.
The understanding of such algorithms is of importance when such methods as the QMOM and their
potential failures are discussed.

As the second algorithm we introduced the Long Quotient Modified Difference Algorithm 3.3. To
the authors knowledge, this algorithm has not been used in the QMOM yet. We have shown that
this algorithm needs less operations than the PDA when used for the standard moments. Further-
more it can be applied to modified moments which may increase the stability of the whole method.
Considering the results in section 5.2 we suggest to use this algorithm for calculations where such
algorithms play a crucial role in the process.

The third algorithm 3.4 presented by Golub and Welsch was discussed as another alternative. Alt-
hough it is not recommended for the use in the QMOM for one internal variable, we suggest to
investigate this algorithm for multidimensional quadrature. In the original work [6] the moment
matrix (3.29) was derived for multidimensional moments and even the result that the columns of
the inverse matrix form an orthogonal system of polynomials is given for more than one dimension.
Therefore we assume that the remaining part can be extended to multivariate case, at least for
certain .. That would give the opportunity to easily extend the QMOM to multivariate cases as
an alternative to the DQMOM.

The last algorithm that was discussed was Newton’s Method. We have shown theoretical worst case
estimates for the convergence of this method. This led to the conclusion that this approach is very
expensive an therefore it is not recommended. It still may be that there is a feasible practical ap-
proach to use this method.

The next method that was introduced is the DQMOM. For this method we discussed the standard
derivation as given in [10] and an approach without using distributions. Furthermore we derived the
multidimensional DQMOM. A result obtained in [5| was given in Section 2.4. This result is used to
estimate the condition number of the nonlinear system (2.8) and the system matrix of the linear
system (2.14) from below. To the authors knowledge this was not done before. Given the estimated
condition number we thought of improving the DQMOM. In Section 4 we made our suggestions.
We derived a formulation that makes it possible to choose any suited test function to work with
in the DQMOM. We used polynomials that were obtained by Hermite interpolation. That might
not be the optimal choice, but we surely improved the condition number of the linear system. With
this new approach one can investigate the underlying problem and then choose the right set of test
functions that for example reduce computational time or increase the stability of the calculations.
Our approach was only discussed for the mono variate case and it includes the standard DQMOM.
It therefore has to be investigated in which way this can be extended to the multivariate case.
Finally we discussed seven different problems in order to compare the numerical with the analytical
results. These have shown that the three compared methods are nearly giving the same results.
The last thing we would like to remark is concerned with the reconstruction of the Particle Size
Distribution. The first three algorithms discussed in Section 3 all calculate certain coefficients §; and
«;. These are the coefficients of the recurrence relation for the orthogonal polynomials corresponding
to the PSD. Given 2n moments it is therefore possible to determine these polynomials up to p,. Now
one can think of expanding the PSD in a series of its orthogonal polynomials. Perhaps this will give
a good approximation. Of course one has to increase n. We have done calculations with n = 10 and
obtained satisfying results for all the moments. Another possible approach can be the idea which
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was used to prove the correctness of the Product Difference Algorithm. One knows the moments and
therefore one can calculate an approximation of the Stieltjes Transform of the PSD. It remains to
invert the transform to obtain an approximation of the PSD itself.
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