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Abstract

We survey a number of recent results and suggest some new ones on periodic
solutions of systems with hysteresis. The main focus of this work is the situation
when simple one-parameter structures of periodic regimes appear. We consider
forced oscillations, cycles of autonomous systems and Hopf bifurcations from the
equilibrium and from infinity.

1 Introduction

We consider periodic solutions of systems with hysteresis nonlinearities focusing on Hopf
bifurcation problems and on the natural situations when periodic regimes form continuum
sets. Those situations are defined by the simple condition ||z||c < p that should be
satisfied for the components of periodic solutions in the finite-dimensional space of phase
variables z, where p is determined by the hysteresis nonlinearity and characterizes the
size of the hysteresis region. For example, the estimate ||z||c < p can be derived from
a priort estimates of periodic solutions. If it is satisfied, then generically each periodic
regime (if any exists) is included in the connected continuum of periodic regimes whose
structure can be described in simple terms both for nonautonomous and autonomous
systems. Existence of such a continuum was observed already in early applications of the
operator theory of hysteresis [24]. In the complementary case ||z||c > p periodic regimes
are typically isolated.

An interest to problems on bifurcations in systems with hysteresis is motivated by phe-
nomena observed in real systems where variation of parameters leads to sudden changes
of dynamics. Recent numerical results justified also by theoretical analysis show that
systems with hysteresis nonlinearities can exhibit a rich spectrum of bifurcations, in par-
ticular bifurcations of periodic regimes, subharmonics, quasi- and almost periodic motions,
appearance of regions of complicated and chaotic behavior and others. For example, this is
the case for simple models like second order differential equations with a hysteresis term,
which is responsible for bifurcations [18, 19, 20]. Here we present a number of results
on one type of bifurcations, namely Hopf bifurcations of cycles in autonomous systems,
discussing mainly sufficient conditions for some parameter value to be a bifurcation point
and structures of the sets of cycles. One should take into account that hysteresis nonlin-
earities are not differentiable and analysis of bifurcations should be based on approaches
alternative to the ones standard in smooth problems.

The paper is organized as follows. In the next section we recall shortly a definition of the
Preisach nonlinearity. Section 3 presents statements on continua of periodic solutions and
the structure of such continua, which is basically one-parametric. In the last subsection



we suggest some results on continua of cycles of autonomous systems analogous to that
presented before for problems on forced periodic oscillations. Section 4 contains theorems
on Hopf bifurcations, including bifurcations from an equilibrium (subsection 4.2) and from
infinity (subsection 4.3) for equations with one scalar parameter. In subsection 4.4 we
study systems without parameters that have a continuum of small cycles accumulating at
the equilibrium and consider relations of the problem to Hopf bifurcation problems.

The main objective of the paper is to survey a group of recent results on periodic problems
with hysteresis that can be approached by common analytic methods. We omit most of the
proofs, restricting ourselves with the presentation of some of their sketches and references
to the literature.

We consider systems with the Preisach hysteresis nonlinearities, which is an important
class in various applications (see, e.g. [17, 23]). Similar results can be obtained for some
other classes of hysteresis nonlinearities like, for example, the Prandtl — Ishlinskii, May-
ergoyz — Friedman, Mroz models, sometimes straightforwardly, sometimes with a more
essential modification of formulations and proofs. It is important to stress that we consider
equations that include outputs of the hysteresis nonlinearities rather than time-derivatives
of the outputs. If the derivatives only are included, then continua of periodic regimes are
generically not observed.

2 Systems with the Preisach hysteresis nonlinearity

2.1 Preisach model

By Ras|:] we denote the input-output operator of the elementary hysteresis nonlinearity
called the nonideal relay with the two states {0, 1}, which is defined in a standard way.
Here «, (8 are the thresholds of the relay, they satisfy a < 3. The relay inputs are any
continuous scalar functions x = z(t) defined on a semiaxis ¢ > ¢y, its outputs (called
also variable states) are functions n = 7n(t) with the values 0 and 1 defined on the same
semiaxis t > t;. Assume that an initial state ny = n(to) of the relay is admissible for a
given input x = x(t), which means that 9y = 0 if 2(¢y) < a, no = 1 if 2(ty) > § and 7 is
any of the numbers 0,1 if & < z(ty) < 3. Then the relay output n(t) = (Ras[nolx)(t) is
defined by

no, if o <x(t) < pforallte ty,T];
1, if there is a t; € [to, 7] such that
(Raglnolz) (1) = x(ty) > [ and z(t) > « for all ¢t € [ty, 7];
0, if there is a t; € [to, 7] such that

z(ty) < aand z(t) < ¢ for all t € [ty,7].

This formula implies that the output 1 has at most finite number of jumps (relay switches)
on every segment [to, t] and that n(7) = 1 whenever z(7) > [ as well as n(7) = 0 whenever
z(1) < a.

The Preisach hysteresis nonlinearity may be described as a collection of relays (with all
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possible thresholds) that have a common input and function independently. For the strict
definition, consider the set W of nonideal relays parameterized by the pairs (a, 3), each
relay is represented by a point of the half-plane 1T = {(a,3) € R? : a < }. Let a
probabilistic measure p be defined on II. Denote by Q(zg) the set of all measurable
functions no(c, 8) : T — {0, 1} satisfying

no(a, f) =0 for a > xo; no(a, ) =1 for B <

and define &, = U, cr§2(xg). The states of the Preisach nonlinearity are all functions
no = no(a, B) € €. The further construction is based on the fact that for every continuous
input z : [ty,00) — R and every initial state 17y € Q(z(t)) (such initial states are called
admissible for the input x = x(t)) the function

n(t, @, B) = (Ragno(e, B)])(t) (1)

satisfies n(t,-,-) € Q(z(t)) C €&, for each t > t;. This allows to use formula (1) as the
definition of the input-state operator

n(-) = (Clnol=)(-)

of the Preisach nonlinearity that assigns the variable state ) : [y, 00) — &, to a continuous
input = and an admissible initial state 79. The scalar output y : [ty,00) — R of the
Preisach nonlinearity is defined by the formula

y(-) = (@(Cnol=))(-)

where the functional ¢ : &, — R is given by

))://Hno(aﬁdu

It means that for a given input x = x(¢) and an admissible initial state 7, the output

equals
0= [[ ntap)dn= || Rusbmie o). 120,

which is interpreted in the sense that the outputs of the individual relays of the set W
are averaged over the domain II 3 («, ).

Everywhere below we use measures p such that all outputs of the Preisach nonlinearity
are continuous functions (although the outputs of individual relays have jumps). For
example, this is true if g has a bounded density h = h(a, ) with respect to the Lebesgue
measure. Since the measure i is probabilistic, all the outputs satisfy the uniform estimate
0 <y(t) <1 for all .

Further properties of the Preisach model and its more detailed description can be found
for example in [12, 3, 15, 17].



2.2 Lipschitz continuity of the Preisach nonlinearity

Let us metrize the state space €, of the Preisach nonlinearity. A usual way to do it is to
use the Li-type metric

pr () = / / imus, B) — (e )] d. 2)

With respect to this metric the state space of the Preisach nonlinearity is partitioned to
the natural equivalence classes. The correctness of the partitioning is justified in [12],
where it is shown that if the functions 7, (to), 72(to) € €, satisfy p1(n1(t9), n2(to)) = 0 then
p1(m(t),m2(t)) = 0 at every moment ¢ > t, for the variable states 7;(t) = (I'[n;(t0)]z)(1),
which also implies the equality y; = y» of the outputs y;(t) = ®(n;(1)).

For simplicity, assume that the measure p has a bounded density h(c«, 3) with respect to
Lebesgue measure such that h(«, 3) < h, in II and h(«, 5) = 0 for a < 3 — v, with some
Vi, hs > 0. As it is proved in [12], these relations imply the global Lipschitz continuity of
the input-state and input-output operators of the Preisach nonlinearity. More precisely,
for every pair of continuous inputs z; : [tp,00) — R and admissible initial states n;(to)
the variable states 7;(-) = (I'[n;(t0)]z;)(+) and outputs y;(-) = (®(n;))(-) satisfy for each
t >t

1 — w2llcog < pr(mu(t), m2(to)) < pr(mi(to), m2(to)) + 2huysllz1 — 22|l clog,

where ||z]|cjo,q = max{|z(7)| : to < 7 < t}. The proof of these estimates is based on a
simple explicit algorithm to construct variable states 7;(+), which we do not consider here.

2.3 Closed systems with the Preisach nonlinearity

We shall consider closed systems of the form

dz/dt = F(t, 2(t),y(t)), z € Rt >y,

y@) = (I)(n(t))a (3)
n(t) = Thto)lz)®),

z(t) = (cz2(1),

where (-,-) is a scalar product in R%. Here z is a scalar continuous input of the Preisach
hysteresis nonlinearity, y and n are the scalar continuous output and the changing state
of this nonlinearity.

We assume that the function F(-,-,-) is continuous with respect to the set of its ar-
guments and T-periodic in t. Solutions of (3) are defined in a standard way as pairs
(z,m) = (2(t),n(t)) with the continuously differentiable first component. Their values lie
in the phase space R? x €, of system (3). Remark that the Volterra property allows to
consider inputs, variable states and outputs of the hysteresis nonlinearity on finite inter-
vals. Therefore solutions of system (3) may be defined on finite and infinite intervals like
for ordinary differential equations.

Along with system (3), its particular cases will be considered where the first equation
has the form L(d/dt)x = f(t,z,y) with a scalar differential polynomial L as well as
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autonomous systems with F' independent of ¢. In section 4 we consider also autonomous
systems depending on a parameter.

3 One-parameter sets of periodic regimes

3.1 Example

In order to start with a simple example of a statement on existence of a continuum of
periodic solutions, we consider the system

L(d/dt)l‘ = f(t,x,y(t)),
y(t) ®(n(t)), (4)
n(t) = (Lln(to)]z)(t)

with
Lp) =p" +ap™ + - +a

where z(t) and y(t) are input and output of the Preisach nonlinearity and the function
f(t,z,y) is supposed to be continuous and satisfy f(t,z,y) = f(t+7T,x,y) for some T" > 0.

Let us split the set of all T-periodic solutions (z(t),n(t)) = (z(t+T),n(t+T)) (t > to) of
system (4) into disjoint equivalence classes, assigning two periodic solutions to the same
class if they have the same first component and their second components 7;(t) satisfy
O (n1(t)) = O(12(t)), i.e. the variable states n;(t) define the same periodic output of the
Preisach nonlinearity. We denote the equivalence class of periodic solutions (z(t),n(t))
by [z(t),y(t)] where y(t) = ®(n(t)) for all its representatives.

Classes [z(t),y(t)] are natural by several reasons. First, the main first equation of sys-
tem (4) contains inputs and outputs rather than variable states n(t) of the hysteresis
nonlinearity. This situation is typical regarding that states of the hysteresis nonlinearity
are basically considered as values that one can neither observe nor control. Secondly,
the second components of all periodic solutions (z(t),n(t)) that belong to the same class
[z(t),y(t)] are related by simple explicit formulas, which we discuss below.

Let for all t,z € R
[f(t2,y)l < qlzl+b,  ye0,1] ()

(here [0, 1] is the range of output values of the Preisach nonlinearity). Suppose that all

the zeros of the polynomial L(p) are different from the numbers nwyi (n € Z) where
wo =27 /T. Set

) 1/2
k= max |L(nwod)| !,k = TW(IL(O)\2+2;|L<nwoz’>\2> G
Actually, these formulas define the norms k& = ||H||z2_;2 and k; = ||H| z2—c of the

solution operator H = H(T') sending a function u = u(t) to the solution = Hu of the
T-periodic problem for the linear equation L (<) # = u(t) in the spaces L? = L2[0,T] and
C = C0,T7.



To be simple, we shall always assume in this section that the measure p of the Preisach
nonlinearity has a bounded density h = h(«, 3) with respect to the Lebesgue measure.
Define the scalar function

a(r) = p({(e, B) o < =1, 7 < B}), r >0, (7)

and denote by R,, the least nonnegative solution of the equation fi(r) = 0 if any exists. If
f(r) > 0 for all » > 0 then we set R, = oo. The value R, plays an important role in all
the statements below.

Proposition 3.1. Let estimate (5) hold and

k1T
1—qk

gk < 1, < R,. (8)

Then there exists a one-parameter continuum of classes [zx(t),yx(t)] (0 < A < 1) of
T-periodic solutions to system (4), which classes are different for different X\. Assume
additionally that the density of the measure p satisfies

h(a,B) <v(f — a), a < 3, (9)

where v is integrable on the positive semiaxis, i.e.

(e 9]

v = /V(s) ds < oo. (10)

0

Moreover, assume that the function f(t,z,y) satisfies the Lipschitz condition

[tz y1) = f(E 22, 92)] < glon — @2 + qilys — v (11)
forallt,z; e R, 0 <y; <1 and
1—qk
21/001431\/?.

Then the set of all T-periodic solutions of system (4) is the join of the classes [xx(t), yx(t)]
(0 < X <1) above and there are numbers c; such that

|22, () =20, (O)lle < el = Aoy lun () =90 ()lle S ol — Ao, A €[0,1]. (13)

G < (12)

For example, consider equation
2"+ = sin(vV/2t) + p(2y(t) — 1) (14)

where z and y are the input and output of the Preisach nonlinearity, p > 0. Here T = /2,
estimate (5) holds with ¢ = 0, b = 1 + p and quantities (6) equal

1 2 1 2
k=1, gy L [Y2TESORT) o

2\ 1—cos(v2n)
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Therefore the first of estimates (8) holds. Assume that the density h = h(q, 3) of the
measure f is defined by

h(a,B8) =1/(2r%) if —r<a<p<r; h(ca, 3) =0 otherwise.

Then R, = r and the second of estimates (8) has the form

r_ \/2#2 + V27 sin(v/27)
1+p 4(1 — cos(v/2m))

~ 1.747. (15)

By Proposition 3.1 this estimate implies that equation (14) has a one-parameter contin-
uum of classes [x)(t), ya(t)] of periodic solutions of the period v/27. Furthermore, the
Lipschitz estimate (11) holds with ¢; = 2p and from

h(o, B) < 1/(2r%) if 0<f—a <2, h(c,3) =0 otherwise

it follows that v, = 1/r, therefore estimate (12) takes the form

g 4\/27T2 + /27 sin(v/27)

~ 6.9876. (16)

P 4(1 — cos(v/27))

The second part of Proposition 3.1 implies that if estimates (15) and (16) are valid, then
the set of all v/27-periodic solutions of equation (14) is the join of the classes [z (%), ya()]
(0 < XA <1). In fact, these classes are related here by the simple formulas

oa(t) = 2o(t) +200(N),  walt) =wo(t) +6(A), A €[0,1],

where the continuous function 6 = §(\) strictly increases and 6(0) = 0. Note that estimate
(15) implies r 2 1.747.

One can use operator norms different from (6) to conclude that all T-periodic solutions
of system (4) constitute a one-parameter set of classes [z, (), yx(t)]. For example, those
conclusion and estimates (13) are valid if the relation ko(¢ + 2v5¢1) < 1 holds with
ke = ||H||c—c. This relation and relation (12) of Proposition 3.1 do not imply each
other and give different estimates for the coefficients ¢ and ¢; of the Lipschitz condition
(11). Remark that the norm k = ||H|[;2_ 2 equals the spectral radius of the operator
H = H(T) and that if gk < 1 (i.e., the first relation of (8) holds) then estimate (5) alone
implies that system (4) has at least one T-periodic solution, which may be eventually
unique.

3.2 Structure of the set of periodic variable states and outputs

The following proposition describing the set of all possible periodic variable states and
outputs of the Preisach nonlinearity for a given periodic input explains why the one-
parameter continua of equivalence classes of periodic solutions appear and plays the main
role in the proofs of Proposition 3.1 above and further statements of this section on such
continua.



Consider a continuous input which is periodic on the semiaxis ¢ > ty, i.e. z(t) = z(t+ 1)
(t > to). For some admissible initial states 1y = no(«, 3) the variable state n(t) =
(T[no]x)(t) and the output y(t) = ®(n(t)) of the Preisach nonlinearity are also periodic
on the semiaxis t > ty. To describe the class of all such variable states and outputs for a
given input z(t), let us define the numbers z,, = min z(t), x5, = maxz(t) and the sets

G(xm,zy) ={(a,0): a < xp <y < B}, G, war) = T\G (2, Tas)

on the half-plane II = {(a, ) : @ < (}. From the relay definition it follows that if
(e, B) € Ge(Tm, xpr) then the relay output (Rq.g[-]z)(t) is periodic on the semiaxis ¢ > tg
for exactly one of the two initial relay states 0 and 1, for the other initial state the output
is either not periodic or not defined. A unique (for a given z(t)) periodic relay output we
denote by 1, (¢, v, ) and set

(Do)t // (0, 8) dia(0, B) 4 Ap(Glamwar), 210, (1)

zm 1‘]\4

where 0 < A < 1. For each A, this operator is defined on the class of all continuous
periodic functions z : [tg, 00) — R, acts in this class and sends a function = z(t) with
a period T to the function Jyx with the same period.

Denote by & the class of all functions ¢ : Ry — R such that |g(y1) — g(y2)| < |y1 — vl
(y1,y2 > 0) and define the function

)= sup pf{(a,B)ell:ja+B—-g(B—a)|<e}, €20, (18)
g=9(y)€B

which is nondecreasing, nonnegative and satisfies ¥(¢) — 0 as € — 0, since we assume
that the measure 4 has a bounded density.

Proposition 3.2. The following statements hold:

(i) For any periodic input x(t) = x(t +T) (t > to) the formula y(t) = (Jhx)(t) with
A ranging over the segment 0 < X\ < 1 defines the class of all outputs of the Preisach
nonlinearity that are periodic on t > t.

(ii) For any periodic input z(t) = z(t +T') (t > to) the formula

(t.o ) = {npﬂ(t,a,ﬁ) if either B > a > x,, or xp; > [ > « or both, (19)

7)*(0475) Zfa<xm§$M<B>
where n.(a, B) is an arbitrary measurable (w.r.t. the measure ) function with the values
0,1, defines the class of all periodic variable states n(t) = n(t,«, 3) of the Preisach non-

linearity. Their periods equal the period of the input, i.e. n(t) =n({t+T) (t > to), and the
periodic output y(t) = ®(n(t)) for variable state (19) is defined by y(t) = (Jnx)(t) with

A (G (m, xar)) = p({(a, B) € G(am, xar) 2 nula, §) = 1}). (20)

(i) Fach variable state n(t) = (U[-]z)(t) (t > to) equals one of variable states (19) on the
semiaris t > tog+ T.



(iv) For every pair of periodic inputs x; = x;(t) (t > to) with a period T and every
A€ [0,1]
|Tzr = Dazllcr orr < 20 (21 = z2llepo o) - (21)

From conclusion (iv) it follows that operator (17) is uniformly continuous in the space
Clto,to + T for each X\ (we identify periodic inputs and outputs with their restrictions to
the period). If relations (9) and (10) hold, then |¢(¢)| < ve, which implies the global
Lipschitz estimate

|1 — TnZallcltoto+1) < 2Vs0 |1 — T2l oft0,10+17- (22)

By Proposition 3.2 for every class [x(t),y(t)] of T-periodic solutions of system (4) the
relation y(t) = (Jhx)(t) with some A € [0, 1] is valid. Under the conditions of Proposition
3.1 such classes [z(t), (Jxx)(t)] exist for all 0 < A < 1 and are pairwise disjoint. Actually,
dependence of the periodic problem on the parameter A rather than any special behavior of
the function f(¢,x,y) is the reason for existence of a one-parameter continuum of classes
of periodic solutions. Simple assumptions like estimates of the measure p density and
Lipschitz continuity of the nonlinearity f(¢,x,y) used in Proposition 3.1 may guarantee
that the set of all classes [x(t),y(t)] of T-periodic solutions is the image of the segment
0 < A < 1 under a one-to-one continuous mapping. The easiest way to construct examples
of periodic solution sets with any number of connected components is to consider open
loop systems consisting of the differential equation L(d/dt)x = f(t,x) without y and the
relations n(t) = (T'[n(to)]x)(t), y(t) = ®(x(t)) that define variable states and outputs of
the hysteresis nonlinearity. Here every periodic solution x;(t) of the differential equation
(if any exists) defines the one-parameter set of classes [z;(t), (Jxx;)(t)] (0 < A < 1) of
periodic solutions for the system.

3.3 Classes of periodic solutions

Now let us consider individual T-periodic solutions (x(t),7n(t)) of system (4) from any class
[z(t), y(t)]. Simple relations between their second components 7(t) follow from Proposition
3.2. Recall that by definition (z(t),n(t)) belongs to the class [z(¢),y(¢)] if and only if

n(t) = (Cln(to))2) (1), y(t) = ®(n(t)) and 5(t) =yt + T) for all ¢ > t.

Statements (i), (ii) of Proposition 3.2 imply that for every periodic solution (z(t),n(t)) €
[z(t), y(t)] the component n(t) = n(t, , 3) coincides on the domain («, 5) € Ge(zpm, Trr)
for all ¢ > ¢, with the function 7. (t, @, 5) uniquely defined by the input z(¢). Thus,
the components n(t) = n(t, «, 3) of the representatives (x(t),n(t)) of the class [z(t), y(t)]
differ from each other on the domain G(x,,xys) only, where these components do not
change with time, which means that 7(¢, o, 5) = n.(a, 5) on G(x,, x)r) for each individual
solution (z(t),n(t)). If u(G(zm,xar)) > 0, then one obtains all representatives of the class
[z(t),y(t)] inserting here characteristic functions n.(«, 3) of all measurable subsets of
G(zm, xpr) that satisfy a unique restriction, namely (20) should hold with the A € [0, 1]
defined by the equality

/ / per(t, 0, B) dja(cr, B) + A (G, 231)),

Gc(xm aml\l)



which is nothing else as y = Jyx. Since there is a continuum of such functions 7, =
N« (v, B), each class [x(t),y(t)] consists of the continuum of periodic solutions (z(t), n(t))
if u(G(zpm,xpr)) > 0. For example, under the conditions of Proposition 3.1 system (4)
has a one-parameter continuum of classes [z, (), yx(t)] of T-periodic solutions and each
of those classes is a continuum parameterized by the functional parameter 7, = n.(«, 3).

Formula (17) implies that Jyz = Jox for all A and the Preisach nonlinearity assigns a
unique periodic output to a given periodic input = x(t) if and only if u(G(zy,, zr)) = 0.
In contrast to the situation considered above, it means that the class [z(t), y(t)] of pe-
riodic solutions is not included in the one-parameter set of such classes [z (1), ya(t)] if
w(G(Zm, zpr)) = 0. Moreover, formula (20) implies that the class [x(t),y(t)] contains a
unique element (z(t),nye-(t)) in this case, since we consider functions n = n(a, 3) equal
almost everywhere with respect to the measure p as the same state of the Preisach non-
linearity. Thus, periodic solutions (z(t),n(t)) such that u(G(zm,,xa)) = 0 are basically
isolated (if the nonlinearity f itself is not as complicated that it ‘produces’ nonisolated
solutions). For example, the relation p(G (2, xa)) = 0 holds if z,,, < —R,, and x); > R,,.

3.4 Application of guiding functions

It is instructive to modify standard statements that guarantee the existence of at least one
T-periodic solution for systems with the Preisach nonlinearity like that using dissipativity
properties of the system, two-sided and one-sided estimates of nonlinearities, the Schauder
principle and degree theory (see, for example, [1, 10, 11]) in order to formulate sufficient
conditions for the existence of the continuum of such solutions. Under the hypotheses of
such statements obtained for different types of systems the periodic solutions admit an a
priori estimate ||z(t)||c < p of the z-component. This a priori estimate implies the similar
estimate ||z(t)||c < po for the corresponding periodic inputs z = (¢, z) of the Preisach
nonlinearity, for example with py = p|c|. If we assume that py < R,, in addition to the
conditions of those propositions, then the set of periodic solutions will include the one-
parameter continuum of disjoint classes [z)(t), ya(t)], 0 < A < 1. Here and henceforth we
denote by [z(t), y(t)] the class of all periodic solutions (z(t), n(t)) satisfying y(t) = ®(n(t))
for systems (3), similarly to the notation [z(t), y(¢)] used for system (4).

Let us consider in more detail how this approach works in an application based on the
method of guiding functions.

A scalar valued continuously differentiable function V' (2) is called a guiding function for
the ODE system 2’ = F(t, z) with z € R? if the gradient 7V (2) of this function satisfies
for some p > 0

(VV(2),F(t,z)) <0 if |z|>p, teR (23)

Let the continuous function F(¢,z) be T-periodic with respect to t. The simplest fact
illustrating the role of guiding functions in the study periodic problems is that estimate
(23) and the relation |V (z)] — oo as |z| — oo imply the existence of at least one T-
periodic solution of system 2z’ = F'(¢,z). An important idea that leads to less restrictive
existence conditions is to use several guiding functions. From (23) it follows that outside
some ball in R? the vector fields 7V (z) and —F (¢, 2) are linearly homotopic and do not
have zeros for every t;. Therefore if V;(z) with j = 1,...,k are guiding functions for
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the system 2’ = F'(t, z), then the Kronecker index at infinity is defined for each gradient
vector field \7V; (%) and all these indices coincide. The common value of these Kronecker
indices is called the topological index of the finite set of guiding functions Vi(2), ..., Vi(2).
Such a set is called complete if

Vi) + -+ [Vi(z) = 00 as [z] — oo (24)

The most classical theorem is that if there exists a complete finite set of guiding functions

with a nonzero topological index, then the system has at least one T-periodic solution
(see, e.g. [14]).

If one uses a proper straightforward modification of the guiding function definition, then
the same statement holds for systems with hysteresis nonlinearities. Namely, consider the
system
dz/dt = F(t,z(t),y(t)), z € RY
n(t) (L[n(to)])(t),
z(t) = (¢ z(t))

with the Preisach nonlinearity, where F(¢, z,y) = F(t + T, z,y) is a continuous function.
Assume that for j =1,... k

(VVj(2),F(t,z,y) <0 if |z] >p;, 0<y<1, teR, (26)

relation (24) holds and the common value of the Kronecker index at infinity of the gradient
vector fields 57Vj(z) is nonzero. Then system (25) has at least one T-periodic solution
(see, e.g. [10]).

Combining this statement with Proposition 3.2 according to our basic approach, we arrive
at the following conditions for the existence of a continuum of periodic solutions. We use
the notations m; and M; for the smallest and the largest values of the guiding function
V;(2) on the ball |z| < p; and the notation

Gj:{ZERdlmj S‘/J(Z) SM]}

Proposition 3.3.  Let scalar valued continuously differentiable functions Vi(z), ...,
Vi(z) satisfy (24) and (26) and the Kronecker index at infinity of the gradient vector
fields 7V;(2) in R? be nonzero. Let a ball {z € R®: |2] < p,} contain the set GiN---NGy
and let R, > pi|c|. Then the set of T-periodic solutions of system (25) includes a one-
parameter continuum of disjoint classes [zx(t),yr(t)] (0 < A <1).

Remark that relation (24) implies that the set G; N --- N Gy is bounded. The conditions
of Proposition 3.3 imply the inclusion z(t) € Gy N - NGy, t >ty for the z-component of
each periodic solution of system (25) and therefore the a priori estimate ||z(t)||c < ps for
all such solutions.

If |V(2)] — oo as |z| — oo (i.e,, & = 1) then the Kronecker index at infinity of the
vector field 7V (z) is either 1 or —1. There are many other simple conditions, which
guarantee that the topological index of the complete set of guiding functions Vi(z), ...,
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Vi(2) is different from zero. For example, if one of these guiding functions is even, then
the topological index is odd.

The proofs of Propositions 3.1 and 3.3 are based on the same idea. Using operator (17),
one constructs an operator equation depending on A, whose solutions define the classes
[z(t), y(t)] of T-periodic solutions of system (4) (the classes [z(t),y(t)] for system (25),
respectively), then proves the existence of a solution for each A € [0, 1] and shows that
the solutions are different for different A. For example, one can use the operator equation

§(t) = f(t, (HE)(), (IHE)(1)) (27)

in the space L%0,T] to prove Proposition 3.1. From the definition of the linear operator
H = H(T) and Proposition 3.2 it follows that each solution £ = £(t) of (27) defines the
class [z(t), y(t)] of T-periodic solutions of system (4) with z(t) = (H&)(t), y(t) = (Thx)(t).
The existence of a solution &, of (27) for each A € [0,1] follows from (5) and the first
of estimates (8) by the Schauder principle. The second of estimates (8) and the a priori
estimate ||z]|¢ < kibVT/(1 — gk) of all T-periodic solutions of (4) imply that all the
classes [z (), yx(t)] of such solutions defined by the solutions &, of (27) are disjoint. If
the additional assumptions of the second part of Proposition 3.1 hold, then equation (27)
satisfies the conditions of the contracting mapping principle and therefore has a unique
solution &, for each A € [0, 1]; moreover, the map A — &, is Lipschitz continuous.

For the proof of Proposition 3.3 one can use the operator equation

z(t) = 2(0) + /0 F(s,z(s),(Tx)(s))ds  with  x(t) = (¢, 2(t))

in the space Cr([0,T]; R?) of continuous functions z = z(t) satisfying z(0) = z(7T') with
the uniform norm. The proof of the existence of a solution z, of this operator equation
for each A € [0, 1] follows basically standard lines of the guiding functions method. For
details of the proofs of Propositions 3.1 and 3.3 and for the proof of Proposition 3.2 we
refer to [22].

3.5 Autonomous systems

Our approach works similarly in periodic problems for autonomous systems. Yet, here it
leads to statements on existence of continua of cycles. By the same reason as in problems
on forced periodic oscillations, the continua of cycles have basically the similar type of
one-parametric structure as described above if the a priori estimate ||z||c < R, holds for
the cycles. We present one particular statement.

Consider the system
L(d/dt)z = f(z,y(t)),
y(t) = (), (28)
n(t) = (Tn(to)l=)()
with the Preisach nonlinearity. Its solutions of the form (z(t),n(t)) = (zo,n0) are called
stationary, for such solutions also y(t) = yo with yo = P(n9). We are interested in
conditions that guarantee the existence of nonstationary periodic solutions (z(t),n(t)) =
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(x(t + T),n(t + T)) of some period T" > 0. Since system (28) is autonomous, those
periods are a priori unknown. Furthermore, one should take into account that the set
of nonstationary periodic solutions contains together with any solution (x(t),n(t)) all its
time shifts (x,(¢),n.(t)) = (z(t+7),n(t+7)) with 0 < 7 < T'. Passing to the equivalence
classes [z(t),y(t)] = {(z(t),n(t)) : y(t) = ®(n(t))} of periodic solutions of system (28),
we see that the time shifts of solutions from a class [z(t),y(¢)] by the time 7 form the
class [z(t+7),y(t+7)]. In order to simplify the description of shift invariant structures of
periodic solution sets, we introduce closed curves v = {(z(t),y(t)) € R*: 0 <t < T} on
the input-output plane of the Preisach nonlinearity and say that the curve v represents
the class of all periodic solutions from the join J,,_,[#(t 4+ 7),y(t + 7)]. The curve 7 is
called degenerate if (x(t),y(t)) = (xo, o) and nondegenerate otherwise.

Let us consider stationary solutions in more detail. For 0 < XA <1, p € R set

oa(p) = n({(a, B) - a <G <p})+Ap({(e,0): a<p<F}) (29)

This function is continuous with respect to the set of arguments A\, p. As we know, the
Preisach nonlinearity assigns stationary outputs to stationary inputs for any admissible
initial states. Moreover, from conclusion (i) of Proposition 3.2 it follows that the values
of all the outputs y(t) = yo corresponding to the input z(tf) = xo form the segment
{yo = dr(mg) : 0 < A < 1} = [po(x0), p1(x0)]. Therefore the point (xg,yo) of the plane
(x,y) represents a nonempty class of stationary solutions (z(t),n(t)) = (xg, 1) of system
(28) with yo = ®(no) if and only if (zo,y0) = (p, da(p)) for some A € [0, 1] where p is a
solution of the equation

LO)p = f(p, oa(p))- (30)

If L(0) # 0 and the continuous function f(z,y) is bounded, then equation (30) has at least
one solution p = p*(\) for each X € [0,1] with |[p*(\)] < p1 = sup|f(z,y)||L(0)]~! and
therefore system (28) has stationary solutions. In particular, if there is a unique solution
p = p*(A) of (30) for each X and u({(a, B) : a < p < B}) > 0 whenever p € [—py, p1], then
the points representing all the classes of stationary solutions of system (28) on the plane
(x,y) form the continuous curve I' = {(zg, yo) = (p*(A), da(p*(N))) : 0 < A < 1} without
self-intersections.

Now we are ready to formulate a statement on existence of nonstationary solutions. Let
f(z,y) be a bounded continuously differentiable function satisfying the global Lipschitz
condition

|f(z1, 1) — fz2,92)| < qlz1 — 22| + @1]y1 — 2!, zj,y; € R (31)

We assume that relations (9), (10) are satisfied for the Preisach nonlinearity.

It is easy to see that if there are no zeros of the polynomial L(p) on the imaginary
axis and the coefficients ¢, ¢; in (31) are small enough, then system (28) does not have
nonstationary periodic solutions.

Let us assume that the polynomial L(p) has a pair of the conjugate imaginary zeros wyi
and the so-called nonresonance condition

L(nwyi) #0  for n=0,£2,43, ... (32)
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holds. Define on the positive semiaxis > 0 the function

™ ™

d(r) = /sint f(rsint, 1) dt — /sint f(=rsint,0)dt. (33)

0 0

Proposition 3.4. Let the polynomials L(wi) and SmL(wi) of the variable w have a pair
of common zeros £wqy (wo > 0) of the same odd multiplicity. Let nonresonance condition
(32) hold. Suppose that estimates (9) and (10) are valid, the bounded continuously differ-
entiable function f(x,y) satisfies the Lipschitz condition (31) and function (33) satisfies
|d(r)| > ¢ >0 forr > r,. Then there are numbers qo > 0, wy € (wo/2,wy) and wy > wy,
such that if ¢ + vsoq1 < qo, then the following statements are valid.

(i) The set of all stationary solutions of system (28) is represented on the plane (x,y) by
a continuous curve I', which may eventually degenerate to a unique point.

(i) If there is a point (z*,y*) of I such that
of
Ox
then system (28) has at least one class of nonstationary periodic solutions represented by

a nondegenerate closed curve v = {(z,y) € R* : =z =xz(t), y = y(t), t € [0,T)} with a
period satisfying 2w /wy < T < 27 /wy.

d(r,) ==(z*,y") <0, (34)

(iii) If estimate (34) is valid for all points of the curve I', then there exist numbersry,ro > 0
such that the x-components of all periodic solutions of system (28) with periods 27 /wy <
T <27 /wy satisfy

|2(t) = Z| Lyjo,r) = 715 lz()llclor < 7o (35)

where T denotes the average value of the function x(t) over its period. If in addition
R, > 1o, then the set of all nonstationary periodic solutions of system (28) includes a one-
parameter continuum of disjoint classes represented on the plane (x,y) by nondegenerate
closed curves vy, where \ ranges over the segment 0 < A < 1, those curves are different for
different X\ and the periods of all periodic solutions represented by them satisfy 2m/wy <
T <27/w.

By conclusion (iii), the z-components of all periodic solutions represented by the curves 7,
satisfy estimates (35) and consequently are separated from the one-dimensional subspace
of constant functions and from infinity in L?, C and other functional spaces, which implies
particularly that such periodic solutions are separated from stationary ones. Additional
assumptions about the function f and the measure u of the Preisach hysteresis nonlin-
earity guarantee that the one-parameter set of curves v, represents all periodic solutions
of system (28) and these curves depend continuously on A.

Formulas for the numbers qg, wy, we (they are defined by the polynomial L(p)) and esti-
mates (35) can be given explicitly. We do not present cumbersome explicit expressions!,
but consider as an example the equation

2+ = f(r,y(t)). (36)

!Further details, statements and proofs can be found in [9].
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Here the polynomial L(p) = p* + p? + p + 1 has the pair of simple roots =i,
L(wi) = (wi+ 1)(1 —w?), SmL(wi) =w(l—w?), wy=1

and 1/2 < w; < 1 < wq. For example, if the Lipschitz estimate (31) holds with ¢ = 0.305
and veq1 < 0.295, the equation p = f(p, ¢a(p)) has a unique solution p = p} for some
A € [0,1] and for all sufficiently large r

of

d(r) 5 (P2, o(3)) <0, |d(r)| > ¢ >0,

then equation (36) with the Preisach nonlinearity has nonstationary T-periodic solutions
with 5.575 < T < 8.913.

The so-called describing function (33) in particular cases has simple form. For example,
let the first equation of system (28) be

L<%)x = g(z) + qy(t).

Then
/2
d(r)=2¢ +4 / sint goga(rsint) dt
0
where goaa(z) = (g9(x) — g(—x))/2 is the odd part of ¢g. If goaa(x) — go as x — +o0,
then d(r) — dy = 2q; + 490 as 7 — +o00. If dy # 0, then the condition |d(r)| > ¢ > 0 of
Proposition 3.4 is satisfied for all sufficiently large r.

4 Hopf bifurcations

4.1 Preliminaries

Let some autonomous system depending on a scalar parameter b have an equilibrium
z.(b) for each parameter value from some interval (b_, b, ) and let those equilibria form a
smooth curve in the phase space Z of the system. We say that Hopf bifurcation occurs
and a parameter value by is a Hopf bifurcation point if for any sufficiently small » > 0
one can find a parameter value b, € (by — r, by + r) such that the system with b = b, has
a cycle which lies in the ball of radius r centered at the equilibrium z,(b,) (this type of
a weak definition of Hopf bifurcation was introduced in [5], where nonsmooth problems
were studied for the first time). Freely speaking, we consider bifurcation of a small cycle
from an equilibrium point of the autonomous system.

The simplest example is the equation
"+ b’ +x = f(x,2',b) (37)

with f satisfying f(z1, 22,0) = o(]z1| + |22]) as 21,22 — 0 uniformly with respect to b.
Here the origin is an equilibrium of the equivalent planar first order system for every b;
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the value b = 0 is a unique Hopf bifurcation point. Figure 1 presents a typical structure
of the set of cycles in the product of the phase space R? of the equivalent system and the
axis of parameter values b in case of a sufficiently smooth f. The cycles form a smooth
two-dimensional surface ¥ (a ‘cup’) passing through the origin (note that the picture is
local both in b and z = (21, 29), i.e. we consider cycles lying in a small vicinity of the zero
equilibrium and b small in absolute value only). Appropriate non-degeneracy conditions
guarantee that > is tangent to the plane b = 0 and lies on one side of it. In Fig. 1, ¥ lies
to the right of this plane, which means that the system has no small cycles for b < 0 and
has such cycles for small b > 0; for b = b’ the cycle is a cross section of ¥ with the plane

b=1"0.

21

F1GURE 1: Hopf bifurcation

Under the conditions of the classical Hopf Theorem (see, e.g. [16]) a similar picture is
observed for autonomous systems

dz/dt = F(z,b), z € RY (38)

of ODE of any dimension in some vicinity of the equilibrium z,(b). Let us recall more
precisely the algorithm to determine bifurcation points by linearization of (38). Since
the change of variables z — z + z,(b) places the equilibrium at the origin, let us assume
without loss of generality that z.(b) = 0, i.e. system (38) has the zero equilibrium for
all b. In this situation, we call by a Hopf bifurcation point for system (38) with a limit
period Ty > 0 if for any sufficiently small > 0 the system has a periodic solution z,(t)
of a minimal period T, > 0 for some b = b, and

%%X|Zr(t)| —0, b.—by, T,—Ty as r — 0.
Remark that periods 7). are not known a prior: and that we use an auxiliary parameter
r. The reason why the parameter b is not good for parametrization of the set of small
cycles becomes clear if one considers linear equations, for example z” + b2’ +z = 0, i.e.
equation (37) with f = 0. Here all the cycles exist for one parameter value by = 0, which
is a unique Hopf bifurcation point (the surface ¥ in Fig. 1 becomes a piece of the plane
b=0).

Suppose F'is differentiable with respect to z at the point z = 0 uniformly with respect to
the parameter b, i.e. F(z,b) = A(b)z + g(z,b) where sup, |g(z,b)|/|z| — 0 as |z| — 0, and
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let the matrix-valued function A(b) and the vector-valued function g(z,b) be continuous.
Assume that the matrix A(by) has a pair of simple imaginary eigenvalues? +iwg (wg > 0)
for some by, which implies that A(b) has a unique pair of simple eigenvalues o (b) £ 1w(b)
close to +iwy for b close to by. Let the derivative o'(by) of the real part of these eigenvalues
at the point b = by exist and the so-call transversality condition

o' (bo) # 0 (39)
and nonresonance condition
iwok & Sp(A(by)) forall keZ, k+# =+l (40)

hold, where Sp(A) is the spectrum of A. Then by is a Hopf bifurcation point for system
(38) with the limit period 27 /wq (for example, this follows from the results of [5]). If in
addition F' is sufficiently smooth, then according to the Hopf Theorem the small cycles
form a two-dimensional smooth surface in the product of the phase space R? of (38) and
the axis b. Moreover, information about the Taylor expansion of F' at the origin allows to
study further important problems including stability of the cycles, but we do not consider
those problems here.

4.2 Bifurcation in systems with Preisach hysteresis

Consider the autonomous system

dz/dt = F(z(t),y(t),b), z € RY,
y(t) = o(n(t)),
n(t) to)]) (%), (41)

I
~
'1
—

z(t) =

with the Preisach nonlinearity, where the first equation depends on the scalar parameter
b; the function F' is supposed to be continuous. We use the notation similar to that
introduced above in subsection 3.5. Solutions of the form (z(¢),7n(t)) = (z0,m0) are called
stationary, the point (29, 79) in the product R? x &, is called an equilibrium of the system.
By a cycle we mean the trajectory of any non-stationary periodic solution (z(t),n(t)) =
(2(t+T),n(t+T)) in R? x &,, with any T' > 0; actually, the cycle is a common trajectory
for all the time shifted periodic solutions (z,(¢),n,(t)) = (z(t +7),n(t + 7)), 0 <7 < T,

By definition, the pair (zp,79) is an equilibrium for some b if and only if F(zg,yo,b) = 0
with yo = ®(n9) and the state g = no(cv, 5) is admissible for the stationary input x(t) =
(¢, zp) of the Preisach nonlinearity, which means that ng(a, 8) = 1 whenever § < (c, 2)
and 79(«, 8) = 0 whenever « > (¢, z). Since the equation yo = ®(19) with a given y, has
a solution 7 in this class of admissible states if and only if

p({(e, B) r e < B < (¢, 20)}) < o < p({(a, B) - < B, < (¢, 20)}), (42)

2The existence of imaginary eigenvalues of A(by) is a necessary condition for by to be a Hopf
bifurcation point.
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we conclude that system (41) has an equilibrium if and only if the equation F'(zo, y,b) = 0
has a solution (2o, yo) satisfying (42). Similarly to the definition for ODE above, we call
by a Hopf bifurcation point for system (41) with a limit period Ty if for any sufficiently
small 7 > 0 the system has a nonstationary periodic solution (z,(t),n.(t)) with a period
T, > 0 for some b = b, and

mtax\zr(t)—zo|—>0, m?X,ol(m(t),no)%O, b, — by, T, — Ty as 1 —0,

where (zg, 1) is an equilibrium for b = by and p;(-, ) is the metric (2) in the state space
¢, of the Preisach nonlinearity.

To formulate the simplest statement on Hopf bifurcation for system (41), suppose that
there are z, yo satisfying (42) such that

F(z0,y0,b) =0 for all b.

Therefore system (41) has an equilibrium at the same point (zg,79) € R? x €, for all b.
Assume that the function F' can be linearized at the point (2o, yo), more precisely

with the matrix A = A(b) and the vector a = a(b) depending continuously on b and

y max|y_p,|<r |9(2, Y, )|
1m
2=z, y=y0 |2 — 20| + |y — Yol

=0 (44)

for some R > 0. In this situation, Hopf bifurcation points for system (41) are determined
by the matrix A(b) in the same way as for ODE.

Proposition 4.1. Let relations (43), (44) be valid and strict estimates

p(f{(a, B) o < B <{c,20)}) <o < p{(a, B) : v < B0 < (e, 20) }) (45)

hold in place of (42). Let the measure p have a bounded density with respect to the
Lebesgue measure. Suppose that the matriz A(by) has a pair of simple eigenvalues tiwy,
the transversality condition (39) and the nonresonance condition (40) hold. Then by is a
Hopf bifurcation point for system (41) with a limit period 2w /wy.

As an example, consider the equation
"+ b+ =2y(t)—1
where z(t) and y(t) are the input and output of the Preisach nonlinearity. If

p{(e,B):a <8 <0}) <1/2 < pu({(e, f) : e < B, ar < 0})

then b = 0 is a Hopf bifurcation point for this equation with the limit period 27. Here
x =22 =0, n = is a stationary solution for all b whenever 7, is an admissible initial
state for the zero input and ®(7y) = 1/2.
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4.3 Bifurcations from infinity

A similar approach to find bifurcation points works in problems on Hopf bifurcation from
infinity (bifurcation of large cycles).

Let us call by an asymptotic Hopf bifurcation point for system (41) with a limit period Tj
if for any sufficiently large  the system has a nonstationary periodic solution (z,(t),n.(t))
with a period T} > 0 for some b = b, and

max |20(t) — 20(T)| = 00, b — by, T, =Ty as 1 — 0. (46)

In other words, the system has cycles with arbitrarily large amplitudes of the z-component
and periods close to Ty for some parameter values arbitrarily close to by.

Suppose that the function F' can be represented as

F(z,y,b) = A(b)z + g(2,y,b), (47)
where )
lim max loCz., b)l =0 (48)
|z[ =00 [b—bo|<R, |y|<R: |2

for some R > 0 and every Ry > 0. Then the derivative A(b) of F' with respect to z
at infinity plays the same role in problems on Hopf bifurcation of large cycles as the
derivative at the equilibrium point in local problems above.

Proposition 4.2. Suppose that relations (47), (48) hold, the matriz A(by) has a pair of
simple eigenvalues tiwy, the transversality condition (39) and the nonresonance condition
(40) are valid. Then by is an asymptotic Hopf bifurcation point for system (41) with a
limit period 2w /wy.

This proposition is a consequence of a more general statement of [6]. Proposition 4.1 and
some further statements on Hopf bifurcation from an equilibrium can be found in [13].

4.4 Bifurcation with respect to internal parameter

As in section 3, let [2(t),y(t)] denote the class of periodic solutions (z(t),n(t)) = (z(t +
T),n(t +T)) (t > to) such that y(t) = ®(n(t)) and let us say that the closed curve
v ={(z(t),y(t)) : 0 <t < T} in the space R of pairs (z,y) represents the periodic
solutions of the join |y, [2:(t),y-(t)] and the cycles defined by these solutions.

Consider the autonomous system
dz/dt = F :
nt) = Tl
x(t) (c,z
that does not depend explicitly on parameters. Nevertheless, as we already know from
the previous section, problems on cycles of this system contain the parameter A\, which
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we call ‘internal’. This results in the fact that each closed curve v C R representing
a class of cycles (if any exists) such that the amplitude of their z-component is smaller
than the characteristic size of the Preisach nonlinearity is generically included in the one-
parameter continuum such curves 7,; a typical example is presented by conclusion (iii) of
Proposition 3.4.

It turns out that the curves 7y representing small cycles of system (49) can accumulate at its
equilibrium and form the structure similar to that observed for Hopf bifurcation problems
for ODE with a scalar parameter. Moreover, sufficient conditions for the existence of
those structure for system (49) with hysteresis are close to the classical assumptions of
the Hopf Theorem. Let us consider one example.

Let the equation F'(z, A) = 0 define a continuous branch z = ¢(\) of the implicit function
on some open interval A*. Denote by I' the curve (z,y) = (p(\),\), A € A* in RI*H!
and assume that for each point (29,y0) € I' relations (45) hold, which implies that this
point represents the class [z, yo] of equilibria of system (49). We shall suggest sufficient
conditions that guarantee the existence of a one-parameter set of the closed curves v with
vanishing diameters that accumulate at one of the points My = (29, 40) € I'. The density
of the measure p of the Preisach nonlinearity will be everywhere assumed to be bounded.

Let us suppose that the function F(z,y) is continuously differentiable with respect to
z and Lipschitz continuous with respect to y in some neighborhood of the curve I'. As
usual, set
A(N) = OF/0z(p(N), N), Ae A

Suppose that at some point My = (¢(Ag), Ag) € I' the spectrum Sp(A(Ag)) of the d x d
matrix A(Xg) = F/9z(p(Xo), Ao) contains the pair of simple eigenvalues iwg (wy > 0)
and the nonresonance condition iwyk & Sp(A(Xg)) holds for all integer k& # £1. Consider
the pair of the simple eigenvalues o () +1w(\) of A(\) satisfying o () iw(Ag) = Fiwo,
where the real continuous functions o(\), w(\) are defined in some neighborhood of Ag.

Proposition 4.3. Let the function o(X\) take values of both sign in each neighborhood of
A = Xo. Then for every small v > 0 system (49) has a class [z.(t), y-(t)] of nonstationary
periodic solutions of a period Ty, all the closed curves 7y, = {(z,y) € R4 : 2 = 2,.(t),y =
y-(t),t €[0,T,)} are different for different r and

max |2(t) — ©(Xo)| — 0, m§X|yr(t) —Xo| — 0, T, — Tp=2m/wg (50)

as r — 0, i.e. the curves 7, shrink to the point My and periods approach T.

Particularly, the conditions of this propositions are satisfied if the function o () is differ-
entiable at the point A = Ay and the transversality condition ¢’(\g) # 0 holds, which one
can consider as the main case.

The simplest example of system (49) satisfying the conditions of Proposition 4.3 is
o'+ (y(t) — k)2’ + z = g(z,y),

where x and y are the input and output of the Preisach nonlinearity and g(z,y) = o(|z|+
ly|) as z,y — 0. If

p{(@.f):a<f<0}) <r<p({(e,f): a<fa<0})
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then this second order equation has the continuum of disjoint classes [z,(t), y,(t)] (0 <
r < rp) of nonstationary periodic solutions with periods T, such that max; |z, (t)] — 0,
maxy |y,(t) — k| — 0 and T, — 27 as r — 0.

If the function F(z,y) is sufficiently smooth in a neighborhood of the point My, then the
functions o(\), w(\) are continuously differentiable and

Fle\) + A +v) =AM+ a(MNv +g(A\, () (51)

for A close to Ay and ¢ € R% v € R small in absolute value. Let the matrix-valued
function A(\) and the vector-valued function a(\) be Lipschitz continuous and let the
residual term ¢ satisfy uniformly in A

|g()‘7 Cla 1/1)
lg(A1, Gisn) — g(Ag, (o, 1)

o(p), (52)

| <
| < o(p)I A= Aa|+e(p) (IG1 =Gl + 1 =12 (53)
whenever |(l, |v;| < p with e(p) = o(1), p — 0. In this situation, Proposition 4.3 is
supplemented by the following statement.

Proposition 4.4. Let relations (51) — (53) hold and o'(X\g) # 0. Let the density of the
measure |1 of the Preisach nonlinearity be Lipschitz continuous with respect to both the
arguments «, 3. Then there is a vy > 0 such that the curves v, = {(z,y) € R¥! : 2 =
2(t),y = y.(t),t € [0,T})} representing cycles of (49) in R¥ and satisfying (50) as well
as their periods T, depend Lipschitz continuously on r for 0 < r < ry. Moreover, there is
a neighborhood U C R of the point My € T such that each closed curve v lying in U
and representing a class of cycles of (49) with a period sufficiently close to Ty belongs to
the set of curves v,, 0 <r < ry, i.e. there are no other such curves in U.

We stress the difference between the conclusion of this proposition and that of the state-
ments of subsection 4.1 on Hopf bifurcations in systems without hysteresis. System (49)
with the Preisach nonlinearity has a continuum of small cycles in the phase space (this
continuum is the join of the classes of cycles represented by the curves v, with 0 < r < ry),
while system (38) has typically at most one small cycle in the phase space for each value
of the parameter, the surface like that shown in Figure 1 in the product R%! of the phase
space and the parameter axis consists of cycles existing for different parameter values.

Another remarkable difference is seen if we consider the asymptotics of the cycles. Small
cycles of system (38) form a smooth surface® in the space R4 of pairs (z,b). The curves
7, representing cycles of system (49) in the space R?*! of pairs (2, y) form a structure close
to a cone, like it is shown in Figure 2. More precisely, the curves ~, are asymptotically
close to the ellipses &, = Mg + (2., y.) +7(C,0) for small » > 0, where My + (2, ys) is
a ray tangent to the curve I' at the point My and C is an appropriate cycle of the linear
system 2z’ = A(\g)z (the cycles 7C form a plane in the phase space R? of 2/ = A(\g)z).
The Hausdorf distance between +, and &, is o(r) as r — 0; Figure 2 shows the curves
v, and the two-dimensional cone surface formed by the ellipses &, with the vertex at the
point M. Some further details can be found in [7].

3We consider sufficiently smooth nonlinearities F'(-, -).
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FI1GURE 2: Curves 7,

4.5 Dimension of the set of cycles of system with a parameter

Let us consider again small cycles of system (41) in case of Hopf bifurcation from an
equilibrium (zg,79) at the Hopf bifurcation point b = by. Here the problem includes the
‘external’ parameter b and the ‘internal’ parameter A. So, one might expect that the set
of closed curves v = {(z(t),y(t),b) € R¥*2 : t € R} representing small cycles of (41) in the
space R%*2 of triples (z,%,b) in a vicinity of the point Ny = (20, %0, bo) with yo = ® (1)
is generically two-parametric and that these curves accumulate at the points of some
curve S passing through the point Ay and representing equilibria of (41). Namely, if
F(20,v0,b0) = 0 with yo = ®(no) satisfying (45), the matrix A(-,-,-) = dF/0z(-,-,-) has
a pair of simple eigenvalues +iwy (wo > 0) at the point Ny and proper smoothness and
nondegeneracy conditions are satisfied, then the equality F'(z,y,b) = 0 defines a two-
dimensional surface © in some vicinity of the point Aj in R%*2, each point (2., 3., b,) € ©
defines the class [z, y.] of stationary solutions of (41) for b = b, and the curve S C O is
defined by the relations Sp(A(z,y,b)) 3 iw, |w —wy| < 0, w > 0 with a sufficiently small
0. Yet, we do not know exact statements of this type.

In problems on Hopf bifurcation from infinity for system (41) one should distinguish be-
tween the cases R, = oo and R, < oo. For example, suppose that the conditions of
Proposition 4.2 are satisfied. If R, = oo then the set of closed curves v = {(z(t),y(¢),b) €
RI*2 : ¢ € R} representing large cycles of (41) for b close to the asymptotic Hopf bifur-
cation point by is generically two-parametric; if R, < oo then this set is generically (for
‘nonexotic’ nonlinearities F) one-parametric. One can see it more precisely from operator
equations equivalent to the problem. We outline the approach roughly, not presenting
any particular operator equation, which can be constructed in different ways in the form
W,(z,y,b,T) = 0. Here r is an auxiliary parameter; the unknowns are the functions
z = 2(t), y = y(t), the parameter value b for which the class (Jy, p[2(t + 7),y(t + 7)]
of cycles exists and the period T of these cycles; the operator W, acts in the appropriate
Banach space of vectors (z,y,b,7). Suppose R, = oo. Since Proposition 3.2 implies
y(t) = (Jrx)(t), the problem reduces to the system

Wo(z,y,0,T) =0, y=2e, z=/(2) (54)

with the two parameters r and A in this case. After those reduction, one proves that (54)
has a solution (2, x, Yrx, by, T1a) for every r > ry and every 0 < A < 1, the relations

max |2p 2 (1) — 2o A (T)| = 00, bpn — by, Trn— To=2m/wy as r— 0
,T
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similar to (46) hold uniformly with respect to A € [0,1], and 2z, = 2z x, Yrx = Y if
and only if » = 7/, A = X. This implies that there is the two-parameter set of curves
Yor = {(zea(), Yra(t), brn) € R¥2 0 € [0, T,0)} (r > 1, 0 < A < 1) which are different
for different (r, ) and that the diameter of 7, \ goes to infinity as r increases. Moreover,
it turns out that the maximum max{d(y,,7-x) : 0 < A, X < 1} of the Hausdorf distance
d(-,-) between the curves 7, and 7, » with the same r vanishes as r increases, i.e. the
set (Jg<r<q Vrx shrinks to the individual curve 7, o as 7 — oo.

If the vector ¢ does not belong to the invariant plane of the matrix A(by) correspond-
ing to the pair of its simple eigenvalues +iwy, then the relations ming{c, z(t)) — —oo,
max;(c, z(t)) — oo as b — by hold a priori for the cycles bifurcating from infinity. In case
R, < oo this implies (J\z)(t) = (Jozx)(t) with z(t) = (¢, 2(¢)) for all 0 < XA < 1 and all
the large cycles. Therefore in place of (54) one arrives at the system W, (z,y,0,T) = 0,
y = Jox, x = (¢, z) with the only parameter r. One proves that for all r > rq this system
has solutions (z, y,, b, T,) satisfying (46). In this case, large cycles of system (41) form
the one-parameter set of classes represented by the curves v, (r > 1) with the diameters
going to infinity as r increases.

The auxiliary parameter r can be chosen in different ways. For example, a ‘good’ choice
(which allows to construct topologically nondegenerate systems (54)) is r = ||z||c. With
this choice, the above statements guarantee the existence of cycles with all sufficiently
large amplitudes of the z-component.

Statements of this type on Hopf bifurcations from infinity for systems with the Prandtl —
Ishlinskii hysteresis nonlinearities (a class of nonlinearities close to a particular class of the
Preisach models) in case R, = oo was presented in [§]. Case R,, < oo for systems with the
stop hysteresis nonlinearity was studied in [4], including stability analysis of large cycles.
A similar approach or that of [1, 21] can be applied here. Stability of the continuum of
periodic regimes in case of small hysteresis perturbations of systems without hysteresis
was studied in [2].
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