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Abstract

We investigate a thermomechanical contact problem with phase transi-

tions. The system of equations consists of a quasistatic momentum balance

and a semilinear energy balance. The phase transition is described by an or-

dinary di�erential equation. Di�erent mechanical properties of the respective

phases are taken care of by a mixture ansatz.

We prove the existence of a weak solution and a uniqueness result, the

latter only being valid in one space dimension.

1 Introduction

Heat treatment of steel, especially hardening, is usually accompanied by the evo-

lution of large residual stresses, i.e. stresses that exist without any external load

on the part considered. Reasons for this behaviour are the thermal expansion or

contraction in an inhomogeneous temperature �eld with phase dependent thermal

expansion coeÆcients and density changes due to the phase transformations ([4,

p. 13]).

In this paper we investigate a thermomechanical contact problem with phase tran-

sitions. The particular application we have in mind is a mathematical model for

the Jominy end-quench test. In this test a steel specimen is heated until the high

temperature phase austenite is reached. Then it is put in a �xation and cooled from

below by water quenching. Upon cooling, two phase transitions occur (depending

on the steel species, even some more, see, e.g., [10]). Close to the cooling boundary

where the highest cooling rates appear martensite is formed, a hard and brittle steel

phase. With increasing distance from the quenched end, mainly pearlite is formed,

a soft and ductile steel phase.

Figure 1 depicts the setting of the Jominy end-quench test. The steel specimen rests

on the support stabilized by its own weight. Hence the appropriate mathematical

description of the Jominy test is in terms of a thermomechanical contact problem

with phase transitions. The complete model will be described in Section 2. Ther-

moelastic contact problems related to resistance welding have been studied by the

authors in [11]. Further results on thermoelastic contact can be found in [1], [2], [12]

and [15]. The new contribution of this paper is in the inclusion of phase transitions.

We conclude the introduction with a short presentation of a typical phase transition

model. To this end let z1 and z2 denote the volume fractions of pearlite and marten-

site, respectively. Then the evolution of the phases z1 and z2 can be described by

the following system:

_z1(t) = (1� z1 � z2)g1(�) ; (1.1)

_z2(t) = [ �m(�)� z1 � z2]+g2(�) ; (1.2)

z1(0) = z2(0) = 0 : (1.3)
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Figure 1: The Jominy end-quench test

Here g1 and g2 are positive data functions that can be identi�ed from isothermal

transformation diagrams (cf. [8]). �m(�) is a monotonic equilibrium volume fraction

of martensite satisfying �m(�Ms
) = 0 and �m(�Mf

) = 1, where �Ms
> �Mf

are critical

temperatures between which martensite is formed, and the dot means a derivative

with respect to t. We omit the details of proving the existence of a solution to (1.1){

(1.3) for a given temperature evolution � (cf. [9]) and con�ne ourselves to showing

that the sum of the volume fractions of the new phases is less then one.

Adding (1.1) to (1.2) and substituting ' := z1 + z2 we obtain

_'(t) � (1� ')(g1(�) + g2(�)) :

>From this one can conclude

0 � ' < 1 8 t 2 [0; T ] : (1.4)

Since the main goal of this paper is to investigate the coupling between phase tran-

sition and volume fraction, in the sequel we will restrict ourselves to the case of one

phase transition with volume fraction ' produced during cooling.

The paper is organized as follows: In Section 2 we describe the complete thermo-

mechanical model. We prove the existence of a weak solution in Section 3. In the

last section we present a uniqueness result for our problem in one space dimension.

2 Problem formulation

Let 
 � R
3 be a bounded domain with a smooth boundary �, � = �0[�c, �0\�c =

;, meas �0 > 0, Q = 
 � (0; T ), T > 0. Denote by � a unit exterior vector to �,

� = (�1; �2; �3). We assume that �c is a regular part of the boundary �. In the
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domain Q, we want to �nd a displacement vector u = (u1; u2; u3), stress tensor

components � = f�ijg, i; j = 1; 2; 3, a temperature �, and a volume fraction ' of

the product phase, e.g., pearlite, such that

�div � = f in Q ; (2.1)

"(u) = C� + q(')B� in Q ; (2.2)

�t � �� + q(')div ut = 't in Q ; (2.3)

't = h(�; ') in Q ; (2.4)

� = �0 ; ' = 0 for t = 0 ; (2.5)

� = 0 ; u = 0 on �0 � (0; T ) ; (2.6)

@�

@�
= g on �c � (0; T ) ; (2.7)

u � � � 0 ; �� � 0 ; �� = 0 ; u � ��� = 0 on �c � (0; T ) : (2.8)

The thermal expansion coeÆcient is de�ned by the mixture ansatz

q(') = Æ1'+ Æ2(1� ') ; (2.9)

where Æi are positive constants, i = 1; 2, and B is a constant matrix B = fbijg,

i; j = 1; 2; 3,

"(u) = f"ij(u)g3i;j=1 ; "ij(u) =
1

2

�
@ui

@xj

+
@uj

@xi

�
; (C�)ij = cijke�ke :

Tensor cijke satis�es a usual property of a symmetry and positive de�nitness, i.e.

cijke = ckeij = cjike ; cijke�ke�ij � cj�j
2

for all �ij = �ji, c = const > 0, cijke 2 L
1(
),

�� = �ij�j�i ; �� = �� � ��� ; �� = f�ij�jg
3
i=1 :

Let us remark that conditions (2.8) describe a contact between �c and a rigid body

with zero friction. Functions f = (f1; f2; f3) and g are given,

fi 2 H
1(0; T ;L2(
)) ; i = 1; 2; 3; g 2 H

1(0; T ;L2(�c)) :

The term 't in (2.3) models the latent heat of the phase transition. We assume that

the given function h describing a phase transition provides the following properties.

For any � 2 L1(Q) there exists a solution ' of the problem

't = h(�; ') in Q ; (2.10)

'(0) = 0 ; (2.11)

such that

0 � '(t; x) � 1 a.e. in Q ;
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k'tkL1(Q) � c
�
; (2.12)

with a constant c� independent of �. Moreover, let �n ! � in L
1(Q). Then

'
n
! ' in W

1;p(0; T ;Lp(
)) ; p 2 [1;1) ; (2.13)

where 'n; ' are the solutions of (2.10), (2.11) corresponding to �
n
; �, respectively.

Speci�c functions h providing the above properties can be found in [13].

Summation convention is used over repeated indices. All functions with two below

indices are assumed to be symmetric in those indices, i.e. �ij = �ji etc. Note that

(2.1) is the quasistatic momentum balance, equation (2.2) provides the constitutive

law; where the thermal expansion coeÆcient q(') is de�ned by the mixture ansatz

(2.9) with Æ1 being the expansion coeÆcient in the new phase and Æ2 the one of the

old phase (1� '). Equation (2.3) describes an energy balance law; and (2.5) is the

equation for the phase transition. We introduce some notations of functional spaces

useful in further considerations:

H
1
�0

(
) = fv 2 H
1(
) j v = 0 on �0g ;

H = H
1(0; T ; [H1

�0
(
)]3) ;

N = ff�ijg j �ij 2 L
2(
) ; 1 � i; j � 3g ;

� = H
1(0; T ;N) ;

� = f� 2 L
2(0; T ;H1

�0
(
)) j �t 2 L

2(Q)g ;

K = fu 2 [H1
�0

(
)]3 j u � � � 0 almost everywhere on �cg ;

K = fv 2 L
2(0; T ; [H1

�0
(
)]3) j v � � � 0 a.e. on �c � (0; T )g ;

U = f' j'; 't 2 L
1(Q) ; 0 � ' � 1 ; j't j � c

�
g :

Here c� is taken from the inequality (2.12).

The scalar product in R
n is denoted by ` � `, its counterpart in R(n;n) will be denoted

by ` : `.

3 Theorems of existence

Denote Æ = maxfÆ1; Æ2g. The main result of this section is a proof of solution

existence of the problem (2.1){(2.8).

Theorem 3.1 Let �0 2 H
1
�0

(
) and all above assumptions be ful�lled. Then for

small Æ there exists a solution u; �, �, ' of the problem (2:1){(2:8) such that

u 2 K \H ; � 2 � ; � 2 � ; ' 2 U ; (3.1)Z
Q

� : "(v � u) �

Z
Q

f � (v � u) 8v 2 K ; (3.2)

"(u) = C� + q(')B� in Q ; (3.3)
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Z
Q

(�t + q(')div ut � 't)� �

Z
�c�(0;T )

g� +

Z
Q

r�r� = 0

8� 2 L
2(0; T ;H1

�0
(
)) ;

(3.4)

't = h(�; ') ; (3.5)

� = �0 ; ' = 0 for t = 0 : (3.6)

Proof. General idea of the proof is to use the Schauder �xed point theorem. We

shall construct a compact operator

A : L2(Q) ! L
2(Q) (3.7)

which has a �xed point. In order to construct the operator A we need some pre-

liminary estimates for solutions of auxiliary problems. The �rst step is to �nd a

solution u = (u1; u2; u3), � = f�ijg, i; j = 1; 2; 3, of the problem

�div � = f in Q ; (3.8)

"(u) = C� + g(')B� in Q ; (3.9)

u = 0 on �0 � (0; T ) ; (3.10)

u � � � 0 ; �� � 0 ; �� = 0 ; u � ��� = 0 on �c � (0; T ) (3.11)

for given � 2 �, ' 2 U , and to derive a priori estimates for this solution.

Solution to the problem (3.8){(3.11) can be de�ned as follows:

(u; �) 2 K � L
2(Q) ; (3.12)

and for almost all t 2 (0; T )Z



�(t) : "(v � u(t)) �

Z



f(t) � (v � u(t)) 8v 2 K ; (3.13)

"(u(t)) = C�(t) + q('(t))B�(t) : (3.14)

We omit the details of the proof since it can be done similar to [11]. Just remark

that it can be performed be regularizing the equilibrium equation (3.8) with the

term ���u, � being a positive parameter. For any � > 0 there exists a solution of

the regularized problem, and it is possible to pass to the limit as �! 0.

Moreover, the solution (u; �) of the problem (3.8){(3.11) satis�es the estimate

kukL2(0;T ;[H1

�0
(
)]3) + k�kL2(0;T ;N) � c1Æ

1=2
k�kL2(Q) + c2 (3.15)

with constants c1, c2 uniform in Æ, Æ � Æ0. In deriving (3.15) we take into account

the inequality 0 � q(') � Æ. Now we verify that the solution (u; �) to (3.8){(3.11)

has an additional regularity in t. Denote

v
t = v(t); d�v

t =
v
t+�

� v
t

�
; q

t = q('t) :
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Choose � > 0 and take v = u
t+� in (3.13). Next we consider (3.13) at the point t+�

and choose v = u
t. Summing the relations obtained we deriveZ




d��
t : "(d�u

t) �

Z



d�f
t
� d�u

t
: (3.16)

For further considerations we need to introduce an auxiliary function  = f ijg,

i; j = 1; 2; 3, such that  ij, _ ij 2 L
2(Q), and the equation

�div = f in Q (3.17)

is satis�ed in the following senseZ



 : "(v) =

Z



f � v 8 v 2 [H1
�0

(
)]3

for almost all t 2 (0; T ). It is clear that a function  with the above properties

exists.

Now multiply (3.14) by �� = �
t+�

� �
t
�  

t+� +  
t considering (3.14) at times t and

t+ � . Substracting the relations obtained and dividing by � 2 we obtain the equality

Z



�
Cd��

t
� "(d�u

t) +
1

�
(qt+�B�t+� � q

t
B�

t)

�
: (d��

t
� d� 

t) = 0 : (3.18)

A substitution of 1
�
(qt+�B�t+� � q

t
B�

t) with q
t
Bd��

t + d�q
t
� B�

t+� can be done in

(3.18). Hence, summing (3.16), (3.18) and integrating in t from 0 to T � � , and

taking into account (3.15), (3.17), it follows

T��Z
0

kd��
t
k
2
Mdt � c3Æ

T��Z
0

kd��
t
k
2
0dt+ c4Æ

TZ
0

k�
t
k
2
0dt+ c5 : (3.19)

Here k � k0 stands for the norm in L2(
), and the constants c3,c4,c5 are independent

of � , Æ, Æ � Æ0. In deriving (3.19) we use the upper bound cÆ for d�q
t, c = const > 0;

which follows from the problem

d'
t

dt
= h(�t; 't) ; '0 = 0 :

Since � 2 �, we have the estimate

T��Z
0

kd��
t
k
2
0dt �

TZ
0

k _�k20dt :

Consequently, from (3.19) it follows

k _�k2L2(0;T ;N) � c3Æk
_�k2L2(Q) + c4Æk�k

2
L2(Q) + c5 : (3.20)
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Relations (3.15), (3.20) imply

k�k� � c6Æ
1=2
k�k� + c7 : (3.21)

Hence, equation (3.9) yields the estimate for u,

kukH � c8Æ
1=2
k�k� + c9 (3.22)

with constants c8, c9 being uniform in Æ, Æ � Æ0. We complete the analysis of

problem (3.8){(3.11) and look at the following auxiliary problem. For given u 2 H,

' 2 U we want to �nd � such that

�t � �� + q(')div ut = 't in Q ; (3.23)

� = �0 for t = 0 ; (3.24)

� = 0 on �0 � (0; T );
@�

@�
= g on �c � (0; T ) : (3.25)

Using standard theory for parabolic problems we can �nd a unique function �, such

that

� 2 � ; (3.26)Z
Q

(�t + q(')div ut � 't)� �

Z
�c�(0;T )

g� +

Z
Q

r�r� = 0

8� 2 L
2(0; T ;H1

�0
(
)) ;

(3.27)

�(0) = �0 : (3.28)

Moreover, the following estimate is valid

k�k� � c10Æ
1=2
kukH + c11kgkH1(0;T ;L2(�c)) + c12 ; (3.29)

where the constants c10, c11, c12 are independent of Æ, Æ � Æ0. In deriving (3.29) we

take into account the boundedness of 't since ' 2 U .

Now we combine the solvability of the problems (3.8){(3.11) and (3.23){(3.25) to

prove the solvability of the following problem. Given ' 2 U , we want to �nd the

functions u = (u1; u2; u3), �; � = f�ijg, i; j = 1; 2; 3, such that

�div � = f in Q ; (3.30)

"(u) = C� + q(')B� in Q ; (3.31)

�t ��� + q(')div ut = 't in Q ; (3.32)

� = �0 for t = 0 ; (3.33)

� = 0 ; u = 0 on �c � (0; T ) ; (3.34)

@�

@�
= g on �c � (0; T ) ; (3.35)

u � � � 0 ; �� � 0 ; �� = 0 ; u � ��� = 0 on �c � (0; T ) : (3.36)
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To prove existence of a solution to (3.30){(3.36), we denote W = ��H and consider

a linear and bounded operator

M : W ! W
0

de�ned by the formula

hM(�; u); (��; �u)i =

Z
Q

(�t + q(')div ut)�� �

Z
�c�(0;T )

g�� +

Z
Q

r�r�� +

Z
Q

� : "(�u) ;

where � = �(�; u; ') is determined from (3.31). Next, we introduce a convex closed

set in the space W ,

S = f(�; u) 2 W j u 2 K ; �(0) = �0g :

The solution to the problem (3.30){(3.36) is de�ned as follows

(�; u; �) 2 W � � ;

hM(�; u); (��; �u)� (�; u)i �

Z
Q

ff � (�u� u) + 't(�� � �)g

8(��; �u) 2 S ; (�; u) 2 S :

(3.37)

We can prove that a solution of the problem (3.37) exists. Indeed, consider two

closed sets,

S1 = f� 2 � j �(0) = �0g ; S2 = fu 2 H j u 2 Kg :

In this case inequality (3.37) is equivalent to the following relations

Z
Q

(�t + q(')div ut � 't)(�� � �) +

Z
�c�(0;T )

g(�� � �)

+

Z
Q

r�(r�� �r�) � 0 8
�� 2 S1 ; � 2 S1 ;

(3.38)

Z
Q

� : "(�u� u) �

Z
Q

f � (�u� u) 8�u 2 S2 ; u 2 S2 ; (3.39)

"(u) = C� + q(')B� in Q : (3.40)

We should notice at this point that (3.38) is equivalent to (3.26){(3.28), and (3.39){

(3.40) can be written in the equivalent form (3.12){(3.14).
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Now we are able to solve a variational inequality for a pseudomonotonous oper-

ator whose solution coincides with the solution of (3.37). Indeed, denote c0 =

max8�i�12fcig, where ci are taken from the inequalities (3.22), (3.29). Denote also

cg = kgkH1(0;T ;L2(�c)) (3.41)

and introduce two numbers �1, �2 such that

�1 =
c0(1 + cg + c0Æ

1=2)

1� c
2
0Æ

; �2 =
c0(1 + c0cgÆ

1=2 + c0Æ
1=2)

1� c
2
0Æ

: (3.42)

We choose

Æ <
1

c
2
0

: (3.43)

In this case �1, �2 are positive. Note that if k�k� � �1 from (3.22) it follows that

kukH � �2 and conversely, if kukH � �2, the inequality (3.29) implies k�k� � �1.

Introduce next a set in the space W ,

S
0 = f(�; u) 2 S j k�k� � �1 ; kukH � �2g :

Since the operator M : W ! W
0 is pseudomonotonous (see de�nition in [16]) and

the set S0
� W is bounded, there exists a solution (�; u) of the problem

(�; u) 2 S0
; hM(�; u); (��; �u)� (�; u)i �

Z
Q

ff � (�u� u) + 't(�� � �)g

8(��; �u) 2 S0
:

(3.44)

Introducing the sets

S
0
1 = f� 2 S1 j k�k� � �1g ;

S
0
2 = f� 2 S2 j kukH � �2g ;

we can rewrite equivalently variational inequality (3.44) in the form of the following

inequalities: Z
Q

(�t + q(')div ut + 't)(�� � �)�

Z
�c�(0;T )

g(�� � �)

+

Z
Q

r�(�� �r�) � 0 8 �� 2 S0
1 ; � 2 S0

1 ;

(3.45)

Z
Q

f(C� + q(')B� � "(u)) : (�� � �) + � : "(�u� u)g

�

Z
Q

f � (�u� u) 8 (�u; ��) 2 S0
2 � � ; (u; �) 2 S0

2 � � :

(3.46)
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It suÆces to verify that the solution of (3.44) coincides with the solution of (3.38){

(3.40) and to take into account that (3.38){(3.40) is equivalent to (3.37). Let (�; u)

be a solution of (3.44). Then u 2 S
0
2 . Find ~� as a solution of (3.38) for a given

u 2 S
0
2 . By the estimate (3.29) and (3.43), we have ~� 2 S

0
1 . But (3.45) has a

unique solution for a given u 2 S
0
2 , whence ~� = �. On the other hand, � 2 S

0
1 .

Consequently, for a solution (~u; ~�) of (3.39), (3.40) with the given � 2 S0
1 we obtain

~u 2 S0
2 by the estimate (3.22) and (3.43), hence (~u; ~�) is a unique solution of (3.46),

i.e. (~u; ~�) = (u; �). So we have proved coincidence of solutions to (3.44) and (3.38){

(3.40) what is needed.

Solvability of the problem (3.30){(3.36) is proved for any �xed ' 2 U . This solv-

ability will be used below to �nd a �xed point in the Schauder theorem.

Now we construct an operator

A : L2(Q) ! L
2(Q)

which has a �xed point due to the Schauder theorem. Take a function �� 2 L
2(Q)

and �nd a solution of the problem

't = h(��; ') ;

'(0) = 0 ;

which provides an existence of ' = '(��), ' 2 U . Substitute this function ' in

(3.31), (3.32) and �nd a solution (u; �; �) of the problem (3.30){(3.36) for small Æ

satisfying (3.43). In particular, we obtain

k�k� � c ;

where c is independent of ��. It is clear that if we take

k��kL2(Q) � R

and R is large enough then � 2 �,

k�kL2(Q) � R ;

and the imbedding � � L
2(Q) is compact. Hence, we have constructed operator

A : �� ! � which is compact and maps a ball BR � L
2(Q) into intself. To guarantee

a �xed point of this operator is suÆces to verify its continuity. So, let

��n ! �� in L
2(Q) :

We have to prove

A(��n) ! A(��) in L
2(Q) :

As we know, strong convergence of ��n in L
2(Q) provides (see (2.13))

'
n
! ' in H

1(0; T ;L2(
)) ;
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where 'n = '(��n), ' = '(��). Hence, we can assume

'
n
; '

n
t ! '; 't almost everywhere in Q :

Consider the equations

�
n
t � ��n + q('n)div unt = '

n
t in Q ; (3.47)

�t ��� + q(')div ut = 't in Q ; (3.48)

where �n = A(��n), � = A(��), and un, u correspond to ��n, ��, and can be de�ned from

the boundary value problem (3.30){(3.36) for ' = '
n and ' = '(��), respectively.

>From the variational inequalitiesZ



� : "(v � u) �

Z



f � (v � u) 8v 2 K ;

Z



�
n : "(v � u

n) �

Z



f � (v � u
n) 8v 2 K ;

holding for almost all t 2 (0; T ) it followsZ



(� � �
n) : "(u� u

n) � 0 : (3.49)

Hence, taking into account the relation

"(u)� "(un) = C(� � �
n) + q(')B� � q('n)B�n (3.50)

we derive for almost all t 2 (0; T )

k� � �
n
k
2
N �

Z



(q('n)B�n � q(')B� � q('n)B�) : (� � �
n) :

De�ning �n = k(q('n)� q('))B�k2L2(Q)
this inequality provides the estimate

k� � �
n
k
2
L2(0;T ;N) � cÆk� � �

n
k
2
L2(Q) + �n ; (3.51)

where �n ! 0 by the Lebesgue convergence theorem, and the constant c is indepen-

dent of n, Æ.

By (3.51), equality (3.50) implies

ku� u
n
k
2
L2(0;T ;[H1

�0
(
)]3) � cÆk� � �

n
k
2
L2(Q) + cÆk'� '

n
k
2
L2(Q) + �n : (3.52)

Note that equations (3.47), (3.48) imply after integrating in time from 0 to t,

(� � �
n)(t)� �

tZ
0

(� � �
n)� ('� '

n)(t)

=

tZ
0

(q('n)div unt � q(')div ut � q('n)div ut) :

(3.53)
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We use here the equality (�� �n)(0) = 0. Integrate next by parts (in t) in the right-

hand side of (3.53) taking into account zero initial conditions q('n)(0) = q(')(0) =

0, and multiply (3.53) by (� � �
n)(t). This gives the equality

k� � �
n
k
2
0 +

1

2

d

dt








tZ

0

r(� � �
n)








2

0

=

Z



('� '
n)(� � �

n)

�

Z



(� � �
n)

0
@

tZ
0

q('nt )div (un � u)

1
A�

Z



(� � �
n)

0
@

tZ
0

(q('nt )� q('t))div u

1
A

+

Z



(� � �
n)q('n)div (un � u) +

Z



(� � �
n)(q('n)� q('))div u

which implies

k� � �
n
k
2
0(t) +

1

2

d

dt








tZ

0

r(� � �
n)








2

0

� ck'� '
n
k
2
0(t)

+ cku� u
n
k
2
H1

�0
(
)(t) + c

tZ
0

ku� u
n
k
2
H1

�0
(
)

+ ckdiv u(q('n)� q('))k20(t) + c

tZ
0

kdiv u(q('nt )� q('t))k
2
0 :

We can integrate this inequality in t from 0 to T then take into account (3.52)

and the strong convergence of 'n to ' in H
1(0; T ;L2(
)). For small Æ, and by the

Lebesgue convergence theorem, this provides as n!1

k�
n
� �kL2(Q) ! 0

what is needed.

So, we have proved the continuity of the operator A. Hence, due to the Schauder

�xed point theorem, there exists �� 2 L2(Q) such that

A(��) = ��

which completes the proof of Theorem 3.1.

4 Uniqueness of the solution

We can prove uniqueness of the solution to (2.1){(2.8) only in the one-dimensional

case. Let us reformulate the problem (2.1){(2.8) for this case and provide necessary

explanations.
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Denote 
 = (0; 1), Q = 
 � (0; T ), T > 0. We have to �nd displacement u(x; t),

stress �(x; t), temperature �(x; t), and volume fraction '(x; t) of pearlite such that

��x = f in Q ; (4.1)

ux = c0� + bq(')� in Q ; (4.2)

�t � �xx + q(')utx = 't in Q ; (4.3)

't = h(�; ') in Q ; (4.4)

� = �0(x) ; ' = 0 for t = 0 ; (4.5)

� = 0 ; u = 0 at x = 0 ; (4.6)

�x = g at x = 1 ; (4.7)

u � 0 ; � � 0 ; u� = 0 at x = 1 : (4.8)

Here (x; t) 2 Q; c0 > 0; b are constants which are assumed to be equal to 1 for a

simplicity; the index x below means a derivative with respect to x, x 2 
.

To refer to Theorem 3.1, we have to specify the de�nitions of functional spaces given

in Section 2. Let

H
1
�0

(
) = fv 2 H
1(
) j v = 0 at x = 0g ;

K = fv 2 H
1
�0

(
) j v � 0 at x = 1g ;

K = fv 2 L
2(0; T ;H1

�0
(
)) j v � 0 a.e. on f1g � (0; T )g :

According to Theorem 3.1, for small Æ there exists a solution (u; �; �; ') of the

problem (4.1){(4.8) such that

u 2 K \H ; � 2 � ; � 2 � ; ' 2 U ; (4.9)

Z
Q

�(vx � ux) �

Z
Q

f(v � u) 8v 2 K ; (4.10)

ux = � + q(')� in Q ; (4.11)

Z
Q

(�t + q(')utx � 't)� �

TZ
0

g(1; t)�(1; t)

+

Z
Q

�x�x = 0 8� 2 L
2(0; T ;H1

�0
(
)) ;

(4.12)

13



't = h(�; ') in Q ; (4.13)

� = �0 ; ' = 0 for t = 0 : (4.14)

Since the equation (4.3) implies � 2 L
2(0; T ;H2(
)), �t 2 L

2(0; T ;L2(
)), we have

� 2 C(0; T ;H1(
)). Taking into account the imbedding H1(
) � C(�
) valid for the

one-dimensional case, it follows

� 2 L
1(Q) : (4.15)

We have �; _� 2 L
2(0; T ;L2(
)), hence � 2 C(0; T ;L2(
)). On the other hand, from

(4.1) it follows

�x 2 C(0; T ;L2(
)) ;

whence

� 2 L
1(Q) : (4.16)

By (4.15), (4.16), equation (4.11) yields

ux 2 L
1(Q) :

Using the boundedness of �, ux 2 L
1(Q), we can prove the uniqueness of the

solution to (4.9){(4.14). We also make an additional assumption concerning solution

properties of (2.10){(2.11). We assume that the following estimate holds (see [13])

k'
1(t)� '

2(t)k20 � c

tZ
0

k�
1
� �

2
k
2
0 ; (4.17)

where '1, '2 are solutions of (2.10){(2.11) corresponding to �1, �2 2 L
2(Q) respec-

tively, with a positive constant c independent of �1, �2. In fact, we can assume that

the function h satis�es the Lipschitz conditions in both variables. In this case from

the equations

'
i
t = h(�i; 'i) ; i = 1; 2 ;

we easily derive

('1
� '

2)t � c j'
1
� '

2
j + c j �

1
� �

2
j ;

which provides (4.17) and also the following inequality

('1
� '

2)2t � c j'
1
� '

2
j
2 + c j �

1
� �

2
j
2 (4.18)

with constants c independent of 'i, �i. Now we can formulate a uniqueness result

for the problem (4.1){(4.8).
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Theorem 4.1 Let the assumptions of Section 2 be ful�lled, and the function h sat-

isfy the Lipschitz conditions in both variables. Then the solution to (4:9){(4:14) is

unique for small Æ.

Proof. Assume that there are two solutions (u1; �1; �1; '1), (u2; �2; �2; '2) satisfying

(4.9){(4.14). Denote u = u
1
� u

2, � = �
1
� �

2, � = �
1
� �

2, ' = '
1
� '

2. From

inequalities like (4.10) valid for each �
i, ui, i = 1; 2, we have (cf. (3.49))

Z



�ux � 0 : (4.19)

Relations (4.2), (4.3) imply

ux = � + q('1)�1 � q('2)�2 in Q ; (4.20)

� �
@
2

@x2

tZ
0

� +

tZ
0

(q( _'2)u2x � q( _'1)u1x)

+ q('1)u1x � q('2)u2x = ' in Q :

(4.21)

Multiply next (4.20) by � and integrate over 
. Note that

j q('1)� q('2) j � Æ j'
1
� '

2
j :

By (4.19), we obtain

k�(t)k20 � cÆk�(t)k20 + cÆk'(t)k20 : (4.22)

Hence, relation (4.20) implies

ku(t)k2H1

�0
(
) � cÆk�(t)k20 + cÆk'(t)k20 (4.23)

with positive constants c. In deriving (4.22), (4.23) we take into account the bound-

edness of 'i, �i in L
1(Q), i = 1; 2.

Now multiply (4.21) by � and integrate over 
. This gives

k�(t)k20 +
1

2

d

dt








tZ

0

�x








2

0

=

Z



'� +

Z



�

0
@

tZ
0

q( _'2)ux

1
A

�

Z



�

0
@

tZ
0

(q( _'2)� q( _'1))u1x

1
A�

Z



�q('2)ux +

Z



�(q('1)� q('2))u1x ;
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and, by the boundedness of uix in L
1(Q), i = 1; 2, we arrive at the inequality

k�(t)k20 +
1

2

d

dt








tZ

0

�x








2

0

� ck'(t)k20 + cku(t)k2H1

�0
(
)

+ c

tZ
0

kuk
2
H1

�0
(
) + cÆ

tZ
0

k _'k20 :

(4.24)

Since the function h satis�es the Lipschitz condition in both variables we obtain for

almost all � 2 (0; T ) (see (4.18)

k _'(�)k20 � c(k�(�)k20 + k'(�)k20) : (4.25)

Integrating (4.24), by the Gronwall lemma, (4.17), (4.23), (4.25), we derive for small

Æ

tZ
0

k�(�)k20d� � 0 ; t 2 (0; T ) :

Hence � = �
1
� �

2 = 0. Since the temperature � is unique, relations (4.10), (4.11),

(4.13) provide uniqueness for u, �, '. Theorem 4.1 is proved. �
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