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Abstract

We present in this paper a method for determining the convergence char-
acteristics of the Neumann iterative solution of a discrete version of a second-
type Fredholm equation. Implemented as the so-called �equivalent inclusion
problem� within the context of mechanical stress/strain analysis, it allows the
modeling of elastically highly heterogeneous bodies with the aid of Discrete
Fourier Transforms (DFT). A method is developed with which we can quantify
pre-analysis (i.e., at iteration zero) the convergence behavior of the Neumann
scheme depending on the choice of an auxiliary sti�ness tensor, speci�cally for
the linear-elastic case. It is shown that a careful choice of this tensor results
in both guaranteed convergence and a smaller convergence radius for the so-
lution. Furthermore, there is some indication that as the convergence radius
decreases, the scheme may converge to a solution at a faster rate translating
into an increase in computational e�ciency.

1 Introduction
An important consideration during the design phase of composite materials is the
determination of the overall, or e�ective, properties, which characterize the global
behavior of the material under various load conditions. Although a suitable combi-
nation of both basis materials and geometry can yield highly specialized composites
with vastly superior properties to the individual constituent phases, the determina-
tion of these properties by either analytical or numerical analysis can be a sizeable
undertaking for all but the simplest of microstructural con�gurations.
Much work has been undertaken in the theory behind the calculation of e�ective
constants, such as sti�nesses, yield stress, thermal expansion coe�cients, or con-
ductivities, by means of representing the material under investigation as a macro-
scopically homogeneous body within which the phase properties of the individual
elements are �smeared out� (homogenized) over some Representative Volume Ele-
ment (RVE). A huge variety of literature and examples of analytical results based
on continuum mechanics is readily available (see, e.g., Christensen, 1979, Hashin,
1962, 1964 or Lukkasen et al., 1995).
Within the last few years, however, with the increasing availability of su�ciently
powerful computing facilities and the motivation of an industry-wide drive to lower
research and development costs, attention has turned to directly solving these so-
called homogenization problems for more complex geometrical arrangements. This
has been achieved by use of the Finite Element Method (FEM) by, amongst many
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others, Holmbom et al. (1992), Michel et al. (1999) and Hazotte et al. (1996). The
application of this method has allowed the investigation of such arrangements as
nonrectangular unit cells, multiple inclusions and of complex inclusion shape.
Recently, the Discrete Fourier Transform (DFT) has o�ered a viable and promising
alternative to both FE and other methods as a basis for modeling mechanically and
thermally mismatched materials. It has been used to model various heterogeneous
materials problems by, for example, Moulinec and Suquet (1995, 1998) and also by
the authors (e.g., Müller, 1996, Dreyer and Müller, 2000, and Brown and Müller,
2000). In this context it should be mentioned that these papers concentrate on
materials that are heterogeneous in terms of their elastic properties as well as their
thermal expansion coe�cients. Heterogeneites regarding thermal conductivity or
electrical properties have not been covered so far. However, it should be noted
that DFT is also able to e�ectively handle non-linear time-independent J2 plasticity
stress/strain analyses. This has been demonstrated in the papers by Moulinec and
Suquet as well as in Herrmann et al. (1999).
As with any numerical technique, however, the parameters which in�uence the calcu-
lation must be carefully chosen in order that convergence of the solution is achieved
and, in particular, special care must be taken when the level of elastic mismatch be-
tween the constituents in the material is high. To this end, in this paper we present
a scheme for establishing convergence criteria for a DFT-based algorithm known as
the equivalent inclusion method prior to the commencement of the analysis (i.e.,
at iteration zero). The advantage of this scheme is obvious in that it allows us to
quantify an appropriate choice of the parameters before undertaking computation-
ally expensive calculations, and is shown to be both easy and e�cient to implement
in existing algorithms.

2 The Equivalent Inclusion Method
We consider now an RVE of a two-phase, linear elastic, heterogeneous material
comprising an inclusion of arbitrary geometry and position embedded in a matrix
such that the tractions and displacements are continuous over the interface between
them (i.e., they are perfectly bonded). The relationship between the stresses and
strains in this RVE can immediately be de�ned for each point in space, x, using
Hooke's law as:

σij(x) = Cijkl(x)(εkl(x)− ε∗kl(x)), (2.1)

where σij is the Cauchy stress tensor, εkl and ε∗kl strains and the self-strains (or
eigenstrains), respectively. Cijkl(x) is the sti�ness tensor, which is assumed to be
locally isotropic, and given as:

C
+/−
ijkl = λ+/−δijδkl + µ+/−(δikδjl + δilδjk), (2.2)
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which, for a two phase material, can be written as the following combination of
sti�ness tensors of the matrix and the inclusion:

Cijkl(x) = C+
ijkl − θ(x)(C+

ijkl − C−
ijkl). (2.3)

The variable θ(x) is known as the shape function and has the properties:

θ(x) =

{
1 if x ∈ −
0 if x ∈ +

. (2.4)

The two signs refer to the properties of the matrix phase (plus) and the inclusion
phase (minus), respectively.
We can also state that the strains can be de�ned in terms of displacement gradients
as follows:

εkl =
1

2

(
∂uk

∂xl

+
∂ul

∂xk

)
, (2.5)

and require equilibrium of forces within the RVE:
∂σij

∂xj

= 0. (2.6)

Moreover, we assume periodic boundary conditions for all �elds across the RVE and
the objective now becomes to determine uk or εkl from these equations. In order to
arrive at a solution, we must �rst of all recognize that the sti�ness tensor currently
has a spatial dependence, which will now be eliminated using the equivalent inclusion
technique (Mura, 1987). For this purpose, we introduce an auxiliary strain �eld εauxkl ,
which allows us to re-write Equation (2.1) as:

σij(x) = Caux
ijkl(εkl(x)− ε∗kl(x)− εauxkl (x)), (2.7)

where the superscript `aux' denotes that the quantity has been modi�ed to elimi-
nate the spatial dependence of the sti�ness tensor. Suitable choices of the spatially
constant tensor Caux will be discussed later.
Before proceeding, it is appropriate to recall Fourier's theorem in discrete form,
which reads:

f̂(s) = Y [f(α)] =
1

Nd/2

N−1∑
α1=0

· · ·
N−1∑
αd=0

f(α) exp

(
i2π
N

s · α
)

(2.8)

with the inverse:

f(α) = Y −1
[
f̂(s)

]
=

1

Nd/2

N−1∑
s1=0

· · ·
N−1∑
sd=0

f̂(s) exp

(
−i2π

N
s · α

)
, (2.9)

where N is the number of discrete points per dimension d, and s, α are discrete posi-
tion vectors in Fourier space and real space, respectively. This is depicted graphically
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in Figure 2.1 below for an RVE in real space. Periodicity conditions apply in all
that follows:

f(α) = f(α + Nr), ri ∈ {· · · ,−2,−1,−0, 1, 2, · · · }, i ∈ {1, . . . , d}. (2.10)

It should be explicitly stated that all summations are �nite and can be performed
exactly, e.g., by fast Fourier transform. The sums do not represent an approximation
of the continuous in�nite Fourier integrals.

Figure 2.1: Discretization of the RVE in real space.
The following mappings hold for �rst and second order di�erentiation in Fourier
space:

Y

[
∂f

∂xj

]
= ξjY (f(α)) + O(h2), Y

[
∂2f

∂xj∂xl

]
= ξjlY (f(α)) + O(h2), (2.11)

where i =
√−1, h = 2πL

N
, and1:

ξj = −i1
h

sin

(
2π

N
sj

)
, ξi i =

2

h2

(
cos

(
2π

N
si

)
− 1

)
, (2.12)

ξij =
1

2h2

(
cos

(
2π

N
(si + sj)

)
− cos

(
2π

N
(si − sj)

))
, i 6= j. (2.13)

If we now substitute Equations (2.5) and (2.6) into Equation (2.7), it can be shown
(e.g., Dreyer & Müller, 2000) that the localized strains are given by:

εij(α) = Y −1
[
Âaux

ijkl(s)ε̂
∗
kl(s)

]
(α) + Y −1

[
Âaux

ijkl(s)ε̂
aux
kl (s)

]
(α) + ε0

ij, (2.14)

1An underlined index indicates that the Einstein summation convention does not apply.
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where :

Âaux
ijkl(s) =

{
0, s = 0,
1
2

(
ξi(s)M

−1
jo (s) + ξj(s)M

−1
io (s)

)
Caux

opklξp, s 6= 0,
(2.15)

Mik(s) = Caux
ijklξjl(s), (2.16)

and ε0
ij are the external overall strains, applied to the RVE, i.e., constant in space.

It should be noted (Michel et al., 1999) that these are identical to the average strains
acting on the RVE. If we now equate Equations (2.7) and (2.1) we may write, after
appropriate substitution of Equation (2.3), that:

Caux
ijklε

aux
kl (α) = β(α)

(
C+

ijkl − C−
ijkl

)(
εkl(α)− ε∗kl(α) + ε0

kl

)
, (2.17)

where β(α) is a spatially dependent quantity, which is dependent on the choice of
the Caux tensor. Table 2.1 below shows the three most obvious choices of this tensor,
and the corresponding values of the real quantity β(α).

Caux β(α) use for

C+ θ(α) sti� matrix, soft inclusion

C− θ(α)− 1 soft matrix, hard inclusion

1
2

(
C+ + C−

)
1
2

(
2θ(α)− 1

)
any case

Table 2.1 Choices of the Caux-tensor, and corresponding values of β(α).
On insertion of Equation (2.14) into Equation (2.17), and inverting the Caux tensor,
we can write Equation (2.17) as follows:

εauxij (α) = β(α)λijrs

(
Y −1

[
Âaux

rsmnε̂
∗
mn

]
(α)+Y −1

[
Âaux

rsmnε̂
aux
mn

]
(α)−ε∗rs(α)+ε0

rs

)
. (2.18)

Also, in context with Equation (2.18), we can introduce the following analytical
results to simplify subsequent calculations, which will be required in the calculation
of convergence properties:

(Caux)−1
klrs = Aδklδrs + B(δkrδls + δksδlr), (2.19)

with (for plane strain):

A = − λaux

4µaux(λaux + µaux)
, B =

1

4µaux , (2.20)
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and also:

λijrs = (Caux)−1
ijop(C

+
oprs − C−

oprs) (2.21)

= 2

[
λ+(A + B)

(
1− λ−

λ+

)
+ Aµ+

(
1− µ−

µ+

)]
δijδrs +

2Bµ+
(
1− µ−

µ+

)
(δirδjs + δisδjr).

Moreover, for plane strain the symbols Âaux
mnkl of Equation (2.15) can be detailed as

follows:2

Âaux
mnkl =

1

2

{
λaux[2A1ξmξnδkl + A2(ξmξnp + ξnξmp)ξpδkl

]
+

µaux
[
A1(ξmδnkξl + ξmδnlξk + ξnδmkξl + ξnδmlξk)+

A2(ξmξnkξl + ξmξnlξk + ξnξmkξl + ξnξmlξk)
]}

(2.22)

with:

A1 =
(λaux + 2µaux)(ξ11 + ξ22)

µaux(λaux + 2µaux)(ξ11 + ξ22)2 + (λaux + µaux)2(ξ11ξ22 − ξ2
12)

,

A2 = − λaux + µaux

µaux(λaux + 2µaux)(ξ11 + ξ22)2 + (λaux + µaux)2(ξ11ξ22 − ξ2
12)

.

(2.23)

A solution of Equation (2.18) is achieved using an iterative scheme of the Neumann
type as follows:

(n+1)

εauxij (α) =β(α)λijrs×(
Y −1

[
Âaux

rsmnε̂
∗
mn

]
(α) + Y −1

[
Âaux

rsmn

(n)

ε̂auxmn

]
(α)− ε∗rs(α) + ε0

rs

)

(2.24)

with the starting condition:
(0)

εauxkl (α) = 0. (2.25)

In fact, choosing this approach is not too surprising since Equation (2.18) is the
discrete analogue of a Fredholm integral equation of the second kind, which arises if
the DFTs are substituted by continuous Fourier integrals. Such integral equations,
however, are typically solved by means of successive substitution of the kernel func-
tions (see e.g., Porter and Stirling, 1990, pp. 78, Moiseiwitsch, 1977, pp. 43, or,
most explicitly, Bronstein-Semendjajew, 1976, pp. 539), i.e., using the Neumann
technique.

2This expression is obtained from the basic de�nitions shown in Equations (2.2), (2.12), (2.13),
(2.16) and Table 2.1 if specialized to two spatial dimensions. As it will be shown in the appendix
the indices m,n, k, l will have to run only from 1 to 2.
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3 Determination of the Auxiliary Strain Using
Banach's Fixpoint Theorem

In this section we shall investigate the convergence of the scheme presented in Equa-
tions (2.24), (2.25) for the auxiliary strain. To obtain a better overview we rewrite
Equation (2.18) to reveal that it is a (complex) linear system of equations:

εauxij (α) =
N−1∑

α′1=0

· · ·
N−1∑

α′d=0

Kijmn(α, α′)εauxmn(α′) + fij(α) (3.1)

using the contraction:
Kijmn(α, α′) = β(α)λijrskrsmn(α, α′), (3.2)

where β(α) and λijrs stem from Table 2.1 and Equation (2.21), respectively. More-
over:

kijmn(α, α′) =
1

Nd

N−1∑
s1=0

· · ·
N−1∑
sd=0

Âaux
ijmn(s) exp

(
−i2π

N
s · (α− α′)

)
, (3.3)

and:
fij(α) = λijrsβ(α)

(
Y −1

[
Âaux

rsmnε̂
∗
mn

]
(α)− ε∗rs(α) + ε0

rs

)
. (3.4)

A further simpli�cation results if we use Equation (2.9) for rewriting Equation (3.3):

kijmn(α, α′) =
1

Nd/2
Aaux

ijmn(α− α′) (3.5)

so that:

Kijmn(α, α′) = β(α)λijrs
1

Nd/2
Aaux

rsmn(α− α′). (3.6)

Consequently, for a given �xed N the components of the auxiliary strain are de-
termined by a linear algebraic system. However, �nding the solution of Equation
(3.1) by means of Cramer's rule is numerically very intensive, in particular if the
presented problem couples to a time-dependent di�usion problem and then needs to
be solved in every time-step (cf., Dreyer and Müller, 2000).
Therefore we will determine the components of the auxiliary stain from the system
of Equations (3.1) iteratively, as indicated in Equations (2.24), (2.25), i.e., using our
new nomenclature:

(0)

εauxij (α) = 0,

(n+1)

εauxij (α) =
N−1∑

α′1=0

· · ·
N−1∑

α′d=0

Kijmn(α, α′)
(n)

εauxmn (α′) + fij(α), n ∈ {1, 2, 3, · · · }.

(3.7)

We now have to answer the following questions:
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(i) Does, for a �xed and su�ciently large N , the sequence
(0)

εauxmn ,
(1)

εauxmn ,
(2)

εauxmn , · · ·
converge in an appropriate norm against the solution of the system (3.1)?

As we shall show the suitable choice of material data, i.e., of Caux
ijkl is of crucial

importance in this context.
After having established the convergence of the sequence mentioned before for a
�xed N we are confronted with the additional problem:

(ii) Does the solution also exist for in�nitely growing N and, for su�ciently large
N , become independent of it?

In view of question (ii) we recall that the discrete system (3.1) was created by sub-
stituting the derivatives of the initially continuous problem by di�erence quotients
for a �xed number, Nd, of support points. Subsequently, we have applied to the
resulting discrete problem the discrete Fourier transform. As we will show question
(ii) can also be answered positively.
We investigate question (i) �rst. The system (3.1) represents in d spatial dimensions
and for Nd support points D = 1/2d · (d + 1) ·Nd equations for the corresponding
number of unknowns, which we combine in a vector. For example we may write in
the case of two dimensions, i.e., d = 2:

w =

{
εaux11 (0, 0), εaux11 (1, 0), · · · , εaux11 (N − 1, 0), · · · ,

εaux11 (0, N − 1), εaux11 (1, N − 1), · · · , εaux11 (N − 1, N − 1),

εaux22 (0, 0), εaux22 (1, 0), · · · , εaux22 (N − 1, 0), · · · ,

εaux22 (0, N − 1), εaux22 (1, N − 1), · · · , εaux22 (N − 1, N − 1),

2εaux12 (0, 0), 2εaux12 (1, 0), · · · , 2εaux12 (N − 1, 0), · · · ,

2εaux12 (0, N − 1), 2εaux12 (1, N − 1), · · · , 2εaux12 (N − 1, N − 1)

}
.

(3.8)

The components of such a vector will be indexed by means of a super index
I = {1, 2, · · · , D}. Indices of type I will be labeled using capital letters A,B, C, · · · .
Moreover we assign Kijmn(α, α′) → KAB and fij(α) → fA. Thus we can now write
the system (3.1) in a further simpli�ed form that reads:

wA =
D∑

B=1

KABwB + fA, with A ∈ I. (3.9)

Next we refer to a statement, based on Banach's �xed-point theorem, from the text-
books by Heuser (1982), pp. 17, or Kreyszig (1978), pp. 309. If one of the numbers:

q1 =
D

max
B=1

D∑
A=1

∣∣∣KAB

∣∣∣, q2 =

√√√√
D∑

A,B=1

∣∣∣KAB

∣∣∣
2

, q∞ =
D

max
A=1

D∑
B=1

∣∣∣KAB

∣∣∣ (3.10)
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is less than one, then the system of Equations (3.9) possesses exactly one solution.
This solution can be determined by iteration and the sequence of iterates converges
componentwise to the solution. It should be noted that the indices 1, 2, and∞ refer
to the corresponding metrics used during the proof, i.e., to the absolute distance
metric, the Euclidean metric and to the maximum metric, respectively:

d1 =
D∑

A=1

∣∣∣wA − w′
A

∣∣∣, d2 =

(
D∑

A=1

(
wA − w′

A

)2
)1/2

, d∞ = max
A

∣∣∣wA − w′
A

∣∣∣. (3.11)

Expressed by the quantities pertinent to the current problem the �rst and the last
of the three conditions read:

q1 = max
m,n∈{1,··· ,d}

α′1,··· ,α′
d
=[0,··· ,N−1]

{ ∑

i,j∈{1,··· ,d}

∣∣∣λijrs

∣∣∣
∑

α1,··· ,αd=

[0,··· ,N−1]

[∣∣∣β(α)krsmn(α, α′)
∣∣∣
]}

< 1, (3.12)

q∞ = max
i,j∈{1,··· ,d}

α1,··· ,αd=[0,··· ,N−1]





∣∣∣β(α)λijrs

∣∣∣
∑

m,n∈{1,··· ,d}




∑
α′1,··· ,α′

d
=

[0,··· ,N−1]

∣∣∣krsmn(α, α′)
∣∣∣








< 1, (3.13)

which can both be conveniently evaluated using the form for krsmn(α, α′) presented
in Equation (3.5). At this point it should already be noted that for any choice
of α′ (in the case of Equation (3.12)) or α (in the case of Equation (3.13)) the
summations concerning krsmn(α, α′) will lead to the same result. This is because of
periodicity conditions, which also apply to Aaux

ijmn(α−α′) and allow these quantities
to be mapped directly onto Aaux

ijmn(α) and Aaux
ijmn(α′) , respectively.

For the numerical evaluation of the second condition it is advantageous not to use
the form shown in Equation (3.6), i.e., not to return from Fourier space but to write
instead:

q2
2 =

1

N2d
λijrsλijuv × (3.14)

∑
α



β(α)β(α)

∑
s

∑

s′


Âaux

rsmn(s)Âaux
uvmn(s′)

∑

α′

[
exp

(
i2π
N

(α′−α) · (s−s′)
)]




 =

λijrsλijuv

Nd

∑
α



β2(α)

∑
s

∑

s′

[
Âaux

rsmn(s)Âaux
uvmn(s′) exp

(
i2π
N

(α′−α)·(s−s′)
)

δs,s′

]

 ,

where bars denote complex conjugates. In this expression we have invoked the
geometric series:

N−1∑
α=0

qα =
1− qN

1− q
, q 6= 1, (3.15)

where:

q = exp

(
i2π
N

(s′ − s)

)
(3.16)
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to obtain the following relation:
∑

α′

[
exp

(
i2π
N

α · (s− s′)
)]

= Ndδs1s1
′ · · · δsdsd

′ = Ndδs s′ . (3.17)

Consequently, we �nally obtain the following expression to numerically evaluate and
use for checking the validity of the inequality:

q2 =

√∑
α

(β2(α))
λijrsλijuv

Nd

∑
s

(
Âaux

rsmn(s)Âaux
uvmn(s)

)
< 1. (3.18)

We will evaluate and discuss the three inequalities in the next section. However, in
order to anticipate a main result it should be mentioned now that only for the �rst
condition the convergence criterion is observed to be ful�lled, i.e., q1 < 1. It should
be noted that even for this case its ful�llment depends strongly on the choice of the
constants Caux

ijkl.
Next we turn to the question what happens if we let the number N , which so far has
been kept �xed, grow inde�nitely. Note that in the inequalities only the quantities
kmnrs(α, α′) depend upon N , and therefore we write kN

mnrs(α, α′). An examination
of the explicit form of these quantities results in the existence of a limit element
according to:

lim
N→∞

kN
mnrs(α, α′) = k∞mnrs(α, α′) < ∞. (3.19)

In the case of q1 this condition is already satis�ed surprisingly well for N ≥ 128, as
will also be documented in the next section.
Finally we may write for the error bounds involved with the three numbers men-
tioned above (cf., Kreyszig, 1978, pg. 309):

dp

(
w

(m)
A , wA

) ≤ qm
p

1− qp

dp

(
w

(0)
A , w

(1)
A

)
, (3.20)

where wA is the correct solution to the problem, w
(m)
A refers to the m-th iteration

and dp, p = 1, 2,∞ refers to the metrics shown in Equation (3.11).

4 Results
If we now refer to Equations (3.12), (3.13), (3.18) of the previous section, we can see
that by virtue of Aaux

ijkl or Âaux
ijkl the choice of the Caux tensor will have a marked e�ect

on the convergence of the system due to its use in the formulation of Equation (2.7)
and of Equations (2.14), (2.15). Indeed, an appropriate choice of this tensor is the
single most important factor in a successful analysis and although, in theory, it can
take any value, we restricted ourselves in Table 2.1 to three cases that immediately
come to mind.
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In case 1 the auxiliary sti�ness was chosen to be the sti�ness of the matrix. In fact,
this case is the �native� choice for treatment of inclusions softer than the surrounding
matrix. Previous empirical computational studies (Müller, 1996) have shown that in
this case convergence seems to be guaranteed as long as the matrix is sti�er than the
inclusion. This is also demonstrated by the �rst column of insets in Figure 4.1. In
general, Figure 4.1 shows the strain �eld ε11 of a single circular inclusion subjected
to a remotely imposed strain ε0

11 = 0.1%. The local strain has been plotted for
the three choices of auxiliary tensor after twelve iterations (for which, as will be
demonstrated shortly, convergence has been reached). The e�ect of the divergence
of the solution on the analysis can clearly be seen where the shape of the strain �eld
appears distorted, and the magnitudes of the solution become unrealistically high.
Similarly, case 2, where the sti�ness of the inclusion takes over the role of the
auxiliary sti�ness, allows handling of rigid inclusions in soft matrices. �Experience�
has shown that convergence seems to be guaranteed provided the sti�ness of the
inclusion is greater than the sti�ness of the matrix. This is illustrated by the second
column of insets in Figure 4.1.
Finally, in case 3 the auxiliary sti�ness was chosen to become the average of both
sti�nesses. In a certain sense this is a �generic� choice which seems to guarantee
convergence for any degree of mismatch between the inclusion and the matrix (see
the insets in the third row of Figure 4.1), although at a slower rate (this will be dis-
cussed in a later section). It should be pointed out that this choice is recommended
in the papers by Moulinec and Suquet (1998), and Michel et al. (1999, 2001).
If we refer again to Equations (3.12), (3.13), (3.18), we can see that the second
parameter a�ecting the convergence is the factor β(α), which was introduced in
Section 2. In fact, during the numerical evaluation of Equations (3.13) and (3.18),
the summation with respect to this very factor, i.e., q2 and q∞, will always result in
values greater one for all choices of sti�ness but those extremely close to E+/E− = 1.
For conciseness we refrain from presenting explicit data and refer the reader to the
corresponding equations if con�rmation is desired.
In contrast to that β(α) has a bene�cial in�uence while calculating q1 according
to Equation (3.12). Suggestively speaking it has a �screening e�ect� and blocks a
huge amount of otherwise positive contributions. Clearly this benevolent feature
diminishes with increasing volume fraction of the inclusion. To illustrate all these
e�ects we �rst refer to Table 4.1 and note that the volume fraction is given by:

υf =
area of inclusion
area of RVE . (4.1)

11



correct, �native� choice incorrect, divergent choice

incorrect, �divergent� choice correct, �generic� choice

correct, �generic� choice correct, �generic� choice
Figure 4.1 ε11 for (left column) E+/E− = 10, ν+ = 0.3, ν− = 0.3, υf = 0.2;

(right column): E+/E− = 0.1, ν+ = 0.3, ν− = 0.3, υf = 0.2.
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Caux β(α)
∑
α

β(α) 1
N2

∑
α

β2(α)

C+ θ N2υf υf

C− θ − 1 N2(υf − 1) 1− υf

1
2
(C+ + C−) 1

2
(2θ − 1) 1

2
N2(2υf − 1) 1

4

Table 4.1 The factor β(α) and result of summation in real space for di�erent
choices of Caux.

Next we draw the attention to the sequence of pictures shown in Figure 4.2 where
all kijkl's relevant for 2D-simulations are depicted. Obviously, the smaller values can
be found in the vicinity of the center, i.e., for α1 = α2 = N/2. Note that the values
for kijkl depend slightly on the number of discretization points, N . However, at least
for points close to the center convergence is achieved very rapidly as indicated by
the sequence shown in Figure 4.3. It should also be pointed out that in the case
of isotropic materials for a �xed Poisson's ratio, νaux, kijkl does not depend on the
choice of Eaux.
It now becomes straightforward to use Equation (3.12) to calculate estimates of the
�convergence radii� q1 for several di�erent volume fraction and material mismatch
con�gurations, and it can be seen that it is not necessary to start the Neumann
iteration in order to get an estimate of the convergence criteria. The advantage of
employing this method as a precursor to any analysis becomes obvious since it does
not now require that the analysis be started with the possibility that the parame-
ters chosen will be non-convergent. Moreover, the quantities in the calculation are
reusable in the Neumann iteration ensuring maximum e�ciency. This is especially
important on large-scale analyses where the determination of convergence in the
early stages of the analysis can translate to large overall time-savings.
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Figure 4.2: All kijkl's relevant for 2D-simulations (N = 64, νaux = 0.3).

Figure 4.3: k1111 for N = 128 and N = 256(νaux = 0.3).
The sequence presented in Figure 4.4 shows plots for the choice Caux = C+ and
various volume fractions on the �convergence radius� q1 as a function of numbers
of pixels, N . Note that the system is assumed to be in a state of plane strain,
and that we may safely assume any out-of-plane contributions from any quantity
in the analysis will still result in a solution that is con�ned to two dimensions and
can therefore be ignored. The proof of this lemma is provided in the appendix,
speci�cally for the quantity Âaux

klmn, which is the only quantity in the analysis that is
not intrinsically con�ned to the xy-plane. The plots show several features worthy
of comment, as follows:

• Convergence of q1 is achieved very rapidly, even at high volume fractions.

• For low to medium volume fractions q1 stays below 1 provided the matrix is
sti�er than the inclusion, as anticipated.

• For low to medium volume fractions convergence can also be proven for matrix
sti�nesses 0.5 ≤ E+/E− ≤ 1. In fact this behavior had been observed before
(Müller, 1996). It is fair to say that many common engineering materials
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fall into this class. However, composite materials with very high ratios of
mismatch do sometimes exist, such as, for example, steel inclusions embedded
in an Araldite matrix (e.g., E+/E− ≈ 0.01), and were studied in the same
paper by Müller.

• At high volume fractions (υf = 0.6) convergence can explicitly be demon-
strated only for matrix sti�nesses 1 ≤ E+/E− ≤ 5.

• Also note that for the trivial case where E+/E− = 1 and ν+ = ν− we are look-
ing at an elastically homogeneous material and that therefore the convergence
radius is identically zero.

Figure 4.4: Caux = C+: q1 as a function of pixels, N , at three di�erent volume
fractions, υf = 0.2, 0.4, 0.6 (ν+ = ν− = 0.3).
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Figure 4.5: Caux = C−: q1 as a function of pixels, N , at three di�erent volume
fractions, υf = 0.6 (ν+ = ν− = 0.3).

Figure 4.5 focuses on the choice Caux = C−. Due to the fact that β(α) is zero in
the center and one in the outside regions large values of kijkl contribute pushing q1

easily above the critical limit. Consequently, convergence could be proven explicitly
only for sti�ness ratios 1/1.1 ≤ E+/E− ≤ 1.1/1. However, it should be noted that
this does not exclude the possibility for convergence beyond these limits, in partic-
ular for ratios of sti�ness below one, for which convergence has been demonstrated
empirically (cf., Figure 4.1). Also note that because of the slower convergence of
kijkl outside of the center α1 = α2 = N/2 the convergence of q1 is retarded as well.
The behavior of q1 for the generic type of auxiliary tensor (i.e., the third choice shown
in Table 4.1, Caux = 0.5(C+ = C−)) is illustrated in Figure 4.6. Since |β(α)| = 0.5
for all possible values of α within the RVE we conclude that the numerical results
for q1 are independent of the volume fraction chosen. Evidently convergence, based
on values q1 < 1, can explicitly be demonstrated only for 1/1.2 ≤ E+/E− ≤ 1.2/1.
The reason for the relatively small extension beyond the purely homogeneous case is
the full summation, i.e., positive contributions toward q1, from all the points within
the RVE, including those from the out-of-center points, which are particularly large
as shown in Figure 4.1. Nevertheless, in comparison with the previous case, i.e., the
behavior of q1 for the choice Caux = C−, is slightly better, in particular in view of
the fact that the present results are independent of the volume fraction.

Figure 4.6: Caux = 0.5(C+ = C−) : q1 as a function of pixels, N .
Figures 4.7 and 4.8 are the counterparts to Figure 4.41 when di�erent Poisson's ra-
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tios are used for the inclusion and for the matrix, namely ν+ = 0.4, ν− = 0.1 and
ν+ = 0.1, ν− = 0.4, respectively. Generally speaking, di�erent Poisson's ratios seem
to impede convergence. Moreover, for the same ratio of sti�ness, the convergence
radii of both choices are clearly not identical. This is attributable to di�erent lat-
eral contraction constraints depending on the system geometry, i.e., laterally sti�
inclusion or shell. This implies that the not only the level of elastic mismatch and
volume fraction but also the shape of the inclusion will a�ect the convergence radius,
although this is not studied in any detail at this time.

Figure 4.7: Caux = C+: q1 as a function of pixels, N (υf = 0.2, ν+ = 0.4, ν− =
0.1).

Figure 4.8: Caux = C+: q1 as a function of pixels, N (υf = 0.2, ν+ = 0.1, ν− =
0.4).

An interesting special case with physical relevance is the void, and is of interest
particularly when modeling porous materials (Latella and Liu, 2000) or in the study
of elliptical holes or Gri�th cracks (Herrmann et al., 1999). Figures 4.4/7/8 indicate
(for E+/E− À 1) that the presented approach is capable to handle such cases. In
this context it should also be noted that Moulinec and Suquet (1998) report no
convergence for �in�nite contrast� between the constituents (i.e., for rigid inclusions
as well as voids). However, it must also be noted that their method is based on
a continuous Green's operator solution for the elastic problem and di�ers in this
respect from our numerical scheme (2.24) which is based on discrete �nite di�erences
in Fourier space shown in Equations (2.11)-(2.13).
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5 Relative error of the Neumann iteration
It is, of course, of interest to us to know the relative error of the current value of
the Neumann iteration since it is not computationally e�cient to carry out more
than the necessary number of iterations for this numerical scheme. Indeed, since
the execution of this iteration is generally the most intensive part of the numerical
simulation, an understanding of this value can make signi�cant di�erences to the
execution time of the entire simulation.
Explicit relations for computing the relative error of the solution of equations have
already been provided in Equations (3.11/3.20). These will now be evaluated for
the case p = 1, Caux = C+. The sequence in Figure 5.1 shows the logarithm of the
relative error, qm

1 /(1−q1), plotted as a function of iteration number, m, for di�erent
sti�ness ratios and the various choices of Poisson's ratio that were used before. As
before a circular inclusion corresponding to a �xed volume fraction, υf = 0.2, was
chosen to obtain the results. Generally speaking, the following conclusions can be
drawn:

• the sti�er the matrix, the slower the convergence speed; this is in particular
true for the case of holes, i.e., when the sti�ness ratio approaches E+/E− = ∞;

• for the convergent case E+/E− = 0.5, which is �non-native� to the choice
Caux = C+, a drastic reduction in convergence speed can be observed;

• di�erent choices of Poisson's ratio lead to a decrease in convergence speed for
most choices of sti�ness ratio with the exception of relatively small ones.

19



Figure 5.1: Error bound ratio, qm
1 /(1−q1), as a function of number of iterations,

m, for various choices of Poisson's ratios (υf = 0.2).
This result would seem to suggest that perhaps a more computationally e�cient
strategy for increasing the speed of convergence would be to calculate the conver-
gence radius for each of the three choices of sti�ness tensor. Furthermore, it would
be sensible to assume at this stage that the rule of mixtures could be employed to
optimize the choice of the auxiliary sti�ness tensor at a pre-analysis stage, in order
that the execution time of the numerical procedure could be reduced, such as:

Caux = υfC
− +

(
1− υf

)
C+. (5.1)

However, a detailed analysis of this suggestion is left to future research.

6 Conclusions and outlook
A local stress/strain analysis for elastically highly heterogeneous bodies (�compos-
ites�) has been performed on the basis of Eshelby's �equivalent inclusion technique�.
The associated discrete version of a Fredholm equation of the second-type has been
solved numerically using Discrete Fourier Transforms (DFT) in combination with
a Neumann iteration scheme. Convergence issues in context with the choice of ex-
tremely di�erent sti�ness ratios for a circular inclusion and a surrounding matrix
have been addressed and investigated. Moreover, it was shown that for a decreasing
convergence radius convergence of the solution may occur at a faster rate. It should
�nally be pointed out that the presented method can be used to study elastically
heterogeneous materials showing a much more complicated substructure and, due
to its overall e�ciency, allows the study of micromorphological evolution of such
structures. This has recently been demonstrated in Dreyer and Müller (2000) for a
computer simulation of the phase separation and coarsening phenomenon observed
in eutectic SnPb solders.
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Appendix. Proof of disappearance of out-of-plane
components of Âaux

klmn

The purpose of this appendix is to demonstrate that within the context of the
current problem all components of the quantity Âaux

klmn that are out-of-plane, i.e.,
those for which at least one of the four indices is equal to 3, will disappear due to
the imposed condition of plane strain. It should be noted that the complexity of
this quantity does not allow us to simply dismiss the out-of-plane components due
to the inherently three-dimensional nature of the sti�ness tensor from which it is
partially constructed.
We shall begin the proof by recalling the generalized form of the Neumann iteration,
introduced as Equation (2.24):

εauxrs (α) = β(α)
(
Caux)−1

rsij

(
C+

ijkl − C−
ijkl

) [
Y −1

(
Âaux

klmn(s)Y
(
εauxmn(α′)

))]
+

(A.1)
β(α)

(
Caux)−1

rsij

(
C+

ijkl − C−
ijkl

) [
Y −1

(
Âaux

klmn(s)ε̂∗mn(s)
)

+ ε0
kl − ε∗kl

]
.
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Since the quantities present in the above equation were introduced previously, we
will dispense with a full discussion of their origin and instead introduce immediately
the form required to hold for the following strain tensors3 (εop, ε

∗
op, ε

0
op):

εop =




ε11 ε12 0
ε12 ε22 0
0 0 0


 . (A.2)

Clearly this tensor form will also remain relevant for respective Fourier transformed
quantities, denoted where appropriate above by a circum�ex and all of which are all
similarly subject to plane-strain conditions.
It is straightforward to show that the application of this plane strain condition will
force indices r, s, m and n in Equation (A.1) to be de�ned only when they correspond
to values that lie within the (x, y)-plane in a Cartesian co-ordinate system (i.e.,
r, s,m, n ∈ {1, 2}). Obviously, with reference to Equation (A.1) this limits the
indices m,n in Âklmn to {1, 2}. This condition does not, however, automatically
con�ne the whole this quantity to two dimensions, so it becomes necessary now to
explicitly specify and investigate its components, given by:

Âklmn =
1

2

(
ξkM

−1
lj + ξlM

−1
kj

)
Cijmnξi. (A.3)

We shall, for the moment, turn our attention exclusively to the ξp of the above
equation, and recall that they are de�ned as:

ξp = −i1
h

sin

(
2π

N
sp

)
, (A.4)

where i =
√−1, N is the number of discretization points per dimension, h is the

mesh spacing and sp represents the discrete position vector in Fourier space.
If we now remember that due to the formulation of the problem, we require the
position vector to be de�ned exclusively co-planar to the strain such that

sp ∈ {0, 1, · · · , N − 1}, p ∈ {1, 2}. (A.5)

It then becomes evident that Equation (A.4) can be represented in vector form as:

ξp =




ξ1

ξ2

0


 , (A.6)

a result which allows us by reference to Equation (A.3) to require now that j ∈ {1, 2}.
3Note: Where possible the unbound indices o, p, u or v have been used throughout this section

when required to avoid confusion with bound indices within the problem that are pertinent to the
argument.
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By recourse to Equation (A.3), it can clearly be seen that there is a potential for
out of plane contributions arising from the M−1

ou matrix and in order to prove that
these will not occur we recall that:

Mou = Copuvξpv, (A.7)

and that for isotropic elastic media:

Copuv = λδopδuv + µ
(
δouδpv + δovδpu

)
. (A.8)

Remaining aware of the tri-dimensionality of the tensor Copuv, we refer to the de�-
nition of the ξpv matrices, given by4:

ξp p =
2

h2

(
cos

(
2π

N
sp

)
− 1

)
, (A.9)

and

ξpv =
1

2h2

(
cos

(
2π

N
(sp + sv)

)
− cos

(
2π

N
(sp − sv)

))
, p 6= v. (A.10)

We make use again of Equation (A.5) applied to Equations (A.9�A.10), and af-
ter appropriate substitution of Equations (A.8�A.10) into Equation (A.7) and by
evaluation for the isotropic case using the Mathematica©R package, we arrive at the
following result:

M−1
ou =




M−1
11 M−1

12 0

M−1
12 M−1

22 0

0 0 M−1
33


 (A.11)

By inspection of Equation (A.3), we can see now that no out of plane contribution
will arise due to the fact that ξ3 = 0 and that M−1

3u = M−1
u3 ≡ 0, with respect to

indices k and l and subject to u ∈ {1, 2}. We can therefore conclude that indices k
and l and therefore the quantity Âklmn be con�ned to two dimensions.

4The underlined index indicates that the Einstein convention does not apply in this case.
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