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Abstract

A time discrete scheme is used to approximate the solution to a phase �eld system

of Penrose�Fife type with a non�conserved order parameter. An a posteriori error

estimate is presented that allows to estimate the di�erence between continuous and

semidiscrete solutions by quantities that can be calculated from the approximation and

given data.

1 Introduction

The dynamics of di�usive phase transitions can be described by the evolution of the absolute

temperature � and of an order parameter �, which characterizes the di�erent phases. In

[PF90], Penrose and Fife derived a class of phase �eld systems, where the evolution of these

quantities is determined by an energy balance coupled with a kinetic equation for the order

parameter. For a non�conserved order parameter, we consider the following system

c0�t + �0(�)�t +rq = g; q = �r
�
1

�

�
; (1.1a)

��t � "��+ s0(�) = ��
0(�)

�
: (1.1b)

In the energy balance (1.1a), the positive constant c0 represents the speci�c heat, the function

�0(�) represents the phase transition latent heat, q represents the heat �ux, and the datum

g represents heat sources or sinks.

In [PF90], general heat �ux laws of the form ��(�)r(1=�) have been considered. For ��(�) =

�0�
2, with �0 > 0 constant, one gets the classical Fourier law. In this framework, we use a

constant positive thermal conductivity � and consider the heat �ux law arising for �� :� �,

similar to a number of paper where existence and uniqueness of the solution have been

investigated [Hor93, HLS96, HSZ96, Kle97, Lau93, Lau95, SZ93, Zhe95]. More general heat

�ux laws have been considered in [CL98, CLS99, CS98, Kle, Lau98] and [DK97, KK99,

KN94].

In the kinetic equation (1.1b), � stands for a positive, space�dependent, kinetic relaxation

coe�cient, the positive constant " represents the energy of the phase interfaces, and s0 is the

derivative of some potential on R.

In the context of a solid�liquid phase transition with a critical temperature �C , one typically

has a quadratic or linear function � and the potential s(r) is the sum of �(r)=�C and some

other non�convex potential, like, for example, the double well potential (r2�1)2 or the double

obstacle potential I[�1;1](r)+(1�r2). With I[�1;1] being the indicator function of the interval
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[�1; 1], the latter ensures that the order parameter attains only values in the interval [�1; 1].
To deal with a general class of potentials, we consider s decomposed as s = �� �, where �

is the convex, but maybe not di�erentiable, part the the potential, whereas � represents the

not�convex, but di�erentiable, part of the potential.

In [Hor93], Horn considers a time discrete scheme for a Penrose�Fife system in one space

dimension and derives an error estimate of order
p
h, where h denotes the time�step size.

In [Kle97, Kle99], the �rst author of the present paper considers the three dimensional case

and prove an error estimate of order h for time discrete schemes. These a priori error

estimates allow to estimate the order of the error, but can not be used as local re�nement

error indicators, because they involve non�computable quantities.

In the present paper we investigate a time discrete scheme proposed in [Kle99] and prove an

a posteriori error estimate. This estimate leads to an upper bound for the di�erence between

the solution to the Penrose�Fife system and its time discrete approximation, which can be

calculated using only the given data and the computed solution.

We refer to [NSaV00] and the references quoted therein for the discussion of a posteriori error

estimates for time evolution problems in a very general framework, which unfortunately does

not include our Penrose�Fife model. We refer also to [CNS00, NScV00] for a posteriori error

estimates and the implementation of adaptive strategies for simpler phase transition models.

The layout of this paper is as follows. In Section 2, the initial�boundary value problem for the

phase �eld system is presented and the time discrete scheme is introduced. The a posteriori

error estimates are presented in Section 3. Therein, the result for � convex is presented �rst,

because the a posteriori error estimate for this case is quite satisfying, whereas the one that

holds for general functions � is somehow weaker. These error estimates are proved in Section

4.

2 The Penrose�Fife system and the time discrete

scheme

2.1 The phase��eld system

In the sequel, 
 � R
N with N = 2, 3 denotes a bounded open domain with smooth boundary

� and unit outward normal n. Let 
T := 
 � (0; T ) and �T := � � (0; T ), where T > 0

stands for a �nal time.

We consider the following initial�boundary value problem for the Penrose�Fife system:
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(PF): Find a quadruple (�; u; �; �) ful�lling

� 2 H1
(0; T ;L2

(
)); u 2 L2
(0; T ;H2

(
)) \ L1(0; T ;H1
(
)); (2.1a)

� 2 H1
(0; T ;L2

(
)) \ L1(0; T ;H2
(
)); (2.1b)

� 2 L1(0; T ;L2
(
)); (2.1c)

� > 0; u =
1

�
; � 2 D(�); � 2 �(�); a.e. in 
T ; (2.1d)

c0
@�

@t
+ �0(�)

@�

@t
+ ��u = g; a.e. in 
T ; (2.1e)

�
@�

@t
� "��+ � � �0(�) = ��0(�)u; a.e. in 
T ; (2.1f)

�
@u

@n
+ u = �;

@�

@n
= 0; a.e. on �T ; (2.1g)

�(�; 0) = �0; �(�; 0) = �0; a.e. in 
: (2.1h)

As indicated in the �rst section, c0, �, and " are �xed positive constants, and also  is one.

For dealing with this system, the following assumptions will be used:

(A1) Let � be a maximal monotone graph on R, � : R! [0;1] be a proper lower semicon-

tinuous convex function, and �1, �0 be positive constants satisfying

� = @�; 0 2 D(�); 0 2 �(0); int D(�) 6= ;;
�(s) � �1s

2 � �0; 8 s 2 D(�):

(A2) There are positive constants �001; �
00
1 ; �

000
1 and constants �000; �0 2 R, such that

� 2 W 2;1
loc

(R); �000 � �00(s) � �001; for a.e. s 2 D(�);

� 2 W 3;1
loc

(R); �(s) � 1

4
�(s) + �0; j�00(s)j � �001 ; j�000(s)j � �0001 ; for a.e. s 2 D(�):

(A3) There are positive constants �0; �1, and �0 such that

� 2 L1(
); �0 � � � �1; a.e. in 
;

� 2 H1(0; T ;L2(�)) \ L1(�T ) \ L1(0; T ;H1=2(�)); � � �0; a.e. on �T ;

g 2 H1(0; T ;L1(
)):

(A4) Let the initial data �0; �0; u0; �0 satisfy

�0; u0 2 H1(
) \ L1(
); �0 > 0; u0 =
1

�0
; a.e. in 
;

�0 2 H2
(
); �0 2 L2

(
); �(�0
) 2 L1

(
); �0 2 D(�); �0 2 �(�0
); a.e. in 
;

@�0

@n
= 0; a.e. on �:
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From Theorem 2.2 in [Kle99] it follows that, under the assumptions (A1)�(A4), there is a
unique solution (�; u; �; �) to the Penrose�Fife system (PF). For this solution it holds that

� 2 L1(0; T ;H1
(
)) \ L1(
T ) \ W 1;1

(0; T ;H1
(
)

�
); (2.2a)

u 2 H1
(0; T ;L2

(
)) \ L1(
T ); (2.2b)

� 2 W 1;1(0; T ;L2(
)) \ H1(0; T ;H1(
)) \ L1(
T ): (2.2c)

2.2 The time discrete scheme

We introduce a time discrete scheme with variable time�steps. Let us consider a partition

of the time interval [0; T ]

P := f0 = t0 < t1 < � � � < tM = Tg

with variable step

hm := tm � tm�1; 8m = 1; : : : ;M;

that satis�es the following assumption:

(A5) There exist two positive constants c� � 1 � c� such that

c�hm�1 � hm � c�hm�1; 8m = 2; : : : ;M;

hm <
min(�0; �1)

3�001
; 8m = 1; : : : ;M:

Let h := max
1�m�M

hm denote the maximum of the time step sizes. For m = 1; : : : ;M , let

gm(�) := 1

hm

tmZ
tm�1

g(�; t) dt ; a.e. in 
; �m(�) := 1

hm

tmZ
tm�1

�(�; t) dt ; a.e. on �; (2.3)

and let 
m denote the cylinder 
m := 
� (0; tm).

Our Euler scheme in time for the Penrose�Fife systems is implicit, except for the treatment

of the nonlinearities �0 and �0, and reads as follows:

(D): Let
�0 := �0; u0 := u0; �0 := �0; �0 := �0; (2.4a)

and, for m = 1; : : : ;M , �nd

�m 2 L2(
); um; �m 2 H2(
); �m 2 L2(
); (2.4b)

4



such that, given gm and �m as in (2.3),

�m > 0; um =
1

�m
; �m 2 D(�); �m 2 �(�m); a.e. in 
; (2.4c)

c0
�m � �m�1

hm
+ �0(�m�1)

�m � �m�1

hm
+ ��um = gm; a.e. in 
; (2.4d)

�
�m � �m�1

hm
� "��m + �m � �00(�m�1)�m

= ��0(�m�1)um � �00(�m�1)�m�1 + �0(�m�1); a.e. in 
;

(2.4e)

��@um
@n

= um � �m;
@�m

@n
= 0; a.e. on �: (2.4f)

The scheme (D) belongs to the class of schemes considered in [Kle99]. Hence, we get from the

Corollary 2.1 and Remark 2.2 therein that (D) has a unique solution, provided (A1)�(A5)
are satis�ed.
Remark 2.1. The assumption (A5) is not used in the derivation of the a posteriori error

estimates, but to ensure the existence of a unique solution to (D). Hence, in the corollary
and the theorems in the next section, the assumption (A5) could be replaced by the

assumption that a solution to the scheme (D) is given. In this case, assumption (A5)
would have to be added in Remarks 3.4 and 3.10, since therein one is using the uniform

upper bounds for the approximations that are proved in [Kle99] under this assumption.
Remark 2.2. The approximation for �0(�) used in (2.4e) is linear in �m and involves a trun-

cation error with respect to the implicit term �0(�m) bounded by �0001 (�m � �m�1)
2=2.

This approximation coincides with �0(�m) if � is a quadratic function and �0 is therefore

an a�ne function. In this case, also the lower bound c�hm�1 for hm in (A5) could be

skipped, see Remark 2.9 in [Kle99].

We use the solution to (D) to construct approximations of the solution to the Penrose�Fife

system (PF). The piecewise linear in time function b� 2 H1([0; T ];L2(
)) is de�ned by

b�(t) := �m�1 +
t� tm�1

hm
(�m � �m�1) 8 t 2 (tm�1; tm]; m = 1; : : : ;M ; (2.5)

the function b� 2 H1(0; T ;H2(
)) is analogously de�ned. Moreover, the piecewise constant

in time functions �, � 2 L1(0; T ;H2(
)) are de�ned by

�(0) = �(0) := �0; �(t) := �m; �(t) := �m�1; 8 t 2 (tm�1; tm]; m = 1; : : : ;M ; (2.6)

u, u 2 L1(0; T ;H2(
)) and any piecewise constant function are de�ned analogously.

3 A posteriori error estimates

3.1 Preliminary notations

Before the a posteriori error estimates can be presented, some notations has to be �xed.
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We denote by V the Hilbert space H1(
) with the inner product (�; �)V de�ned by

(w; v)V := �

Z



rw � rv dx + 

Z
�

wv d� ; 8w; v 2 H1(
); (3.1)

and the corresponding norm k�kV . Thanks to the trace theorem and Poincaré's inequality,

we see that the norms k�kV and k�kH1(
) are equivalent. Hence, V � can be identi�ed with

H1(
)
�
with equivalent norms. Identifying L2(
) and L2(�) with their dual spaces, we can

therefore embed both spaces in V �. There is some positive constant C�, such that

kw +  k
V �
� C� kwkL2(
) +

1


k k

L2(�) ; 8w 2 L2
(
);  2 L2

(�): (3.2)

Following the de�nition of coercivity for angle bounded operators introduced in [NSaV00,

Chap. 4.2], we de�ne � : (0;1)3 ! [0;1) by

�(v; r; w) := (r � v)
�
1

w
� 1

r

�
+ (v � w)

�
1

w
� 1

v

�
; 8 v; r; w > 0: (3.3)

Using the piecewise linear function l : [0; T ]! [0; 1] de�ned by

l(0) := 0; l(t) :=
t� tm�1

hm
; 8 t 2 (tm�1; tm]; m = 1; : : : ;M; (3.4)

and recalling (2.6) and (2.5), one can rewrite the piecewise linear interpolants in the form

b�(t) = l(t)�(t) + (1� l(t))�(t); b�(t) = l(t)
1

u(t)
+ (1� l(t))

1

u(t)
; 8 t 2 [0; T ]: (3.5)

Finally, for m = 1; : : : ;M , we set

Æ�m := �m � �m�1; Æum := um � um�1; Æ�m := �(�m)� �(�m�1): (3.6)

3.2 A posteriori error estimates for � convex

For Penrose�Fife phase �eld systems with a convex function �, two a posteriori error esti-

mates are presented. The �rst one in the corollary below is a direct consequence of the one

in the theorem afterwards, but it is presented �rst because it is less technical than the one

in the theorem, whereas the one in the theorem is sharper.
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Corollary 3.1. If (A1)�(A5) and �000 � 0 hold, we have for k = 1; : : : ;M :

max

�c0�(tk) + �(�(tk))�
�
c0b�(tk) + �(b�(tk))�

V �
;
p� ��(tk)� b�(tk)�L2(
)

;

min
0�m�k

 k;m

hp
2c0

� l (u� u)2

uu


L1(


k
)

+ k(1� l)�(u; u; u)kL1(

k
)

�1=2
+
p
"
�
kr(�� �)k2(L2(


k
))N + kr(�� b�)k2(L2(


k
))N

�1=2i�

�
� kX
m=1

hmE1;mmax( 2
k;m�1;  

2
k;m)

�1=2

+

kX
m=1

hm(E2;m + E3;m + E4;m)max( k;m�1;  k;m); (3.7)

with

 k;m := exp

��001
�0

(tk � tm)� �000
2�1

kX
i=m+1

himin
x2


ui(x)
�
; 8m = 0; : : : ; k; (3.8)

and error indicators E1;m; : : : ; E4;m 2 R, which, for m = 1; : : : ;M , are de�ned by

E1;m := 2 k�mÆ�m � Æ�mkL1(
) +
2"

3
krÆ�mk2(L2(
))N + 2c0

 (Æum)
2

umum�1


L1(
)

; (3.9a)

E2;m :=
1

hm
C��

00

1 kÆ�mk2L4(
) ; (3.9b)

E3;m :=
1p
�0

�
�001 kÆ�mkL2(
) +

�0001
3
kÆ�mk2L4(
) + �001 kumÆ�mkL2(
)

�
; (3.9c)

E4;m :=
2

hm

tmZ
tm�1

�
kg(t)� gmkV � +

1


k�(t)� �mkL2(�)

�
dt : (3.9d)

Remark 3.2. Using the notation
kP
i=l

� � � = 0 with l > k, we note that  k;k = 1 in (3.8).

The factor  k;m indicates in which way the error in the interval (tk�1; tk] is a�ected by

the approximation in the previous intervals (tm�1; tm] for m = 1; : : : ; k. We see that this

contribution in increased by the non�convex part � of the potential, but also reduced by

the convexity of �.

While these factors depend on k andm, the error indicators E1;m; : : : ; E4;m are independent

of k. The error indicator E1;m is related to the approximations of the nonlinearities �(�)

and 1=� and of the���term in the order parameter equation. The indicator E2;m measures

the e�ects of using the approximation �0(�m�1)(�m��m�1) in the discrete energy balance
(2.4d) instead of �(�m)��(�m�1), whereas E3;m consists of the contributions to the error

caused by the approximations of �0(�) and �0(�)u in the order parameter equation (2.4e).

Finally, the error indicator E4;m is relates to data approximation.
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Remark 3.3. Similarly to [Kle97, Kle99], one can use the L1(
T )�norm of l(u� u)2=uu and

the generalized Hölder's inequality, to derive both L2(0; T ;L3=2(
)) and L2(
T ) estimates

for l(u � u) and L1(
T ) and L2(
T ) estimates for l(� � b�). But, in addition to norms

of u; b�; and b� � 1=u, one would also need in this estimates the L1(0; T ;L6(
)) and

L1(
T ) norms of u and the L2(
T ) and L
1(
T ) norms of �. Moreover, the linear factor

l vanishing as t # tm, one would have to use the estimate for (1�l)�(u; u; u) in the interval
(tm; tm + Æ) for Æ > 0 small, to get informations about the approximation error of u.

We note that

�(u; u; u) =
(u� u)2

uu
;

but unfortunately �(u; u; u) is not equal to �(u; u; u) in general. Instead, we have to use

the following estimates from below for �(u; u; u). We get from de�nition (3.3) that, for

all r; v; w > 0,

�(v; r; w) =
(r � v)2

rv
+

(v � w)(r � w)

vw
=

(r � w)2

rw
+

(v � w)(v � r)

vr
; (3.10)

2�(v; r; w) =
(r � v)2

rv
+

(r � w)2

rw
+

(v � w)(r � w)2 + w(v � w)2

rvw
: (3.11)

Arguing by contradiction, from identities (3.10) we infer that

�(u; u; u) � min

�
(u� u)2

uu
;
(u� u)2

uu

�
;

whereas, if u � u, (3.11) implies

�(u; u; u) � 1

2

(u� u)2

uu
+

1

2

(u� u)2

uu
: (3.12)

Considering for w > v > 0 and r > 0 the last term in (3.11), we see that it is non�negative

if and only if (r � w)2 � w(w � v). Hence, we conclude that for u > u the inequality

(3.12) holds if and only if u�
p
u(u� u) � u � u+

p
u(u� u).

Remark 3.4. Using the a priori estimates for the semidiscrete solution derived in [Kle99,

Chap. 4] and (A3), we see that the j k;mj are uniformly bounded from above and below

and that � MX
m=1

hmE1;m
�1=2

+

MX
m=1

hm

�
E2;m + E3;m + E4;m

�
� Ch;

with some constant independent of the partition P of [0; T ]. Applying also the regularity

results (2.1a)�(2.1c) and (2.2) of the solution, one can recover the a priori error estimate

derived in [Kle99, Theorem 2.3], namely there exists a positive constant C, such that for

all partition P satisfying (A5), we have

kb� � �kL2(

T
)\C([0;T ];H1(
)

�

)+kbu� ukL2(

T
)

+ kb�� �kC([0;T ];L2(
))\L2(0;T ;H1(
))� Ch: (3.13)
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Now, the stronger version of the a posteriori error estimate for phase �eld systems with �

convex is presented.

Theorem 3.5. If (A1)�(A5) and �000 � 0 hold, we have for k = 1; : : : ;M :

max

�	k

�
c0� + �(�)� �

c0b� + �(b�)��
C([0;t

k
];V �)

; k	k

p
� (�� b�)k

C([0;t
k
];L2(
))

;

p
2c0

�	2
kl
(u� u)2

uu


L1(


k
)

+
	2

k(1� l)�(u; u; u)

L1(


k
)

�1=2

+
p
"
�
k	kr(�� �)k2(L2(


k
))N + k	kr(�� b�)k2(L2(


k
))N

�1=2
�

�
� kX
m=1

hmE1;mmax( 2
k;m�1;  

2
k;m)

�1=2

+

kX
m=1

hm(E2;m + E3;m + E4;m)max( k;m�1;  k;m); (3.14)

with  k;m, E1;m; : : : ; E4;m as in Corollary 3.1 and

	k(t) := exp

��001
�0

(tk � t)� �000
2�1

�
(tm � t)min

x2


um(x) +

kX
i=m+1

himin
x2


ui(x)
��
;

8 t 2 (tm�1; tm]; m = 1; : : : ; k: (3.15)

Remark 3.6. For t � tk, 	k(t) indicates how much the error at the time t is over� or under�

estimated by using the error estimate for the interval [0; tk]. We have 	k(tm) =  k;m
for all m = 0; : : : ; k. Considering the de�nition (3.15) of 	k, we see that 	k attains its

extrema in [tm�1; tm] at the boundary of this interval. Hence, we see that

min( k;m�1;  k;m) � 	k(t) � max( k;m�1;  k;m); 8 t 2 [tm�1; tm]; m = 1; : : : k: (3.16)

Remark 3.7. Damlamian and Kenmochi derived in [DK97] a formulation for the Penrose�

Fife system with convex � that leads to an evolution equation with the subdi�erential

of some convex, lower semicontinuous functional on V � � L2(
). In the light of this

formulation, one could also apply the abstract result in [NSaV00] directly. This result

leads to an a posteriori error estimates for a fully implicit time discrete scheme, whose

numerical solution would be quite more complicated to implement. Moreover, if � is not

convex, the abstract results of [NSaV00] can not be applied directly, at least not without

using quite strong additional assumptions on the solution.

3.3 A posteriori error estimates for general �

In the system originally considered by Penrose and Fife in [PF90], the function � was concave.

Hence, even if more general �'s are interesting in applications, we see that it is important

to have an a posteriori estimate also if � is not convex. The function �k appearing on the

left�hand side of the estimates is now bounded from below by 1. Therefore, in contrast to

the situation for the convex �, no separate corollary without this function is presented.

9



Theorem 3.8. Assume that (A1)�(A5) holds. Let C" > 0 be a constant, such that

kvkL3(
) �
p
" krvk(L2(


T
))N + C" kvkL2(
) ; 8 v 2 H1(
): (3.17)

Hence, we have for k = 1; : : : ;M :

max

��k

�
c0� + �(�)� �

c0b� + �(b�)��
C([0;t

k
];V �)

; k�k

p
� (�� b�)k

C([0;t
k
];L2(
))

;

p
2c0

��2
kl
(u� u)2

uu


L1(


k
)

+
�2

k(1� l)�(u; u; u)

L1(


k
)

�1=2

+
p
"
�
k�kr(�� �)k2(L2(


k
))N +

1

2
k�kr(�� b�)k2(L2(


k
))N

�1=2�

�
� kX
m=1

hmE1;m�2k;m!2
k;m exp

�
2
�001
�0

(tk � tm�1)
��1=2

+

kX
m=1

hm(E4;m + E5;m + E6;m)�k;m!k;m exp

��001
�0

(tk � tm�1)
�
; (3.18)

with, for m = 1; : : : ; k,

�k(t) := exp

��001
�0

(tk � t) +
1

4�0
j�000j (tm � t) kumkL6(
)

�
2C" + j�000j kumkL6(
)

�
+

1

4�0
j�000j

kX
i=m+1

hi kuikL6(
)

�
2C" + j�000j kuikL6(
)

��
; 8 t 2 (tm�1; tm]; (3.19)

�k;m := exp

�
1

2�0
j�000j

kX
i=m

hi kuikL6(
)

�
C" + j�000j kuikL6(
)

��
; (3.20)

!k;m := exp

�
1

2�0
j�000j

t
kZ

tm�1

ku(�)kL6(
)

�
C" + j�000j ku(�)kL6(
)

�
d�
�
; (3.21)

error indicators E1;m; E4;m as in Corollary 3.1, and error indicators E5;m; E6;m which, for

m = 1; : : : ;M , are de�ned by

E5;m :=
1

hm
C�max (j�000j ; �001) kÆ�mk2L4(
) ; (3.22a)

E6;m :=
1p
�0

�
�001 kÆ�mkL2(
) +

�0001
3
kÆ�mk2L4(
) +max (j�000j ; �001) kumÆ�mkL2(
)

�
: (3.22b)

Remark 3.9. For t � tk, �k(t) gives a lower bound on the over�estimation of error at the

time t by using the error estimate for the interval [0; tk]. There is a function which would

estimate this over�estimation better, but this function would require to use informations

from the solution u. By the factor �k;m!k;m exp((�001=�0)(tk � tm�1)) it is measured how

the error and the contributions to the error corresponding to the time�interval (tm�1; tm]

are increasing the error in the time�interval (tk�1; tk], because of the non�convex part

10



of the potential and the concavity of �. The error indicator E5;m coincides with E2;m if

j�000j � �001. Both indicators measure the same kind of contribution to the error. The error

indicators E3;m and E6;m are related likewise.
Remark 3.10. Similar as in Remark 3.4, we see that the j�k;mj are uniformly bounded from

above and that

� MX
m=1

hmE1;m
�1=2

+

MX
m=1

hm

�
E4;m + E5;m + E6;m

�
� Ch;

with some constant independent of the partition P of [0; T ]. Since the regulatity (2.2b) of

the solution to (PF) also yields that there is a uniform upper bound for !k;m, we conclude

that also for general � the error estimate (3.13) can be recovered from the a posteriori

error esimates.
Remark 3.11. A heuristic estimate of the L2(0; T ;L6(
))�norm of u and therefore for !k;m

can be derived from the fact that by [Kle99, (2.14)�(2.16), (6.3), and (6.8)] and a gener-

alized version of the Aubin Lemma (see [Sim87, Corollary 4]), u tends to u strongly in

L2(0; T ;H1(
)), if h tends to 0. Thanks to the embedding of H1(
) in L6(
), we have

therefore for h su�ciently small:

!k;m � 2�k;m; 8m = 1; : : : ; k: (3.23)

If this estimate holds, we can estimate the right�hand side of (3.18) by

2

� kX
m=1

hmE1;m�4k;m exp

�
2
�001
�0

(tk � tm�1)
��1=2

+ 2

kX
m=1

hm(E4;m + E5;m + E6;m)�2k;m exp

��001
�0

(tk � tm�1)
�
;

and get a computable a posteriori error estimate, which only involves the computed

approximation, some data, and the error in the approximation of the data.

Since one can not ensure that (3.23) holds for the computed approximation, one needs the

following lemma to derive an estimate which is valid for all decompositions.

Lemma 3.12. Assume that (A1)�(A4) are satis�ed. Let �1; �0; Cl; C6 be positive constants

such that

��1�(s) �
1

4
�(s) + �0; 8 s 2 D(�); (3.24)

��1r + ln r � Cl; 8 r > 0; (3.25)

kvk
L6(
) � C6 kvkV ; 8 v 2 V: (3.26)

11



For the solution (�; u; �; �) to the Penrose�Fife system (PF) it holds

1

2C2
6

kuk2L2(0;t�;L6(
)) +

p� @�@t
2
L2(0;t�;L2(
))

+
"

2
kr�(t�)k2(L2(
))N +

1

2
k�(�(t�))kL1(
)

�
Z



�
�1
�
c0�

0
+ �(�0

)
�� c0 ln �

0
+ �(�0

)� �(�0
)

�
dx

+
�
c0Cl + �0 + �0

� j
j+ "

2

r�0
2
(L2(
))N

+
1

2
k� + �1k2L2(��(0;t�))

+ �1 kgkL1(
�(0;t�)) + C2
� kgk2L2(0;t�;V �) ; 8 t� 2 [0; T ]: (3.27)

Proof. From (A2) and 0 2 D(�), we get by integration

�(s) � 1

2
�000s

2 + �0(0)s+ �(0); 8 s 2 D(�):

Using now Young's inequality and (A1), we get some positive constants �1 and �0 such that

(3.24) holds. The left�hand side of (3.25) is a continuous di�erentiable function on (0;1),

which tends to �1 at the boundaries of this interval; this yields (3.25). The equivalence

of the norms k�kV and k�kH1(
) and the continuous embedding of H1(
) into L6(
) gives a

constant C6 such that (3.26) holds.

Now, the main estimate (3.27) will be proved. Let t� 2 (0; T ] be given. We multiply (2.1e) by

�1� u and integrate the resulting equation over 
� (0; t�). Since (2.1d) yields u@�

@t
=

@(ln �)

@t
,

we get by applying (2.1g), (2.1h), (3.1), (3.2), (3.24), (3.25), (A3), and Young's inequality

kuk2
L2(0;t�;V ) =

Z



�� c0�1�(t
�) + c0 ln(�(t

�)) + c0�1�
0 � c0 ln(�

0)� �1�(�(t
�)) + �1�(�

0)
�
dx

+

t�Z
0

Z



�
�0(�)

@�

@t
u+ g(�1 � u)

�
dx dt +

t�Z
0

Z
�

�
�(u� �1) + �1u

�
d� dt

�
Z



�
c0Cl + c0�1�

0 � c0 ln(�
0) +

1

4
�(�(t�)) + �0 + �1�(�

0)

�
dx

+

t�Z
0

Z



�0(�)
@�

@t
u dx dt + �1 kgkL1(
�(0;t�)) + C2

� kgk2L2(0;t�;V �)

+
1

2
k� + �1k2L2(0;t�;L2(�)) +

1

2
kuk2L2(0;t�;V ) : (3.28)

Now, (2.1f) is tested by @�

@t
and the resulting equation is integrated over 
 � (0; t�). Using

12



that � > 0 in 
 (see (A3)), (2.1g), (2.1h), and (A2), we get

p�@�@t
2
L2(0;t�;L2(
))

+
"

2
kr�(t�)k2(L2(
))N +

t�Z
0

Z



�
@�

@t
dx dt

� �
t�Z
0

Z



�0(�)u
@�

@t
dx dt +

Z



�
1

4
�(�(t�)) + �0 � �(�0

)

�
dx +

"

2

r�0
2
(L2(
))N

: (3.29)

Since � 2 �(�) a.e. in 
T (see (2.1d)), by applying (A1) and [Bré73, Lemma 3.3] we get

t�Z
0

Z



�
@�

@t
dx dt = k�(�(t�))k

L1(
) �
�(�0)


L1(
)

:

Adding now (3.28) to (3.29), and using (3.26) afterwards, we see that (3.27) holds.

Remark 3.13. Using (3.27), for each partition P of [0; T ] we can compute an upper bound for

kuk2L2(0;t
k
;L6(
)). This can be used to estimate !k;m, so that (3.18) reads as a computable

a posteriori error estimate. But, this error estimate will be quite pessimistic, as this

already holds for the upper bound for kuk2
L2(0;t

k
;L6(
)) stated in (3.27). Hence, for practical

computations one will to use the a posteriori error estimate derived in Remark 3.11, hoping

that (3.23) is satis�ed for the considered approximation.

4 Proof of the a posteriori error estimates

4.1 Notations and properties

For preparing the proof of the error estimates, some additional notations are introduced and

some useful equalities and inequalities are presented.

In the sequel, we will use, for p � 1, the notation k�k
p
for the Lp(
)�norm and k�k2;N for the

(L2(
))N�norm.

Let F : V ! V � be the duality mapping:

hFw; viV ��V = (w; v)V ; 8w; v 2 V: (4.1)

We see that V � is a Hilbert space with the inner product (�; �)
�

( ; ')� :=


 ; F�1'

�
V ��V

= (F�1 ; F�1')V ; 8 ; ' 2 V �; (4.2)

satisfying

k k
V �

:=
p
( ;  )� =

F�1 

V
; 8 2 V �: (4.3)
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By embedding L2(
) and L2(�) into V �, we get

hf + '; vi
V ��V

=

Z



fv dx +

Z
�

'v d� ; 8 v 2 V; f 2 L2(
); ' 2 L2(�): (4.4)

Considering the de�nition (3.4) of l, we see that, for all m = 1; : : : ;M ,

tmZ
tm�1

l(t) dt =

tmZ
tm�1

(1� l(t)) dt =
hm

2
;

tmZ
tm�1

(l(t))
2
dt =

tmZ
tm�1

(1� l(t))
2
dt =

hm

3
: (4.5)

The following Gronwall�type inequality is a generalization of [NSaV00, Lemma 3.7], where

a similar inequality with  being a constant is formulated.

Lemma 4.1 (Generalized Gronwall inequality). Let a; b; c; d : (0; t�) ! [0;+1], with

t� > 0, be measurable functions, a2 also being absolutely continuous on [0; t�]. Let  :

(0; t�)! R be an integrable function such that the di�erential inequality holds

da2(t)

dt
+ b2(t) � c2(t) + 2d(t)a(t) + 2 (t)a2(t); a.e. in (0; t�): (4.6)

Then we have:

max

�
max
t2[0;t�]

a(t) ~	(t) ;
� t�Z

0

b2(t) ~	2(t) dt
�1=2�

�
�
a2(0) ~	2(0) +

t�Z
0

c2(t) ~	2(t) dt
�1=2

+

t�Z
0

d(t) ~	(t) dt ; (4.7)

with

~	(t) := exp

� t�Z
t

 (�) d�
�
; 8 t 2 [0; t�]:

Proof. Let the functions v; w : [0; t�]! R be de�ned by

v(t) := a2(t) ~	2(t) +

tZ
0

b2(�) ~	2(�) d� ;

w(t) :=
��
a2(0) ~	2(0) +

tZ
0

c2(�) ~	2
(�) d�

�1=2
+

tZ
0

d(�) ~	(�) d�
�2
;

for all t 2 [0; t�]. Following the proof of [NSaV00, Lemma 3.6], one can use (4.6) to show

that

v0(t) � c2(t) ~	2(t) + 2d(t) ~	(t)
p
v(t); w0(t) � c2(t) ~	2(t) + 2d(t) ~	(t)

p
w(t); 8 t 2 [0; t�]:

Since v(0) = w(0) > 0, a comparison argument for di�erential inequalities yields v(t) � w(t)

for all t 2 [0; t�]. By considering the maximum over t 2 [0; t�] we see that (4.7) holds.
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4.2 Preparation of the estimates

In this subsection it is assumed that (A1)�(A5) are satis�ed. Hence, the time discrete

scheme (D) has a unique solution. Considering the corresponding piecewise linear and

piecewise constant approximations de�ned in (2.5) and (2.6) and using (A4), equation (2.4)

can be rewritten as

b� > 0; � > 0; u > 0; u > 0; u =
1

�
; a.e. in 
T ; (4.8a)

�; � 2 D(�); � 2 �(�); a.e. in 
T ; (4.8b)

c0
@b�
@t

+ �0(�)
@b�
@t

+ ��u = g; a.e. in 
T ; (4.8c)

�
@b�
@t

� "�� + � � �00(�)� = ��0(�)u� �00(�)�+ �0(�); a.e. in 
T ; (4.8d)

�
@u

@n
+ u = �;

@b�
@n

=
@�

@n
=
@�

@n
= 0; a.e. on �T ; (4.8e)

b�(�; 0) = �0; b�(�; 0) = �0; a.e. in 
: (4.8f)

As abbreviations, we introduce the errors in the approximation of u and �

eu := u� u; e� := �� �; be� := �� b�; a.e. in 
T ; (4.9)

and the error in the approximation of the internal energy c0� + �(�)

beI := c0� + �(�)� �
c0b� + �(b�)�; a.e. in 
T : (4.10)

Thanks to the initial conditions (2.1h) and (4.8f), we see that

beI(�; 0) = 0; be�(�; 0) = 0; a.e. in 
: (4.11)

Also, for t 2 [0; T ], some combinations of norms of approximation errors will be used:

E0(t) := kbeI(t)k2V � + kp� be�(t)k22 ; (4.12)

E1(t) := c0l(t)

 e2u(t)

u(t)u(t)


1

+ c0(1� l(t)) k�(u(t); u(t); u(t))k1 ; (4.13)

E2(t) := kre�(t)k22;N + krbe�(t)k22;N ; (4.14)

R(t) := �1

2
�000
�u(t) + u(t)

�be2�(t)1 : (4.15)

Using the discrete Schwarz inequality, we see that

kbeI(t)kV � + kp� be�(t)k2 � p
2
p
E0(t); 8 t 2 [0; T ]: (4.16)
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Moreover, for t 2 [0; T ], it is convenient to de�ne the following quantities, which depend on

data and approximate solutions:

I1(t) :=

��0(�(t))� �0(b�(t))�@b�
@t

(t) + g(t)� g(t)� �
�(t)� �(t)

�
V �

; (4.17)

I2(t) :=
1p
�0
k�0(b�(t))� �0(�(t)) + �00(�(t))

�
�(t)� �(t)

�
+
�
�0(�(t))� �0(b�(t))�u(t)k2; (4.18)

I3(t) := c0(1� l(t))

(u(t)� u(t))2

u(t)u(t)


1

; (4.19)

I4(t) :=
�(t)��(t)� b�(t)�+ �(b�(t))� �(�(t))


1
+
"

2
kr(�(t)� b�(t))k22;N : (4.20)

In the following, the errors E0; E1; E2 are going to be estimated by R; I1; : : : ; I4. Afterwards

I1; : : : ; I4 will be estimated by error indicators de�ned in (3.9) and (3.22). Therein, techniques

derived in [NSaV00] are applied and adapted to the speci�c non�linearities of the Penrose�

Fife system.

Lemma 4.2. We have for a.e. t 2 (0; T ):

1

2

dE0(t)

dt
+ E1(t) +

"

2
E2(t)

�
p
2max

�
I1(t); I2(t)

�p
E0(t) + I3(t) + I4(t) +

�001
�0
E0(t) +R(t): (4.21)

Proof. By taking the di�erence of equations (2.1e) and (4.8c) and using notation (4.9) and

(4.10), we get

@beI
@t

+ ��eu = �0(�)
@b�
@t

� @�(b�)
@t

+ g � g; a.e. in 
T :

Testing this equation by a function v 2 H1(
), integrating the resulting identity over 
,

using the boundary conditions in (2.1g) and (4.8e), and applying the de�nitions of the inner

product on V in (3.1), we observe that, for a.e. t 2 (0; T ),Z



@beI
@t

(t)v dx � (eu(t); v)V = �
Z
�

�
�(t)� �(t)

�
v d�

+

Z



��
�0(�(t))� �0(b�(t))�@b�

@t
(t) + g(t)� g(t)

�
v dx ; 8 v 2 H1(
):

Combining this with (4.1)�(4.4) and the de�nition (4.17) of I1, we get�@beI
@t

(t);  �
�
�

� h �; eu(t)iV ��V =

Z



@beI
@t

(t)F�1 � dx � �
eu(t); F

�1 �
�
V

� I1(t)
F�1 �


V
= I1(t) k �kV � ; 8 � 2 V �; for a.e. t 2 (0; T ):
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We select  � = beI(t) and use (4.10) and (4.4), to arrive at

1

2

d

dt
kbeI(t)k2V � � c0

Z



�
�(t)� b�(t)�eu(t) dx

� I1(t) kbeI(t)kV � +
Z



�
�(�(t))� �(b�(t))�eu(t) dx ; for a.e. t 2 (0; T ):

(4.22)

Using (3.5) and the compatibility conditions in (2.1d) and in (4.8a), and recalling the de�-

nitions of �, E1, and I3, in (3.3), (4.13), and (4.18) respectively, we get

� c0

Z



�
�(t)� b�(t)�eu(t) dx = c0l(t)

(u(t)� u(t))2

u(t)u(t)


1

+ c0(1� l(t))

Z



�
�(u(t); u(t); u(t))� �

u(t)� u(t)
�� 1

u(t)
� 1

u(t)

��
dx = E1(t)� I3(t):

We use this equation to rewrite (4.22) as

1

2

d

dt
kbeI(t)k2V � + E1(t) � I1(t) kbeI(t)kV � +

Z



�
�(�(t))� �(b�(t))�eu(t) dx + I3(t): (4.23)

Now we take the di�erence of the equations (2.1f) and (4.8d) and test by be�(t). Applying the
boundary conditions (2.1g) and (4.8e), the de�nition (4.18) of I2, and Young's inequality,

we obtain, for a.e. t 2 (0; T ),

1

2

d

dt
kp� be�(t)k22 + "

Z



re�(t) � rbe�(t) dx
=

Z



�
�0(�(t))u(t)� �0(�(t))u(t) + �(t)� �(t)

+ �0(�(t))� �0(�(t))� �00(�(t))
�
�(t)� �(t)

��be�(t) dx
�
Z



�
�(t)� �(t)

�be�(t) dx +
p
�0I2(t) kbe�(t)k2

+

Z



�
�0(b�(t))u(t)� �0(�(t))u(t) + �0(�(t))� �0(b�(t))�be�(t) dx : (4.24)

Using (4.9), (4.14), and the equality 2(a� b)(a� c) = (a� b)2 + (a� c)2 � (b� c)2 (which

follows directly from the second binomial formula), we see thatZ



re�(t) � rbe�(t) dx =
1

2
E2(t)�

1

2
kr�(t)�rb�(t)k22;N : (4.25)
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We invoke the compatibility conditions in (2.1d) and in (4.8b), and use (A1), to show that

(� � �)be� = �(b�� �) + �
�
�� �+ (�� b�)�

� �(b�)� �(�) + �(�)� �(�) + �(�� b�)
=
���(�� b�) + �(b�)� �(�)

�� ; a.e. in 
T : (4.26)

Combining (4.24)�(4.26), (A2), property � � �0 in (A3), and (4.20), we get

1

2

d

dt
kp� be�(t)k22 + "

2
E2(t) � I2(t) k

p
� be�(t)k2 + I4(t)

�
Z



�
�0(�(t))u(t)� �0(b�(t))u(t)�be�(t) dx +

�001
�0
kp� be�(t)k22 ; for a.e. t 2 (0; T ):

Adding this inequality to (4.23), we arrive at

1

2

d

dt
kbeI(t)k2V � + E1(t) +

1

2

d

dt
kp� be�(t)k22 + "

2
E2(t)

� I1(t) kbeI(t)kV � + I2(t) kp� be�(t)k2 + �001
�0
kp� be�(t)k22 + I3(t) + I4(t)

+

Z



��
�(�(t))� �(b�(t))�eu(t)� �

�0(�(t))u(t)� �0(b�(t))u(t)�be�(t)� dx ; (4.27)

for a.e. t 2 (0; T ). Applying Taylor's formula and (A2), we see that a.e. in 
T it holds�
�(�)� �(b�)�eu � �

�0(�)u� �0(b�)u�be�
= u

�
�(�) + �0(�)(b�� �)� �(b�)�+ u

�
�(b�) + �0(b�)(�� b�)� �(�)

�
� �1

2
�000(u+ u)(�� b�)2:

Inserting this inequality in (4.27) and using the de�nition (4.15) of R(t), we conclude that

1

2

d

dt

� kbeI(t)k2V � + kp� be�(t)k22 �+ E1(t) +
"

2
E2(t)

� max
�
I1(t); I2(t)

�� kbeI(t)kV � + kp� be�(t)k2 �+ �001
�0
kp� be�(t)k22 + I3(t) + I4(t) +R(t);

for a.e. t 2 (0; T ). Recalling (4.12) and (4.16), we conclude that (4.21) is proved.

Now we bound I1(t); : : : ; I4(t) in terms of the estimators E1;m; E4;m; E5;m; E6;m.
Lemma 4.3. For m = 1; : : : ;M it holds

tmZ
tm�1

�
I1(t) + I2(t)

�
dt � hm

2
(E4;m + E5;m + E6;m): (4.28)
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Proof. Let 1 � m � M be arbitrary. Consider �rst term I1 de�ned in (4.17). Using (2.5),

(2.6), (3.2), and (3.6), we obtain that, for t 2 (tm�1; tm],

I1(t) � C�

hm

��0(b�(t))� �0(�m�1)
�
Æ�m


L2(
)

+ kg(t)� gmkV � +
1


k�(t)� �mkL2(�) : (4.29)

Applying Taylor's formula, by virtue of (A2), (3.5), and (3.6), we get, a.e. in 
� (tm�1; tm],

j�0(b�)� �0(�m�1)j = j�0(l�m + (1� l)�m�1)� �0(�m�1)j � max (j�000j ; �001) l jÆ�mj : (4.30)

Hence, taking (4.29), (3.9d), (4.5), and (3.22a) into account, we deduce that

tmZ
tm�1

I1(t) dt �
C�

hm
max (j�000j ; �001)

tmZ
tm�1

l(t)
(Æ�m)22 dt +

hm

2
E4;m =

hm

2
(E4;m+E5;m): (4.31)

Now we consider term I2 de�ned in (4.18). Using (2.5), (2.6), and (3.5), we obtain that, for

t 2 (tm�1; tm],

I2(t) �
1p
�0

�
k�0(l(t)�m + (1� l(t))�m�1)� �0(�m�1) + �00(�m�1)(�m�1 � �m)k2

+
��0(�m�1)� �0(b�(t))�um2 �: (4.32)

Applying Taylor's formula and using (A2), (3.5), and (3.6), we can show that, a.e. in


� (tm�1; tm],

j�0(l�m + (1� l)�m�1)� �0(�m�1) + �00(�m�1)(�m�1 � �m)j
� �001 (1� l) jÆ�mj+

1

2
�0001 l

2(Æ�m)
2:

Thanks to this estimate, (4.30), (4.5), and (3.22b), from (4.32) we see that

tmZ
tm�1

I2(t) dt �
1p
�0

tmZ
tm�1

�
(1� l(t))�001 kÆ�mk2 +

1

2
l2(t)�0001 kÆ�mk24

+ l(t)max (j�000j ; �001) kumÆ�mk2
�
dt =

hm

2
E6;m:

Adding this estimate to (4.31), we conclude that (4.28) holds.

Lemma 4.4. For m = 1; : : : ;M it holds

tmZ
tm�1

�
I3(t) + I4(t)

�
dt � hm

4
E1;m: (4.33)
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Proof. Let 1 � m �M be arbitrary. Consider �rst term I4 de�ned in (4.20). Using formula

(3.5) for b�, (3.6), the compatibility condition (2.4c), and the convexity of � in (A1), we
conclude that, a.e. in 
� (tm�1; tm],���(�� b�) + �(b�)� �(�)

��
� �m

�
�m � (l�m + (1� l)�m�1)

�
+
�
l�(�m) + (1� l)�(�m�1)

�� �(�m)

= (1� l)
�
�mÆ�m � Æ�m

�
=
��(1� l)

�
�mÆ�m � Æ�m

��� :
Therefore, on using again (3.5) and (3.6) in conjunction with (4.5), we see from (4.20) that

tmZ
tm�1

I4(t) dt �
tmZ

tm�1

�
(1� l(t)) k�mÆ�m � Æ�mk1 +

"

2
(1� l(t))2 krÆ�mk22;N

�
dt

=
hm

2
k�mÆ�m � Æ�mk1 +

"hm

6
krÆ�mk22;N : (4.34)

Now we consider term I3 de�ned in (4.19). In view of (2.6), (3.6), and (4.5), we can easily

get
tmZ

tm�1

I3(t) dt = c0

tmZ
tm�1

(1� l(t))

 (Æum)
2

umum�1


1

dt =
c0hm

2

 (Æum)
2

umum�1


1

:

Adding this to (4.34), and recalling the de�nition (3.9a) of E1;m, we see that (4.33) holds.

4.3 Proof of Theorem 3.5 and Corollary 3.1

In this subsection, Theorem 3.5 and Corollary 3.1 will be proved. It is assumed that (A1)�
(A5) and �000 � 0 are satis�ed.

Let 1 � k �M be given. Because of (4.15), (2.1d), (4.8a), (A3), and (4.12), we see that

R(t) � �1

2
�000 min

x2


u(x; t) kbe�(t)k22 � � �000
2�1

min
x2


u(x; t)E0(t); 8 t 2 [0; T ]:

De�ning

 (t) :=
�001
�0
� �000

2�1
min
x2


u(x; t); 8 t 2 [0; T ];

we get therefore from Lemma 4.2 that, for a.e. t 2 (0; T ),

dE0(t)

dt
+2E1(t)+"E2(t) � 2

p
2
�
I1(t)+I2(t)

�p
E0(t)+2

�
I3(t)+I4(t)

�
+2 (t)E0(t): (4.35)

Since u is piecewise constant, for all m = 1; : : : ; k and all t 2 (tm�1; tm], we have

t
kZ

t

 (�) d� =

t
kZ

t

�001
�0

dt � �000
2�1

� tmZ
t

min
x2


um(x) dt +

kX
i=m+1

tiZ
ti�1

min
x2


ui(x) dt
�
;
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whence, from the de�nition (3.15) of 	k,

exp

� t
kZ

t

 (�) d�
�
= 	k(t); 8 t 2 [0; tk]:

Since E0(0) = 0 because of (4.11) and (4.12), applying to (4.35) the generalized Gronwall

inequality (4.7) for t� := tk, we get therefore

I := max

�
max
t2[0;t

k
]

�p
E0(t)	k(t)

�
;
� t

kZ
0

�
2E1(t) + "E2(t)

�
	2
k(t) dt

�1=2�

�
� t

kZ
0

2
�
I3(t) + I4(t)

�
	

2
k(t) dt

�1=2

+

t
kZ

0

p
2
�
I1(t) + I2(t)

�
	k(t) dt =: II: (4.36)

Using now (4.16), (4.13), (4.14), and the discrete Schwarz inequality, we easily obtain

I � 1p
2
max

�
k	kbeIkC([0;t

k
];V �) ; k	k

p
� be�kC([0;t

k
];L2(
))

;

�
2c0

t
kZ

0

�
l(t)

 e2u(t)

u(t)u(t)


1

+ (1� l(t)) k�(u(t); u(t); u(t))k1
�
	2
k(t) dt

�1=2

+

�
"

t
kZ

0

� kre�(t)k22;N + krbe�(t)k22;N �	2
k(t) dt

�1=2
�
: (4.37)

Applying the upper bound in (3.16), Lemma 4.3, and Lemma 4.4, we deduce that

II �
�
2

kX
m=1

max( 2
k;m�1;  

2
k;m)

tmZ
tm�1

�
I3(t) + I4(t)

�
dt
�1=2

+
p
2

kX
m=1

max( k;m�1;  k;m)

tmZ
tm�1

�
I1(t) + I2(t)

�
dt

� 1p
2

� kX
m=1

hmE1;mmax( 2
k;m�1;  

2
k;m)

�1=2

+
1p
2

kX
m=1

hm
�E4;m + E5;m + E6;m

�
max( k;m�1;  k;m): (4.38)

Since (A2) and �000 � 0 yields that j�000j � �001, we conclude from Remark 3.9 that E2;m = E5;m
and E3;m = E6;m. Combining this with inequalities (4.38), (4.37), and (4.36) and de�nitions

(4.9) and (4.10) leads to (3.14). This �nishes the proof of Theorem 3.5. Moreover, taking

also (3.16) into account we get (3.7), so that Corollary 3.1 is proved too.
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4.4 Proof of Theorem 3.8

We conclude the paper with the proof of Theorem 3.8. It is assumed that (A1)�(A5) are
satis�ed. Since convexity of �, i.e. �00(s) � �000 � 0 in (A2), was essential in treating term

R(t) in the proof of Theorem 3.5, we have to argue di�erently to cover also the general case,

where �000 may be negative. Applying the Gagliardo�Nirenberg inequality (see, e.g., [Zhe95,

Theorem 1.1.4]), there are two positive constants C1, C2 such that

kvk3 � C1 krvk1=22;N kvk1=22 + C2 kvk2 ; 8 v 2 H1
(
):

Thanks to Young's inequality, there is a then constant C" such that (3.17) holds. Using this,

together with the generalized Hölder's inequality and Young's inequality, from (4.15) we get

R(t) � 1

2
j�000j ku(t) + u(t)kL6(
) kbe�(t)kL2(
)

�p
" krbe�(t)k2;N + C" kbe�(t)k2 �

� "

4
krbe�(t)k22;N +

1

4
j�000j2 ku(t) + u(t)k2L6(
) kbe�(t)k2L2(
)

+
1

2
j�000jC" ku(t) + u(t)kL6(
) kbe�(t)k2L2(
)

; 8 t 2 [0; T ]: (4.39)

Setting

�(t) :=
1

4�0
j�000j ku(t) + u(t)kL6(
)

�
2C" + j�000j ku(t) + u(t)kL6(
)

�
+
�001
�0
; (4.40)

and using (4.39), (4.14), property � � �0 in (A3), and (4.12), from Lemma 4.2 we deduce

dE0(t)

dt
+2E1(t)+" ~E2(t) � 2

p
2
�
I1(t)+I2(t)

�p
E0(t)+2

�
I3(t)+I4(t)

�
+2�(t)E0(t); (4.41)

for a.e. t 2 (0; T ), where

~E2(t) := E2(t)� 1

2
krbe�(t)k22;N = kre�(t)k22;N +

1

2
krbe�(t)k22;N :

Applying to (4.41) the generalized Gronwall inequality (4.7) for t� := tk, and taking into

account that E0(0) = 0 because of (4.11) and (4.12), we see that

I := max

�
max
t2[0;t

k
]

�p
E0(t)~�k(t)

�
;
� t

kZ
0

�
2E1(t) + " ~E2(t)

�
~�2
k(t) dt

�1=2�

�
� t

kZ
0

2
�
I3(t) + I4(t)

�
~�
2
k(t) dt

�1=2

+

t
kZ

0

p
2
�
I1(t) + I2(t)

�
~�k(t) dt =: II; (4.42)
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where

~�k(t) := exp

� t
kZ

t

�(�) d�
�
: (4.43)

Now we argue as in the proof of Theorem 3.5 to estimate the two terms I and II in (4.42).

First, in view of the positivity of both u and u, we note that ~�k(t) can be bounded from

below by �k(t) de�ned in (3.19). From (4.40) and (4.43) we have in fact, for all t 2 [0; T ],

~�k(t) � exp

�
1

4�0
j�000j

t
kZ

t

ku(�)kL6(
)

�
2C" + j�000j ku(�)kL6(
)

�
d� +

�001
�0

(tk � t)
�
= �k(t):

Therefore, arguing as in the proof of Theorem 3.5, we see that term
p
2 I is bigger than the

left hand side of the desired estimate (3.18). For term II, we argue again as in the proof of

Theorem 3.5, that is we apply Lemma 4.3 and Lemma 4.4, to arrive at

p
2II �

� kX
m=1

hmE1;mk~�kk2L1(tm�1;tm)

�1=2
+

kX
m=1

hm
�E4;m + E5;m + E6;m

�k~�kkL1(tm�1;tm):

Therefore, to conclude the proof of (3.18), it remains to estimate k~�kkL1(tm�1;tm) from above.

From (4.40) and Young's inequality, we see that, for t 2 (tm�1; tm], m = 1; : : : ; k,

t
kZ

t

�(�) d� � �001
�0

(tk � tm�1) +
1

4�0
j�000j

t
kZ

tm�1

�
2C"

� ku(�)kL6(
) + ku(�)kL6(
)

�

+ j�000j
�
2 ku(�)k2L6(
) + 2 ku(�)k2L6(
)

��
d� ;

whence, in view of (4.43), (3.20), and (3.21),

~�k(t) � �k;m!k;m exp

��001
�0

(tk � tm�1)
�
; 8 t 2 (tm�1; tm]; m = 1; : : : ; k:
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