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Abstract. The asymptotic behavior of semi-invariants of the random variable ln jX(t; x)j,
where X(t; x) is a solution of a linear system of stochastic di�erential equations, is con-

nected with the moment Lyapunov exponent g(p). Namely, it is obtained that the n-th

semi-invariant is asymptotically proportional to the time t with the coe�cient of propor-

tionallity g(n)(0). The proof is based on the concept of analytic characteristic functions.

It is also shown that the asymptotic behavior of the analytic characteristic function of

ln jX(t; x)j in a neighbourhood of the origin on the complex plane is controlled by the

extension g(iz) of g(p).

1. Introduction

Consider an autonomous linear d-dimensional system of stochastic di�erential equations

in the sense of Ito

(1.1) dX = A0Xdt+

qX
r=1

ArXdwr(t); X(0) = x:

Let X(t; x) be the solution of (1.1). It is known [1], [2] that under some nondegeneracy

conditions the moment Lyapunov exponent

g(p) := lim
t!1

1

t
lnEjX(t; x)jp; x 6= 0;

exists and is independent of x 6= 0: The function g(p) is a convex analytic function of p :

g(p) =

1X
n=1

g(n)(0)

n!
pn:

We have

lnEjX(t; x)jp = lnEep�(t;x) =

1X
n=1

n(t; x)

n!
pn;

where n := n(t; x) is the n-th semi-invariant of the random variable

� := �(t; x) := ln jX(t; x)j; x 6= 0:

Therefore

lim
t!1

1

t
lnEjX(t; x)jp = lim

t!1

1X
n=1

n(t; x)=t

n!
pn =

1X
n=1

g(n)(0)

n!
pn;

whence the following conjecture arises

(1.2) lim
t!1

n(t; x)

t
= g(n)(0); n = 1; 2; ::: :

The main aim of the present paper is to prove (1.2). For n = 1 the �rst semi-invariant 1
is equal to E ln jX(t; x)j and the well-known connection between the Lyapunov exponent

� and g0(0);

(1.3) � = lim
t!1

E ln jX(t; x)j

t
= g0(0);
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con�rms this assertion. The second semi-invariant is equal to 2(t; x) = E ln2 jX(t; x)j �
(E ln jX(t; x)j)2 = D ln jX(t; x)j: The equality (1.2) for n = 2 can be proved without

any serious di�culties (see Section 2). To prove (1.2) in a general case, we study some

properties of the analytic characteristic function  (z; t; x) = E expfiz ln jX(t; x)jg (see

Section 3). This function is an extension of the function lnEjX(t; x)jp: Since  (z; t; x)
takes, as a rule, zero values if d > 1, the cumulant generating function ln (z; t; x) is

not de�ned everywhere. At the same time for every t � 0 there exists Æt > 0 such that

for any x 2 Rd the function ln (z; t; x) is analytic in CÆt
:= fz : jzj < Ætg: Much more

complicated assertion consists in the fact that there exists such Æ > 0 independently of t:
Moreover we prove (see Lemma 4.2) that under usual nondegeneracy conditions for (1.1)

there exists CÆ such that the function (ln (z; t; x))=t is analytic in CÆ and uniformly

bounded with respect to t > 0 and x with jxj = 1: Due to this fact, we are able to use the
classical Vitali convergence theorem and prove the basic result (1.2) (see Section 4). It is

also shown that the asymptotic behavior of ln (z; t; x) in a neighborhood of the origin

on the complex plane is controlled by the extension g(iz) of g(p):

2. The asymptotic behavior of the second semi-invariant

The di�usion process

�(t; �) :=
X(t; x)

jX(t; x)j
; � =

x

jxj
; x 6= 0;

de�ned on the unit sphere Sd�1 with center at the origin satis�es the Khasminskii system

(2.1) d� = h0(�)dt+

qX
r=1

hr(�)dwr(t);

where the vector �elds hr(�); r = 0; 1; :::; q; on Sd�1 are equal to

h0(�) = A0�� (A0�; �)�

�
1

2

qX
r=1

(Ar�;Ar�)��

qX
r=1

(Ar�; �)Ar�+
3

2

qX
r=1

(Ar�; �)
2�;

hr(�) = Ar�� (Ar�; �)�; r = 1; :::; q:

It is assumed that the following condition of nondegeneracy is ful�lled:

(2.2) dimLAf~h0; h1; :::; hqg = d� 1 for all � = x=jxj 2 Sd�1;

where

~h0(�) = ~A0�� ( ~A0�; �)�; ~A0 = A0 �
1

2

qX
r=1

A2
r
;

LAfg denotes the Lie algebra generated by the vector �elds which occur in the brackets

(see [2]).
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The following semigroup of positive operators Tt(p) (which depends on the parameter p)

is de�ned on C(S
d�1

):

(2.3) Tt(p)f(�) = Ef(�(t; �))jX(t; �)jp; � 2 Sd�1; f 2 C(S
d�1

):

It is well known [6], [5], [2] that under the nondegeneracy condition (2.2) the process

� is ergodic and for any t > 0; �1 < p < 1; the operator Tt(p) is compact and

irreducible, even strongly positive. We recall that a positive operator Q on C(K) (K is a

compact set) is called irreducible if f0g and C(K) are the only Q-invariant closed ideals,

and Q is called strongly positive if Qf(x) > 0; x 2 K; for any nontrivial f � 0: The
generalized Perron-Frobenius theorem ensures that for each p 2 R the operator Tt(p) and
consequently its generator L(p) have a strictly positive eigenfunction corresponding to

the principal eigenvalue g(p); which is real, simple, and strictly dominates the real part

of any other point of the spectrum of L(p). This principal eigenvalue coincides with the

moment Lyapunov exponent g(p): So, we have

(2.4) L(p)e(p;�) = g(p)e(p;�); Tt(p)e(p;�) = exp(g(p)t)e(p;�);

where e 2 C(S
d�1

); e(p;�) > 0; and the eigenfunction e(p;�) is chosen so that jje(p; �)jj =
max� je(p;�)j = 1 for any �1 < p <1: Clearly e(0;�) = 1; � 2 Sd�1:

Using the perturbation theory of linear operators [4], it is possible to prove that the

function e(p;�) has derivatives with respect to p:

For x 6= 0 we have

� = �(t; x) = ln jX(t; x)j = ln jxj+

Z
t

0

Q(�)ds

+

Z
t

0

qX
r=1

(Ar�;�)dwr(s); � = ��(s); � =
x

jxj
;

where

Q(�) = (A0�; �) +
1

2

qX
r=1

(Ar�;Ar�)�

qX
r=1

(Ar�; �)
2:

Proposition 2.1. Let the nondegeneracy condition (2.2) be ful�lled. Then the equality

(2.5) lim
t!1

2(t; x)

t
= lim

t!1

E ln2 jX(t; x)j � (E ln jX(t; x)j)2

t
= g00(0)

holds. The limit in (2.5) does not depend on x:

Proof. The second equality in (2.4) can be rewritten in the form:

(2.6) E[e(p; �(t; �)) exp(p�(t; �))] = e(p;�) exp(g(p)t):

Di�erentiating with respect to p (it is not di�cult to justify the di�erentiation under the

sign of mathematical expectation), we get

(2.7) E[e0
p
(p; �) exp(p�)] + E[e(p; �)� exp(p�)]

= e0
p
(p;�) exp(g(p)t) + e(p;�)g0(p)t exp(g(p)t):
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Let p = 0: Then (we recall that g(0) = 0; e(0;�) = 1)

(2.8) Ee0
p
(0; �) + E� = e0

p
(0;�) + g0(0)t:

Since � belongs to the compact set Sd�1, Ee0
p
(0; �) and e0

p
(0;�) are bounded. Now we see

from (2.8)

(2.9) E�(t;�) = g0(0)t+O(1):

We remark that the assertion (2.9) is stronger than (1.3).

Di�erentiating (2.7), we obtain for p = 0

(2.10) Ee00
p2
(0; �) + 2Ee0

p
(0; �)� + E�2

= e00
p2
(0;�) + 2e0

p
(0;�)g0(0)t+ g00(0)t+ [g0(0)t]2:

We note that (2.9) implies limt!1(E�)2=t2 = [g0(0)]2; and (2.10) implies

(2.11) lim
t!1

E�2=t2 = [g0(0)]2:

Now we �nd g0(0)t from (2.8) and substitute it in (2.10). As a result we get

(2.12) lim
t!1

E�2 � (E�)2

t
� g00(0) = lim

t!1

2

t
(Ee0

p
(0; �)� � Ee0

p
(0; �)E�);

provided the limit in the right-hand side of (2.12) exists. We have

(2.13)
Ee0

p
(0; �)� � Ee0

p
(0; �)E�

t

= E[e0
p
(0; �)(

�

t
� g0(0))] + Ee0

p
(0; �)(g0(0)�

E�

t
):

The second term here evidently tends to zero as t!1: Further

jE[e0
p
(0; �)(

�

t
� g0(0))]j � [E(e0

p
(0; �))2]1=2[E(

�

t
� g0(0))2]1=2:

Due to (2.9) and (2.11), the �rst term in the right-hand side of (2.13) also tends to zero

as t!1: Consequently, the limit in the right-hand side of (2.12) is equal to zero. �

3. The characteristic function, moments, and semi-invariants for

� = ln jX(t; x)j

The characteristic function of � = ln jX(t; x)j can be considered as a function of complex

variable z :

 (z) =  (z; t; x) := E expfiz�g = E expfiz ln jX(t; x)jg:

If z = p is real, we get the classical characteristic function of the random variable � =

ln jX(t; x)j :

(3.1)  (p) =  (p; t; x) = E expfip ln jX(t; x)jg = EjX(t; x)jip; jxj 6= 0:

4



If z = �ip is pure imaginary, we get

 (�ip) =  (�ip; t; x) = E expfp ln jX(t; x)jg = EjX(t; x)jp; jxj 6= 0;

i.e., the p-th moment of the random variable � = ln jX(t; x)j:

Clearly,  (�ip); �1 < p <1; takes positive values and

(3.2) j (q + ip)j �  (ip):

Further, there exists  0(z); i.e., for every t; x 6= 0 the function  (z) is entire. Existence

of the derivative  0(z) =  0
z
(z; t; �) with respect to z and the equality  0

z
(z; t; �) =

iE(ln jX(t; �)j expfiz ln jX(t; �)jg) can be proved in the standard way by di�erentiation

under the sign of mathematical expectation. The knowledge about analytic characteristic

functions can be found in [7], [8], [9].

Moments mn of �. They can be expressed in terms of the coe�cients of the Taylor-series

expansion for  (z) =  (z; t; x) :

 (z) =

1X
n=0

 (n)(0)

n!
zn; mn(t; x) = mn := E�n =

1

in
 (n)(0):

Semi-invariants (cumulants) 
n
of �. They are equal to (in taking the logarithm

ln (z) of the characteristic function we choose a branch such that ln (z) = 0 at z = 0)

n(t; x) := n =
1

in
dn

dzn
ln (z) jz=0=

dn

dpn
ln (�ip) jp=0=

dn

dpn
lnEjX(t; x)jp jp=0 :

This notion is well-de�ned since for every t; x 6= 0 there exists a su�ciently small neigbour-

hood jzj < Æ (where Æ in general depends on t; x) in which the function  (z) =  (z; t; x)
does not vanish. We have (as 0 = 0)

ln (z) =

1X
n=1

inn
n!

zn; jzj < Æ; lnEjX(t; x)jp =
1X
n=1

n
n!
pn; jpj < Æ:

The connection between the moments and the semi-invariants can be obtained in the

following well known way. Put iz = w and '(w) = 1 +
P

1

n=1

mn

n!
wn: Then ln'(w) =

P
1

n=1


n

n!
wn: We have ' � (ln')0 = '0: This is equivalent to

(3.3) (1 +

1X
n=1

mn

n!
wn) �

1X
n=1


n

(n� 1)!
wn�1 =

1X
n=1

mn

(n� 1)!
wn�1:

Putting w = 0 in (3.3), we �nd 1 = m1. Subsequently di�erentiating (3.3) with respect

to w and putting w = 0; we obtain 2 = m2 � m2
1; 3 = m3 � 3m1m2 + 2m3

1; 4 =

m4 � 4m1m3 � 3m2
2 + 12m2

1m2 � 6m4
1; and so on.
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Let us note a remarkable feature of semi-invariants: any semi-invariant of a sum of in-

dependent random variables is equal to the sum of the semi-invariants of these variables.

As against, the second and higher moments do not possess this property.

The order of the entire function  (z; t; x). Without loss of generality the function

 (z; t; �) with j�j = 1 can be considered.

Proposition 3.1. The order � of the entire function  (z; t; �) = E expfiz ln jX(t; �)jg
under any t � 0; � 2 Sd�1 is not more than 2:

� := lim sup
r!1

fln lnM(r;  )= ln rg � 2;

where

M(r;  ) := max
jzj=r

j (z; t; �)j:

If

(3.4)

qX
r=1

(Ar�; �)
2 � A� > 0; � 2 Sd�1;

then � = 2:

Proof. For real q and p we have (3.2). From here and from the maximum principle we

get

M(r;  ) = max( (�ir);  (ir)) = max(EjX(t; �)jr; EjX(t; �)j�r):

We have

jX(t; �)j�r = expf�r(

Z
t

0

Q(�)ds+

Z
t

0

qX
r=1

(Ar�;�)dwr(s))g

= expf�r

Z
t

0

Q(�)ds+
r2

2

Z
t

0

qX
r=1

(Ar�;�)
2dsg

� expf�r

Z
t

0

qX
r=1

(Ar�;�)dwr(s)�
r2

2

Z
t

0

qX
r=1

(Ar�;�)
2dsg:

Let jQ(�)j � Q�;
P

q

r=1(Ar�; �)
2 � A� on Sd�1; where Q� > 0 and A� > 0 are constants.

Then

jX(t; �)j�r � expf(rQ� +
r2

2
A�)tg

� expf�r

Z
t

0

qX
r=1

(Ar�;�)dwr(s)�
r2

2

Z
t

0

qX
r=1

(Ar�;�)
2dsg

and consequently (as the second exponent here is a martingale)

EjX(t; �)j�r � expf(rQ� +
r2

2
A�)tg:
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Then M(r;  ) � expf(rQ� +
r2

2
A�)tg and the �rst conclusion of the lemma follows from

the de�nition of �. If (3.4) is ful�lled, then

jX(t; �)j�r � expf(�rQ� +
r2

2
A�)tg

� expf�r

Z
t

0

qX
r=1

(Ar�;�)dwr(s)�
r2

2

Z
t

0

qX
r=1

(Ar�;�)
2dsg

and therefore we obtain

expf(�rQ� +
r2

2
A�)tg � EjX(t; �)j�r � expf(rQ� +

r2

2
A�)tg:

From here � = 2: �

Proposition 3.2. If the characteristic function  (z; t; �) of the random variable � =

ln jX(t; �)j has no zeros, then � has either a normal or a degenerate distribution.

Proof. The following result of H'Adamard is well-known: if an entire function is of

order not more than � and has no zeros, then it has the form expfQ(z)g, where Q is a

polynomial of degree not more than �: Therefore, due to Proposition 3.1, the following

representation takes place

 (z; t; �) = expfQ(z; t; �)g;

where Q(z; t; �) is a polynomial of degree not more than 2: Since  (p; t; �); p 2 R; is the
characteristic function of � = ln jX(t; �)j; this random variable has either a normal or a

degenerate distribution. �

In the one-dimensional case the variable ln jX(t; �)j is gaussian if � 6= 0: However, if
d > 1 and, for example, the strong nondegeneracy condition (3.4) is ful�lled, the random

variable is neither normal nor degenerate. Therefore, as a rule, the function  (z; t; �) =
E expfiz ln jX(t; �)jg has zeros which, of course, depend on t; �. Consequently, there does
not exist the function ln (z; t; �) for all z. Nevertheless, because  t;�(0) = 1 and �

belongs to the compact set Sd�1; it is clear that for every t � 0 there exists Æt > 0 such

that for any � 2 Sd�1 the function ln (z; t; �) is analytic in CÆt := fz : jzj < Ætg: In the

next section we prove that there exists an analogous Æ; but which is independent of t;
whereupon the proof of (1.2) is carried out.

4. The main theorem

Lemma 4.1. Let there exist Æ > 0 such that for any t > 0; � 2 S
d�1 the function

1

t
ln (z; t; �) is analytic in CÆ and bounded uniformly with respect to the t; �. Then for

z 2 CÆ

(4.1) lim
t!1

1

t
ln (z; t; �) = lim

t!1

1

t
lnE expfiz ln jX(t; �)jg = g(iz);
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(4.2) lim
t!1

1

t

dn

dzn
ln (z; t; �) = ing(n)(iz);

and, consequently, (1.2) is ful�lled.

Proof. Recall the Vitali convergence theorem (see [10], p.168): �Let fn(z) be a sequence
of functions, each regular in a region D; let jfn(z)j � M for every n and z in D; and let

fn(z) tend to a limit, as n ! 1, at a set of points having a limit point inside D. Then

fn(z) tends uniformly to a limit in any region bounded by a contour interior to D, the

limit being, therefore, an analytic function of z.� The lemma follows from this theorem,

well-known properties of analytic functions, and from the fact that the convergence takes

place for z = �ip 2 CÆ; p is real. �

Lemma 4.2. Let the nondegeneracy condition (2.2) be ful�lled. Then there exists Æ > 0

such that for any t > 0; � 2 S
d�1 the function

1

t
ln (z; t; �) is analytic in CÆ; and

bounded uniformly with respect to the t; �.

Proof. Introduce the strongly continuous semigroup Tt(z) (which depends on the complex

parameter z) on the Banach space C(S
d�1

) of complex-valued functions f(�); � 2 Sd�1 :

Tt(z)f(�) = E[f(��(t)) expfz ln jX(t; �)jg]:

Let L(z) be the in�nitesimal operator of the semigroup Tt(z): For z = p real, a number of
properties were mentioned in Section 2. Not all of them are ful�lled for arbitrary complex

z: For example, the property of positivity is broken. At the same time many of them

remain true. In particular, the operator Tt(z) for any z and t > 0 is compact as well.

This fact can be proved analogously to [2].

Clearly,

 (z; t; �) = Tt(iz)1(�) = E expfiz ln jX(t; �)jg;

where the function 1(�) is identically equal to 1.

Making use of in�nitesimal generators in spectral theory of semigroups is a rather usual

matter. However the perturbation theory is more advanced for bounded operators. That

is why we use both L(z) and Tt(z) in our proof below.

Let us �x t = 1 and consider the family T1(z) for z belonging to a su�ciently small

neighborhood of the origin z = 0. This family analytically depends on z [4]. The op-

erator T1(0) has exp(g(0)) = 1 as an eigenvalue with the eigenfunction e(0;�) =1(�) :

T1(0)1(�) =1(�). It was noted in Section 2 that the eigenvalue g(p) of L(p) is simple and

g(p) strictly dominates the real part of any other point of the spectrum of L(p): There-
fore the spectrum of T1(0) is equal to �[T1(0)] = exp(�[L(0)]) = f1g[ exp(�[L(0)]nf0g),
where the set exp(�[L(0)]nf0g) lies in a circle of the radius exp(�r) < 1; r > 0. Since

the family T1(z) analytically depends on z, the spectrum �[T1(z)] for su�ciently small

z consists of an eigenvalue, which is close to 1 and lies outside a circle containing the

rest of the spectrum. And both the eigenvalue and a corresponding eigenvector e(z;�)
depend on z analytically [4]. Therefore the eigenvalue is equal to exp(g(z)): Choose the
eigenvector e(z;�) so that jej = 1; e(0;�) =1(�). Clearly, L(z)e(z;�) = g(z)e(z;�), and

8



the spectrum �[L(z)] = �1(z) [ �2(z), where �1(z) = fg(z)g and there exists Æ > 0

such that if � 2 �2(z) and jzj < Æ, then Re � < �r=2. Below we consider z with

jzj < Æ. For any such z there exists (see [3]) a spectral decomposition of the space:

C(S
d�1

) = C1(z)�C2(z); of the semigroup: Tt(z) = T
(1)
t

(z)�T (2)
t

(z), and of the generator:

L(z) = L(1)(z)�L(2)(z); where C1(z) is the one-dimensional space generated by the eigen-

vector e(z;�); T
(1)
t (z)e(z;�) = exp(g(z)t)e(z;�); L(1)(z)e(z;�) = g(z)e(z;�); �[L(1)(z)] =

�1(z); �[L(2)(z)] = �2(z). This follows from compactness of �1(z) (we recall that

the set �1(z) is one-point). A projection P (z) such that P (z)C(S
d�1

) = C1(z) and

[P (z)]�1(0) = C2(z) corresponds to the decomposition. The projection P (z) analyti-

cally depends on z [4]. Further, T
(1)
t (z) = P (z)Tt(z) = Tt(z)P (z) = T

(1)
t (z)P (z) and

T
(2)
t (z) = (I � P (z))Tt(z) = Tt(z)(I � P (z)) = T

(2)
t (z)(I � P (z)): Since Re � < �r=2 for

all � 2 �2(z) if only jzj < Æ, we get

(4.3) jjT
(2)
t (z)jj �M (2) exp(�

r

2
t);

where M (2) and r do not depend on z belonging to the Æ-neighborhood CÆ of the origin.

Besides, there exist constants M and ! such that

(4.4) jjTt(z)jj �M exp(!t):

We have

(4.5)  (z; t; �) = E expfiz ln jX(t; �)jg = Tt(iz)1(�) = T
(1)
t (iz)1(�) + T

(2)
t (iz)1(�)

= T
(1)
t (iz)P (iz)1(�) + T

(2)
t (iz)(I � P (z))1(�):

Further, P (iz)1(�) = K(iz)e(�; iz); where K(iz) is a complex-valued scalar depending on

z. Therefore T
(1)
t (iz)P (iz)1(�) = K(iz) exp(g(iz)t)e(iz;�) = exp(g(iz)t)P (iz)1(�): Since

g(iz) and P (iz)1(�) analytically depend on z; g(0) = 0; and P (0)1(�) =1(�); we obtain
that for any 0 < " < r=2; " < 1; there exists �; 0 < � � Æ; such that for z 2 C�

jT
(1)
t (iz)P (iz)1(�)j = j exp(g(iz)t)j � jP (iz)1(�)j � (1� ") exp(�"t);

j(I � P (z))1(�)j � ":

Now from (4.3)-(4.5) we get

(1� ") exp(�"t)�M (2)" exp(�
r

2
t) � j (z; t; �)j �M exp(!t):

Taking " > 0 su�ciently small, we obtain the assertion of Lemma 4.2. �

Clearly, Lemmas 4.1 and 4.2 imply the following main theorem.

Theorem 4.1. Let the nondegeneracy condition (2.2) be ful�lled. Then for big t the n-th
semi-invariant 

n
(t; x) of random variable � = ln jX(t; x)j is proportional to t for big t

with the coe�cient of proportionality g(n)(0): More precisely: there exists the limit

(4.6) lim
t!1

1

t

n
(t; x) = g(n)(0):

9



The moment Lyapunov function g(p) can be extended for complex z belonging to a circle

CÆ = fz : jzj < Æg in the sense that for such z (4.1) is ful�lled. The limits in (4.1) and

(4.6) do not depend on x 2 Rd:
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