
Weierstraÿ�Institut

für Angewandte Analysis und Stochastik

im Forschungsverbund Berlin e.V.

Preprint ISSN 0946 � 8633

Phase-�eld models with hysteresis in

one-dimensional thermo-visco-plasticity

Pavel Krej£í1, Jürgen Sprekels2, Ulisse Stefanelli3

submitted: 9th April 2001

1 Mathematical Institute

Academy of Sciences

of the Czech Republic

�itná 25

CZ�11567 Praha 1

Czech Republic

E-Mail: krejci@math.cas.cz

2 Weierstrass Institute

for Applied Analysis

and Stochastics

Mohrenstrasse 39

D�10117 Berlin

Germany

E-Mail: sprekels@wias-berlin.de

3 Università degli Studi di Pavia

Dipartimento di Matematica

Via Ferrata 1

I�27100 Pavia

Italy

E-Mail: ulisse@dimat.unipv.it

Preprint No. 655

Berlin 2001

WIAS
2000 Mathematics Subject Classi�cation. 34C 55, 35K60, 47 J 40, 74K05, 74N 30, 80A 22.

Key words and phrases. Phase-�eld systems, phase transitions, hysteresis operators, thermo-

visco-plasticity, thermodynamic consistency.



Edited by

Weierstraÿ�Institut für Angewandte Analysis und Stochastik (WIAS)

Mohrenstraÿe 39

D � 10117 Berlin

Germany

Fax: + 49 30 2044975

E-Mail (X.400): c=de;a=d400-gw;p=WIAS-BERLIN;s=preprint

E-Mail (Internet): preprint@wias-berlin.de

World Wide Web: http://www.wias-berlin.de/



Abstract

The mathematical modelling of nonlinear thermo-visco-plastic develop-

ments and of phase transitions in solids have drawn much attention in past

years. On the one hand, one is interested how phase transformations on the

micro- and/or mesoscales (for instance, between di�erent geometric con�gura-

tions of the crystal lattice) in�uence the global thermo-visco-plastic behaviour;

on the other hand, the global evolution of solid-solid phase transformations is

strongly a�ected by the presence of micro- and/or mesoscopic stresses. In such

situations, a typical macroscopic phenomenon is the occurrence of hysteresis

e�ects, and it is therefore important to model these e�ects. This paper is a

contribution towards this direction. A new one-dimensional model is consid-

ered that incorporates both the occurrence of hysteresis e�ects and of phase

transitions. In this connection, the phase transition is described by the evo-

lution of a phase-�eld (which is usually closely related to an order parameter

of the phase transition), while the hysteresis e�ects are accounted for using

the mathematical theory of hysteresis operators developed in the past thirty

years. The model extends recent works of the �rst two authors on phase-�eld

models with hysteresis to the case when mechanical e�ects can no longer be

ignored or even prevail. It leads to a strongly nonlinear coupled system of

partial di�erential equations in which hysteresis nonlinearities occur at several

places, even under time and space derivatives. We show the thermodynamic

consistency of the model, and we prove its well-posedness.

1 Introduction and physical motivation

In this paper, we study initial-boundary value problems for systems of partial dif-

ferential equations of the form

� utt � �uxxt = �x + f(x; t) ; a. e. in 
T ; (1.1)

� = H1[ux; w] + �H2[ux; w] ; a. e. in 
T ; (1.2)�
CV � + F1[ux; w]

�
t
� � �xx = �u

2
xt + � uxt + g(x; t; �) ; a. e. in 
T ; (1.3)

� wt = � ; a. e. in 
T ; (1.4)

 = H3[ux; w] + �H4[ux; w] ; a. e. in 
T ; (1.5)

u(�; 0) = u0 ; ut(�; 0) = u1 ; �(�; 0) = �0 ; w(�; 0) = w0 ; a. e. in 
 ; (1.6)

u(0; t) = 0 ; � uxt(1; t) + �(1; t) = 0 ; �x(0; t) = �x(1; t) = 0 ;

a. e. in (0; T ) ; (1.7)
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where 
 := (0; 1) , T > 0 denotes some �nal time, and where 
 t := 
 � (0; t)

for t 2 (0; T ] .

The system (1.1)�(1.7) constitutes a model for the one-dimensional thermome-

chanical developments in a linearly viscous piece of wire of unit length in which a

solid-solid phase transition takes place. In this connection, the unknowns u ; � ; � ;

w ;  denote displacement, absolute (Kelvin) temperature, elastoplastic stress, phase

variable (usually a so-called generalized freezing index , cf. [15]), and the thermo-

dynamic force driving the phase transition, respectively. The positive physical con-

stants � ; � ; CV ; � ; � denote mass density, viscosity, speci�c heat, heat conductiv-

ity, and a relaxation coe�cient, in that order. For the sake of notational convenience,

we will always assume without loss of generality that � = � = CV = � = � = 1 .

Finally, the expressions Hj , 1 � j � 4 , and F1 , are nonlinearities of hysteresis

type (to be speci�ed below).

The equations (1.1), (1.3), (1.4) represent the equation of motion, the balance of

internal energy, and the phase evolution equation, in that order (see below); equation

(1.2) is the constitutive law relating strain and phase variable to the elastoplastic

stress, and (1.5) expresses that the phase variable evolves into the opposite direction

of the thermodynamic force driving the phase transition. Besides, the boundary

conditions (1.7) indicate that the wire is thermally insulated at both ends, �xed at

x = 0 , and stress-free at x = 1 .

The motivation to study systems of the above type is twofold. On the one hand,

it is well-known that for many materials the macroscopic strain-stress ( " - � , where

" = ux is the linearized strain and u is the displacement) relations measured in

uniaxial load-deformation experiments strongly depend on the absolute (Kelvin)

temperature � and, at the same time, exhibit a strong elastoplasticity witnessed

by the occurrence of hysteresis loops that are rate-independent , i. e. independent

of the speed with which there are traversed. Due to the hysteresis, which re�ects

the presence of a rate-independent memory in the material, the stress-strain relation

can no longer be expressed in terms of a simple single-valued function. Among the

materials showing very strong temperature-dependent hysteretic e�ects are the so-

called shape memory alloys (see Fig. 1 below and Chapter 5 in [2]); but even quite

ordinary steels are well-known to exhibit this kind of behaviour (cf. [21]), although

to a smaller extent.

Fig. 1. Schematic load-deformation curves in shape memory alloys, with temperature

increasing from left to right.
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Usually the occurrence of a hysteresis in the macroscopic stress-strain relations

is accompanied (or even triggered) by changes between di�erent con�gurations of

the crystal lattice within the solid. It thus makes sense to complement macroscopic

equations of thermoelastoplasticity by �eld equations accounting for such phase

transformations on the micro- and/or mesoscales.

On the other hand, phase transition phenomena are often accompanied by macro-

scopic hysteresis e�ects that are caused by thermal and/or mechanical stresses act-

ing on the micro- and/or mesoscales. It then makes sense to complement the �eld

equations describing the macroscopic phase transition by equations modelling such

micro- or mesoscopic stresses.

A classical approach to such problems would be the following. One �rst tries to

construct a local free energy function of the form

F ("; w; �) = �(1 � log(�)) + F1("; w) + � F2("; w) (1.8)

in such a way that the experimentally observed " - � and/or w -  hysteresis loops

are approximately matched using the relations

� =
@F

@"
("; w; �) ;  =

@F

@w
("; w; �) ; (1.9)

then determines the corresponding internal energy U and entropy S ,

U("; w; �) := F ("; w; �) � �
@F

@�
("; w; �) = � + F1("; w) ;

S("; w; �) := �
@F

@�
("; w; �) = log(�) � F2("; w) ; (1.10)

and �nally inserts these expressions in the governing �eld equations: equation of

motion,

utt � ~�x = f ; (~� = total stress = � + viscous stress) (1.11)

balance of internal energy,

Ut � �xx = ~� uxt + g ; (U = internal energy) (1.12)

and phase evolution equation (1.4).

We then obtain (1.1), (1.3), (1.4), if we put

H1["; w] :=
@F1

@"
("; w) ; H2["; w] :=

@F2

@"
("; w) ;

H3["; w] :=
@F1

@w
("; w) ; H4["; w] :=

@F2

@w
("; w) ;

F1["; w] := F1("; w) : (1.13)

In order that a " - � (or w -  , respectively) hysteresis be modelled by (1.9),

F (�; w; �) ( F ("; �; �) , respectively) needs to be a non-convex function within the

range of interesting temperatures.
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This approach has advantages: if the nonlinearities involved in (1.1)�(1.7) are

smooth functions, then the vast literature on one-dimensional thermoviscoelasticity

(we just refer to the fundamental papers [4], [5]) can be applied to derive results

concerning well-posedness and asymptotic behaviour. However, while this approach

is capable of correctly predicting many of the experimentally observed phenomena,

it also has certain disadvantages from the phenomenological (engineering) point of

view: the use of a non-convex free energy does not guarantee that a hysteresis

actually occurs, and simple functional relations like (1.7) are certainly not able to

give a correct account of the inherent memory structures that are responsible for

the complicated loopings in the interior of the external hysteresis loops that are

observed in experiments.

To avoid these di�culties, the �rst two authors have recently proposed a di�erent

approach using the theory of hysteresis operators developed in the past twenty years

(let us at least refer to the monographs [8], [20], [22], [2], [9] devoted to this subject).

In this approach, we replace the relations (1.9) by the identities (1.2), (1.5), where

the expressions Hj , 1 � j � 4 and F1 are no longer real-valued functions but

hysteresis operators acting between suitable function spaces. This approach has

been successfully carried out for the two cases when either we have one-dimensional

thermoelastoplastic hysteresis without phase transitions (that is, we have (1.1)�(1.3)

with no dependence on w , cf. the papers [10], [11]) or we have a multi-dimensional

phase transition without mechanical e�ects (that is, we have (1.3)�(1.5) with no

dependence on u ; � , see [7], [13]�[17]). In this paper, we want to extend some of

these results to the fully coupled problem.

In this connection, we also refer the reader to the forthcoming paper [18] where

the present authors have investigated a related version of system (1.1)�(1.7): an

additional curvature term  uxxxx ,  > 0 , was added on the left of (1.1), and

the boundary conditions for u were of the form u(0; t) = u(1; t) = uxx(0; t) =

uxx(1; t) = 0 . We remark at this place that our analysis will not apply to the

case when (1.1) is complemented with zero boundary conditions at both ends of the

wire; we have to assume a stress-free regime at one of the ends in order to be able

to perform a transformation due to [1].

Let us recall some basic facts about the notion of hysteresis operator (for details,

we refer to the monographs mentioned above). Let T > 0 denote some (�nal)

time. A mapping H from the set Map[0; T ] := fw : [0; T ] ! IR g into itself is

called a hysteresis operator if it is causal , that is, if for all w1; w2 2 Map[0; T ] and

t 2 [0; T ] we have the implication

w1(�) = w2(�) 8 � 2 [0; t] ) H[w1](t) = H[w2](t) ;

and if it is rate-independent , that is, if for every w 2 Map[0; T ] and every continuous

increasing mapping � of [0; T ] onto [0; T ] we have

H[w Æ �](t) = H[w](�(t)) 8 t 2 [0; T ] :

In the case of partial di�erential equations, when the input functions not only depend

on a time variable t 2 [0; T ] but also on a space variable x 2 [0; 1] , it is necessary
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to extend the above notion. In this situation, it is natural to associate with a

hysteresis operator H de�ned on Map [0; T ] in the above sense an operator Ĥ
acting on Map ([0; 1]� [0; T ]) by simply putting

Ĥ[w](x; t) := H[w(x; �)](t) : (1.14)

It is customary to identify the operators H and Ĥ . The hysteresis operators

appearing in (1.1)�(1.7) have to be understood in this way.

The advantage of this approach is that an operator equation like (1.2), (1.5), is

suited much better than a simple relation like (1.9) to keep track of the memory

e�ects imprinted on the material in the past history. In fact, the output at any

time t 2 [0; T ] may depend on the whole evolution of the input in the time interval

[0; t] . Observe that the rate-independence implies that the hysteresis behaviour

cannot be expressed in terms of an integral operator of convolution type, i. e. we

are not dealing with a model with fading memory.

Unfortunately, there are also disadvantages: the input-output behaviour of hys-

teresis operators usually cannot be described explicitly, and they have, as a rule,

only very restricted smoothness properties. In fact, nontrivial hysteresis operators

are, as a rule, not di�erentiable, but at best only (possibly locally) Lipschitz con-

tinuous in suitable function spaces; in addition, they carry a nonlocal memory with

respect to time.

Both non-di�erentiability and presence of a memory are unpleasant features from

the mathematical point of view. For instance, the classical method of deriving higher

order a priori estimates for w (namely, di�erentiation of (1.4) with respect to t

and testing with wt ) does not immediately work, since there is no chain rule for the

hysteretic nonlinearities; also, we may not simply di�erentiate (1.2) or (1.5) with

respect to x . These facts result in a lack of compactness and thus in di�culties in

existence proofs.

However, hysteresis operators usually dissipate energy which typically is propor-

tional to the area of closed traversed loops in the hysteresis diagram. Let us explain

this fact for one fundamental hysteresis operator which plays a most prominent rule

in the theory, namely the so-called stop operator or Prandtl's normalized elastic-

perfectly plastic element. To this end, let r > 0 (the yield limit) and �
0
r 2 [� r; r]

(the initial stress) be given. For any input function " 2 W
1;1(0; T ) , we de�ne the

output �r 2 W
1;1(0; T ) as the solution to the variational inequality (the index t

denotes time di�erentiation)

�r(t) 2 [� r; r] 8 t 2 [0; T ] ; �r(0) = �
0
r ; (1.15)

("t(t) � �r;t(t)) (�r(t) � �) � 0 8 � 2 [� r; r] ; a.e. in (0; T ) ; (1.16)

In Fig. 2, the typical input-output behaviour is depicted.

5



Fig. 2. Prandtl's normalized elastic-perfectly plastic element.

It can easily be proved (see, for instance, [9], where also the multi-dimensional case

is treated) that (1.15)�(1.16) admits a unique solution �r 2 W
1;1(0; T ) for every

" 2 W 1;1(0; T ) and �
0
r 2 [� r; r] . The corresponding solution operator

sr : [� r; r]�W
1;1(0; T )!W

1;1(0; T ) : (�0
r ; ") 7! �r ; (1.17)

is just the stop operator. It has the well-known property (cf. [2], [9]) that for any

r1 ; r2 2 [0;+1) , �0
rj
2 [�rj;+rj] , j = 1; 2 , t 2 [0; T ] , and "1 ; "2 2 C[0; T ] , it

holds ���sr1 [�0
r1
; "1](t)� sr2 [�

0
r2
; "2](t)

���
� j"1(t)� "2(t)j+max

n
jr1 � r2j+ max

0���t
j"1(�)� "2(�)j ;

����0
r1
� �

0
r2

���o: (1.18)

Besides, it holds for any " 2 W 1;1(0; T )

sr[�0
r ; "]


1
� r ; sr[�

0
r ; "]t(t) = "t(t) if

���sr[�0
r ; "](t)

��� < r ; (1.19)���sr[�0
r ; "]t

���2 = sr[�
0
r ; "]t "t ; a. e. in (0; T ) : (1.20)

The intrinsic dissipation property of the stop operator results if we insert � = 0

in (1.16). We then obtain that the energy Pr := 1
2
s
2
r of the stop element satis�es

the inequality

d

dt
Pr[�

0
r ; "](t) � sr[�

0
r ; "](t) "t(t) a. e. in (0; T ) ; (1.21)

for all (�0
r ; ") 2 [� r; r]�W

1;1(0; T ) , and the di�erence between the right and the

left of (1.21) is the dissipated energy. Equation (1.21) can also be interpreted as a

chain rule inequality for the energy operator Pr where the stop operator sr plays
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the role of the �derivative� of Pr with respect to " (only formally, since Pr is

certainly not di�erentiable with respect to " ).

Chain rule inequalities of the form (1.21) have proven to be crucial for a suc-

cessful study of di�erential equations with hysteresis (for this, see the cited litera-

ture). In the case of system (1.1)�(1.7), an appropriate form of such a condition

is to postulate the existence of a further hysteresis operator F2 such that for any

("; w) 2 W 1;1(0; T )�W
1;1(0; T ) it holds, for a. e. t 2 (0; T ) ,

d

dt
F1["; w](t) � H1["; w](t) "t(t) + H3["; w](t)wt(t) ;

d

dt
F2["; w](t) � H2["; w](t) "t(t) + H4["; w](t)wt(t) : (1.22)

We then can associate with system (1.1)�(1.7) free energy, entropy, and internal

energy hysteresis operators by putting (compare (1.8), (1.10))

F ["; w; �] := �(1� log(�)) + F1["; w] + �F2["; w] ;

S["; w; �] := log(�) � F2["; w] ;

U ["; w; �] := � + F1["; w] ; (1.23)

where ["; w; �] 2 Map[0; T ] � Map[0; T ] � (0;+1) . Indeed, if we associate �

and  as given by (1.2) and (1.5), respectively, with the �derivatives� of F with

respect to " and w (only formally, as they do not exist), respectively, then we

arrive at system (1.1)�(1.5) as �eld equations. It will turn out later that the validity

of (1.22) (rather, of a generalized version thereof, see below) will guarantee the

thermodynamic consistency of the model, that is, the temperature stays positive

during the evolution, and the Clausius-Duhem inequality , which in view of (1.12)

can be written in the form

�
d

dt
S["; w; �] �

d

dt
U ["; w; �] � � ~� "t ; a. e. in 
T ; (1.24)

where ~� = � + "t again denotes the total stress, will be satis�ed.

The rest of the paper is organized as follows: In section 2, we give a detailed state-

ment of the mathematical problem and of the main mathematical result. Section

3 brings the proof of local existence and global uniqueness, and in the concluding

section 4 we prove global existence for system (1.1)�(1.7).

In what follows, the norms of the standard Lebesgue spaces L
p(
) , for 1 � p �

1 , will be denoted by k�kp . Finally, we shall use the usual denotations W
m;p(
)

and H
m(
) , m 2 IN ; 1 � p � 1 , for the standard Sobolev spaces.

2 Statement of the problem

We make the following general assumptions on the data of the system.
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(H1) u0 2 H
2(
) , u1 2 H

1(
) , �0 2 H
1(
) , w0 2 H

1(
) , it holds

�0(x) � Æ > 0 for all x 2 �
 , and the compatibility condition u0(0) = u1(0) = 0

is satis�ed.

(H2) It holds f 2 H1(0; T ; L2(
)) .

(H3) We assume that g : 
 � (0; T ) � IR ! IR is a measurable function such

that

9 g0 2 L1(
T ) : � � 0 ) g(x; t; �) = g0(x; t) ; (2.1)

9K1 > 0 :

�����@g@�
����� � K1 a. e. in 
 � (0; T )� IR ; (2.2)

g0(x; t) � 0 a. e. in 
T : (2.3)

(H4) The operators Hj , 1 � j � 4 , and F1 are causal and map C[0; T ] �
C[0; T ] into C[0; T ] and W

1;1(0; T ) �W
1;1(0; T ) into W

1;1(0; T ) . Besides, the

following conditions are satis�ed:

(i) 9K2 > 0 : 8 "; w 2 C[0; T ] it holds

max
j2f2;4g

kHj["; w]k1 � K2 ; F1["; w](t) � �K2 8 t 2 [0; T ] : (2.4)

(ii) 9K3 > 0 : 8 "; w 2 W 1;1(0; T ) it holds, for a. e. t 2 (0; T ) ,

max
1�j�4

jHj["; w]t(t)j + jF1["; w]t(t)j � K3

�
j"t(t)j + jwt(t)j

�
: (2.5)

(iii) 9K4 > 0 : 8 "1; w1; "2; w2 2 C[0; T ] it holds, for every t 2 [0; T ] ,

max
1�j�4

jHj["1; w1](t) � Hj["2; w2](t)j

� K4 max
0�r�t

�
j"1(r)� "2(r)j + jw1(r)� w2(r)j

�
; (2.6)

jF1["1; w1](t) � F1["2; w2](t)j � K4

h
j"1(0)� "2(0)j+ jw1(0)� w2(0)j

+

Z t

0

�
j"1;t(r)� "2;t(r)j + jw1;t(r)� w2;t(r)j

�
dr

i
: (2.7)

(H5) There exist causal operators F2 : W 1;1(0; T )�W
1;1(0; T ) ! W

1;1(0; T ) ,

G : W 1;1(0; T ) ! W
1;1(0; T ) , and a constant K5 > 0 , such that the following

conditions are satis�ed:

(i) For every "; w 2 W 1;1(0; T ) it holds

F1["; w]t � "tH1["; w] + G[w]tH3["; w] a. e. in (0; T ) ; (2.8)

F2[v; w]t � "tH2["; w] + G[w]tH4["; w] a. e. in (0; T ) : (2.9)

8



(ii) For every w 2 W 1;1(0; T ) it holds

jG[w]t(t)j2 � K5wt(t)G[w]t(t) for a. e. t 2 (0; T ) : (2.10)

Remark 1. Owing to (H4),(iii) we have, in particular, that for any " ; w 2
H

1(0; T ) and t 2 [0; T ] it holds

jH1["; w](t)j + jH3["; w](t)j
� jH1["; w](0)j + jH3["; w](0)j + 2K4 max

0�r�t
(j"(r)� "(0)j + jw(r)� w(0)j)

� jH1["; w](0)j + jH3["; w](0)j + 2K4

Z t

0

�
j"t(r)j + jwt(r)j

�
dr

� jH1["; w](0)j + jH3["; w](0)j + 2K4

p
t

�Z t

0

�
j"t(r)j2 + jwt(r)j2

�
dr

�1=2
:(2.11)

Besides, a linear growth of H1 and H3 with respect to both " and w is admitted,

which, in particular, includes the case of simple linear elasticity. It also follows that

for any "; w 2 H1(
;C[0; T ]) it holds, for a. e. (x; t) 2 
T ;

max
1�j�4

����Hj["; w]
�
x
(x; t)

��� � K4 max
0�r�t

�
j"x(x; r)j + jwx(x; r)j

�
: (2.12)

Indeed, we only have to apply (2.6) with "1(x; t) := "(x+h; t) , "2(x; t) := "(x; t) ,

w1(x; t) := w(x + h; t) , w2(x; t) := w(x; t) , with some h > 0 , and then let

h & 0 . Consequently, we may consider �rst order spatial derivatives of Hj["; w] ,

and we have
�
Hj["; w]

�
x
2 L2(
T ) , 1 � j � 4 .

Remark 2. A typical example where (H4), (H5) are ful�lled is given by Prandtl-

Ishlinskii operators of the form

Hj["; w] :=

Z 1

0
'j(r) sr

h
�
0;j
r ; "

i
dr ; j = 1; 2 ;

Hj["; w] :=

Z 1

0
'j(r) sr

h
�
0;j
r ; w

i
dr ; j = 3; 4 ; (2.13)

where �
0;j
r 2 [�r;+r] , 1 � j � 4 , are given initial values for the operators sr

de�ned in (1.17), and the weight functions 'j are non-negative on [0;+1) and

satisfy

max
1�j�4

Z 1

0
(1 + r

2)'j(r) dr < +1 : (2.14)

Indeed, de�ning the (energy) operators

F1["; w] :=
1

2

Z 1

0

�
'1(r) s

2
r

h
�
0;1
r ; "

i
+ '3(r) s

2
r

h
�
0;3
r ; w

i�
dr

F2["; w] :=
1

2

Z 1

0

�
'2(r) s

2
r

h
�
0;2
r ; "

i
+ '4(r) s

2
r

h
�
0;4
r ; w

i�
dr ; (2.15)
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choosing G[w] = w , and invoking the properties (1.18)�(1.21) of the stop opera-

tors sr , we easily verify the validity of (H4), (H5). Other examples, where the

dependence on " ; w is no longer decoupled as in (2.13), can be constructed using

multi-dimensional stop operators as basic elements (cf. [15], [16]). For examples

where the Hj are not Prandtl-Ishlinskii operators and G di�ers from the identity

operator we refer to [14], [15].

We can now formulate the main result of this paper.

Theorem 2.1 Suppose that the hypotheses (H1) to (H5) are satis�ed. Then the

system (1.1)�(1.7) admits a unique strong solution (u; �; w) such that (1.1)�(1.5)

hold a. e. in 
T , and such that

u 2 H2(0; T ;L2(
)) \H1(0; T ;H2(
)); w 2 H2(0; T ;L2(
)) \H1(0; T ;H1(
));

� 2 H1(0; T ;L2(
)) \ L2(0; T ;H2(
)): (2.16)

Besides, with the �nite norms �1 := kuxtkL1(0;T ;L1(
)) and �2 := kwtkC(
T )
it

holds

�(x; t) � Æ e
� ((K1 +K2K5 �2) t+K2 �1) for all (x; t) 2 
T : (2.17)

Remark 3. We note at this place that Theorem 2.1 also implies that the second

principle of thermodynamics is satis�ed for the system (1.1)�(1.7). Indeed, we have

� > 0 a. e. in 
T , and the validity of the Clausius-Duhem inequality (1.24) follows

from the simple calculation

� S["; w; �]t � U ["; w; �]t + ~� "t = � �F2["; w]t � F1["; w]t + � "t + "
2
t

� �
�
H1["; w] + �H2["; w]

�
"t �

�
H3["; w] + �H4["; w]

�
G[w]t + � "t + "

2
t

� "
2
t + wt G[w]t � 0 a. e. in 
T ; (2.18)

where F ; S ; U are given by (1.23). We may therefore claim that our system is

thermodynamically consistent.

The proof of Theorem 2.1 will be given in the following sections. During its course,

we will make repeated use of Young's inequality

a b �
Æ

2
a
2 +

1

2 Æ
b
2 8 a; b 2 IR ; Æ > 0 ; (2.19)

of the elementary inequality

jz(t)j2 � 2 jz(0)j2 + 2 t

Z t

0
z
2
t (r) dr 8 t 2 (0; T ) 8 z 2 H1(0; T ) ; (2.20)
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and of the one-dimensional Gagliardo-Nirenberg inequality

kwkp � K0

�
kwk1�!q kwxk!r + kwkq

�
8w 2 W 1;r(
) \ Lq(
) ; (2.21)

where K0 > 0 is a constant depending only on p ; q ; r , and where

1 � r � +1 ; 1 � q � p � +1 ; !

 
1

q
�

1

r
+ 1

!
=

1

q
�

1

p
: (2.22)

3 Local existence

We rewrite the system (1.1)�(1.7), using the transformation due to Andrews [1],

ux = p+ q ; where p(x; t) :=

Z x

1
ut(�; t) d� : (3.1)

We easily �nd that (1.1)�(1.6) is equivalent to the system

pt � pxx = � +

Z x

1
f(�; t) d� ; (3.2)

p(1; t) = px(0; t) = 0 ; p(x; 0) =

Z x

1
u1(�) d� ; (3.3)

� = H1[p+ q; w] + �H2[p+ q; w] ; (3.4)

qt = � � �
Z x

1
f(�; t) d� ; (3.5)

q(x; 0) = u
0
0(x) �

Z x

1
u1(�) d� ; (3.6)

�
� + F1[p+ q; w]

�
t
� �xx = p

2
xx + � pxx + g(x; t; �) ; (3.7)

wt = � ; (3.8)

 = H3[p+ q; w] + �H4[p+ q; w] ; (3.9)

�(x; 0) = �0(x) ; w(x; 0) = w0(x) ; �x(0; t) = �x(1; t) = 0 : (3.10)

Let V0 := fz 2 H
1(
) ; z(1) = 0g , and let V

�
0 denote its dual space. We are

going to show the following result.

Theorem 3.1 Suppose that the hypotheses (H1) to (H4) are ful�lled. Then there

is some �̂ > 0 such that the initial-boundary value problem (3.2)�(3.10) admits a

unique solution quadruple (p; q; �; w) on �
� [0; �̂ ] satisfying

p 2 H2(0; �̂ ;V �
0 ) \ H

1(0; �̂ ;H1(
)) \ L
2(0; �̂ ;H3(
)) ; (3.11)

q ; w 2 H2(0; �̂ ;L2(
)) \ H
1(0; �̂ ;H1(
)) \ C

1([0; �̂ ];C(�
)) ; (3.12)

� 2 H1(0; �̂ ;L2(
)) \ L
2(0; �̂ ;H2(
)) \ C(
�̂ ) ; (3.13)

�(x; t) �
Æ

2
> 0 for every (x; t) 2 �
� [0; �̂ ] : (3.14)
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Proof: We divide the proof of Theorem 3.1 into several steps, each formulated as

a separate lemma. The existence part of the proof is based on the following special

case of the Schauder�Tikhonov �xed point principle (cf., for instance, Theorem 3.6.1

in [6]):

Lemma 3.2 Let the operator T map the nonempty, closed, convex, and weakly

compact subset M of the separable Hilbert space X into itself, and suppose that

T is weakly sequentially continuous on M , that is, it holds T (vn)! T (v) weakly

in X whenever vn ! v weakly in X for some sequence fvng � M . Then T
has a �xed point in M .

We aim to apply Lemma 3.2 to the following setting. Consider for � 2 (0; T ] the

separable Hilbert spaces

P� := H
2(0; � ;V �

0 ) \ H
1(0; � ;H1(
)) \ L

2(0; � ;H3(
)) ;

Q� := H
2(0; � ;L2(
)) \ H

1(0; � ;H1(
)) ;

Z� := H
1(0; � ;L2(
)) \ L

2(0; � ;H2(
)) ;

W� := H
2(0; � ;L2(
)) \ H

1(0; � ;H1(
)) ;

X� := P� � Q� � Z� � W� ; (3.15)

and introduce the sets

M� :=
n
(p; q; �; w) 2 X� ; (3.3), (3.6), (3.10), hold, pt + qt = pxx a. e. in 
� ;Z �

0

Z



�
�
2
t + �

2
xx

�
dx dt + max

0�t��

Z


j�x(x; t)j2 dx �M1 ; (3.16)

max
(x;t)2
�

j�(x; t)j � M2 ; (3.17)

max
0�t��

Z



�
jqt(x; t)j2 + jwt(x; t)j2

�
dx � M3 ; (3.18)Z �

0

Z



�
q
2
xt + w

2
xt

�
dx dt � M4 ; (3.19)Z �

0

Z



�
p
2
t + p

2
xx

�
dt + max

0�t��

Z


jpx(x; t)j2 dx � M5 ; (3.20)

max
0�t��

Z



�
jqx(x; t)j2 + jwx(x; t)j2

�
dx � M6 ; (3.21)

kptk2H1(0;� ;V �
0
) +

Z �

0

Z


p
2
xt dx dt + max

0�t��

Z


jpt(x; t)j2 dx � M7 ; (3.22)

max
0�t��

Z


jpxx(x; t)j2 dx � M8 ; (3.23)Z �

0

Z


p
2
xxx dx dt � M9 ; (3.24)

min
(x;t)2
�

�(x; t) �
Æ

2
> 0

o
; (3.25)

where the positive constants Mi , i = 1; : : : ; 9 , will have to be speci�ed later. Ob-

viously, M� is a nonempty, closed, convex, and bounded (hence weakly compact)
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subset of the separable Hilbert space X� .

Next, we introduce the operator T on M� by T (�p; �q; ��; �w) := (p; q; �; w) ,

where for (�p; �q; ��; �w) 2 M� the quadruple (p; q; �; w) is the unique solution to the

linear initial-boundary value problem

pt � pxx = �� +

Z x

1
f(�; t) d� ; (3.26)

p(1; t) = px(0; t) = 0 ; p(x; 0) =

Z x

1
u1(�) d� ; (3.27)

�� = H1[�p+ �q; �w] + ��H2[�p+ �q; �w] ; (3.28)

qt = � �� �
Z x

1
f(�; t) d� ; (3.29)

q(x; 0) = u
0
0(x) �

Z x

1
u1(�) d� ; (3.30)

�t � �xx = �F1[�p+ �q; �w]t + �p2xx + �� �pxx + g(x; t; ��) ; (3.31)

wt = � � ; (3.32)

� = H3[�p+ �q; �w] + ��H4[�p+ �q; �w] ; (3.33)

�(x; 0) = �0(x) ; w(x; 0) = w0(x) ; �x(0; t) = �x(1; t) = 0 : (3.34)

We have the following result.

Lemma 3.3 There exist �̂ 2 (0; T ] and positive constants Mi , i = 1; : : : ; 9 ,

such that T (M� ) �M� for any � 2 (0; �̂ ] .

Proof: Let � 2 (0; T ] , be given. Without loss of generality, we may assume

that � � 1 . We have pt + qt = pxx a. e. in 
� , and we infer from the general

hypotheses that pt ; pxx ; qt ; wt ; �t ; �xx 2 L
2(
� ) . Therefore, � 2 Z� . Besides,

since (�p; �q; ��; �w) 2 M� , it follows from Remark 1. that the right-hand sides of both

(3.29) and (3.32) belong to H
1(
� ) so that q 2 Q� and w 2 W� .

Next, we consider the parabolic initial-boundary value problem

zt � zxx = v := ��t +

Z x

1
ft(�; t) d� ; (3.35)

zx(0; t) = z(1; t) = 0 ; z(x; 0) = u
0
1(x) + ��(0) +

Z x

1
f(�; 0) d� : (3.36)

Since z(�; 0) 2 L
2(
) , and since the right-hand side v of (3.35) belongs to

L
2(
 � ) , it follows from general linear parabolic theory (cf. Lions-Magenes [19]),

that (3.35)�(3.36) admits a unique weak solution z 2 L2(0; � ;H1(
))\H1(0; � ;V �
0 )
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\C([0; T ]; L2(
)) , and there is some constant Ĉ > 0 , not depending on � 2
(0; T ] , such that

kzk2H1(0;� ;V �
0
) +

Z �

0

Z


z
2
x dx dt + max

0�t��

Z


jz(x; t)j2 dx

� Ĉ

�Z


jz(x; 0)j2 dx +

Z �

0

Z


v
2
dx dt

�
: (3.37)

Invoking the compatibility condition u1(0) = 0 , we easily verify that

p(x; t) =

Z x

1
u1(�) d� +

Z t

0
z(x; r) dr ; (3.38)

so that p 2 H
2(0; � ;V �

0 ) \ H1(0; � ;H1(
)) \ C1([0; T ]; L2(
)) , and (3.37) holds

for z = pt . Hence, using (3.26), we can conclude that pxxx 2 L
2(
 � ) , and

also pxx 2 C([0; T ]; L2(
)) . In conclusion, p 2 P� , and we have shown that

T (M� ) � X� .

Now let (p; q; �; w) = T (�p; �q; ��; �w) for some (�p; �q; ��; �w) 2 M� , where the con-

stants M1; : : : ;M9 and � 2 (0; T ] are assumed to be �xed. We are going to derive

a number of estimates for (p; q; �; w) in terms of M1; : : : ;M9 and of the data of

the system. In what follows, we denote by Ci , i 2 IN [ f0g , positive constants

which may depend on the given data u0 ; u1 ; �0 ; w0 ; f ; g0 , and on the constants

Ki , 0 � i � 4 , but neither on � nor on M1; : : : ;M9 .

At �rst, we conclude from (2.11) and from (2.5) that

Z



�
j��j2 + j � j2

�
(x; t) dx

� 2

Z



�
H2

1[�p + �q; �w] +H2
3[�p+ �q; �w] + ��2 (H2

2[�p + �q; �w] +H2
4[�p+ �q; �w])

�
(x; t) dx

� 2K2
2 M

2
2 + C0

h
1 + t

Z t

0

Z



�
�p2t + �q2t + �w2

t

�
dx dr

i
� 2K2

2 M
2
2 + C0

�
1 + t(M3 +M7)

�
for all t 2 [0; � ] ; (3.39)

j��tj + j � tj � 2K3

�
(1 +M2) (j�ptj+ j�qtj+ j �wtj) + j��tj

�
a. e. in 
 � : (3.40)

Besides, it follows from (2.12) that for 1 � i � 4 and a. e. (x; t) 2 
� we have

����Hi[�p + �q; �w]
�
x
(x; t)

��� � K4 max
0�r�t

�
j�px(x; r)j+ j�qx(x; r)j+ j �wx(x; r)j

�
: (3.41)

In addition, owing to (2.5),

jF1[�p+ �q; �w]tj � K3 (j�ptj+ j�qtj+ j �wtj) a. e. in 
 � ; (3.42)

as well as, by virtue of (H3),

jg(x; t; ��(x; t))j � g0(x; t) + K1M2 : (3.43)

14



Now multiply (3.31) �rst by �t , and then by � �xx , add the resulting equations

and integrate over 
 � [0; t] for any t 2 (0; � ] . Using Young's inequality, and

invoking (3.39), (3.42), and (3.43), we �nd that

Z t

0

Z



�
�
2
t + �

2
xx

�
dx dr +

Z


j�x(x; t)j2 dx

� C1

�
1 + tM

2
2 +

Z t

0

Z



�
�p2t + �q2t + �w2

t

�
dx dr

+

Z t

0

Z


�p4xx dx dr +

Z t

0

Z


��2 �p2xx dx dr

�
: (3.44)

Invoking the Gagliardo-Nirenberg inequality (2.21) for p = +1 , q = r = 2 ,

! = 1=2 , we infer that

Z t

0
k�pxx(�; r)k21 dr � 2K2

0

�Z t

0

Z


�p2xx dx dr

+ max
0�r�t

k�pxx(�; r)k2
Z t

0
k�pxxx(�; r)k2 dr

�

� 2K2
0

�
tM8 +

q
M8

p
t

q
M9

�
� 2K2

0

p
t

�
M8 +

q
M8M9

�
: (3.45)

It follows thatZ t

0

Z


�p4xx dx dr � max

0�r�t
k�pxx(�; r)k22

Z t

0
k�pxx(�; r)k21 dr

� 2K2
0

p
t

�
M

2
8 + M

3=2
8

q
M9

�
: (3.46)

Besides, by (3.39),

Z t

0

Z


��2 �p2xx dx dr � max

0�r�t
k��(�; r)k22

Z t

0
k�pxx(�; r)k21 dr

� 2K2
0

p
t

�
M8 +

q
M8M9

� �
2K2

2 M
2
2 + C0 (1 + t (M3 +M7))

�
: (3.47)

In conclusion, we have shown the estimateZ �

0

Z



�
�
2
t + �

2
xx

�
dx dr + max

0�t��

Z


j�x(x; t)j2 dx

� C2

h
1 +

p
�

�
M

2
2 +M3 +M7 +M

2
8 + M

3=2
8 M

1=2
9

+
�
M8 + M

1=2
8 M

1=2
9

� �
1 + M

2
2 + M3 + M7

��i
: (3.48)

Next, we consider (3.29) and (3.32). By the general hypotheses and (3.39), we

have

max
0�t��

Z



�
jqt(x; t)j2 + jwt(x; t)j2

�
dx � C3

�
1 + M

2
2 + t (M3 +M7)

�
: (3.49)

Now di�erentiate (3.29) and (3.32) with respect to x . Then, by (3.41),

j��x(x; t)j+j � x(x; t)j � 2K2 j��x(x; t)j+2K4 (1+M2) max
0�r�t

�
(j�pxj+j�qxj+j �wxj)(x; r)

�
;

(3.50)
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for a. e. (x; t) 2 
 � . Therefore, using (2.20), we can conclude that

Z �

0

Z



�
q
2
xt + w

2
xt

�
dx dt � C4

�
1 +

Z �

0

Z



�
j��xj2 + j � xj2

�
dx dt

�

� C5

�
1 + M

2
2 +

Z �

0

Z


j��xj2 dx dt + (1 +M

2
2 ) �

Z �

0

Z



�
�p2xt + �q2xt + �w2

xt

�
dx dt

�

� C5

�
1 + M

2
2 + � (M1 + (1 +M

2
2 ) (M4 + M7))

�
: (3.51)

But then also

max
0�t��

Z



�
jqx(x; t)j2 + jwx(x; t)j2

�
dx � C6

�
1+M

2
2 + � (M1 +(1+M2

2 ) (M4 +M7))
�
:

(3.52)

Next, we consider the linear parabolic system (3.26)�(3.27). Standard parabolic

estimates, using the general hypotheses and (3.39), yield that

Z �

0

Z



�
p
2
t + p

2
xx

�
dx dt � C7

�
1 +

Z �

0

Z


j��j2 dx dt

�
� C8

�
1 + � (M2

2 +M3+M7)
�
:

(3.53)

Moreover, since (3.37) is valid for z = pt , we can infer from (H2) and from (3.40)

that

kpk2H2(0;� ;V �
0
) +

Z �

0

Z


p
2
xt dx dt + max

0�t��

Z


jpt(x; t)j2 dx

� C9

�
1 +

Z �

0

Z



�
��2t + (1 +M

2
2 )
�
�p2t + �q2t + �w2

t

��
dx dt

�
� C9

�
1 + M1 + � (1 +M

2
2 ) (M3 +M7)

�
: (3.54)

But then we obtain from (3.26), also using (3.28) and (H2), that

max
0�t��

Z


jpxx(x; t)j2 dx � 2 max

0�t��

Z


jpt(x; t)j2 dx+ 2C10

�
1 + max

0�t��

Z


j��(x; t)j2 dx

�
� C11

�
1 +M1 +M

2
2 + � (1 +M

2
2 ) (M3 +M7)

�
: (3.55)

Besides, employing (3.50), and (3.54), and arguing as in the derivation of (3.51), we

can deduce the estimateZ �

0

Z


p
2
xxx dx dt � 2

Z �

0

Z


p
2
xt dx dt + 2

Z �

0

Z


j��x + f j2 dx dt

� C12

�
1 + M1 + M

2
2 + � (M1 + (1 +M

2
2 ) (M3 +M4 +M7)

�
:

(3.56)

Finally, the imbeddings H1(0; � ; L2(
) ) \ L2(0; � ;H2(
)) ,! C
1

2
; 1
6 (
� ) ,! C(
� )

are continuous (the latter being compact), since 
 is one-dimensional, and there

exists a positive constant Ĉ1 such that for every (x; t); (y; s) 2 
� it holds

jv(x; t)�v(y; s)j � Ĉ1

�Z �

0

Z



�
v
2
t + v

2
xx

�
dx dt

�1=2 �
jt� sj1=6 + jx� yj1=2

�
; (3.57)
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for every function v 2 H
1(0; � ; L2(
)) \ L

2(0; � ;H2(
)) , 0 < � � T . Choosing

any constant C13 � k�0k1 , we therefore obtain that

max
(x;t)2
�

j�(x; t)j � C13 + Ĉ1

q
M̂1 ; (3.58)

where M̂1 is equal to the expression on the right-hand side of (3.48).

Now, we can de�ne the constants M1 : : : ;M9 . We make the choices

M1 := 2C2 ; M2 := C13 + Ĉ1

q
M1 ; M3 := 2C3 + C3M

2
2 ;

M4 := 2C5 + C5M
2
2 ; M5 := 2C8 ; M6 := 2C6 + C6M

2
2 ;

M7 := 2C9 + C9M1 ; M8 := 2C11 + C11 (M1 +M
2
2 ) ;

M9 := 2C12 + C12 (M1 +M
2
2 ) : (3.59)

It then follows from the estimates (3.48)�(3.49), (3.51)�(3.56), and (3.58), that there

exists some �0 2 (0; T ] such that the inequalities (3.16)�(3.24) are ful�lled for any

� 2 (0; �0] .

To conclude the proof of the lemma, note that by (3.57) we have

max
x2�


j�(x; t)� �0(x)j � Ĉ1

q
M1 t

1=6
; (3.60)

so that, for su�ciently small �̂ 2 (0; �0] ,

�(x; t) � �0(x) � j�(x; t)� �0(x)j � Æ � Ĉ1

q
M1 t

1=6 � Æ=2 ; (3.61)

for all (x; t) 2 
 � [0; �̂ ] . With this, the proof of the lemma is complete.

Lemma 3.4 The operator T is weakly sequentially continuous in M�̂ .

Proof: Suppose a sequence f(�pn; �qn; ��n; �wn)g � M�̂ is given such that

(�pn; �qn; ��n; �wn)! (�p; �q; ��; �w) weakly in X�̂ as n!1 : (3.62)

Since M�̂ is weakly closed, it holds (�p; �q; ��; �w) 2 M�̂ . Now, let

(pn; qn; �n; wn) := T (�pn; �qn ��n; �wn) ; n 2 IN ; (p; q; �; w) := T (�p; �q; ��; �w) :
(3.63)

We have to show that

(pn; qn; �n; wn)! (p; q; �; w) weakly in X�̂ as n!1 : (3.64)

Clearly, as (pn; qn; �n; wn) 2 M�̂ for all n 2 IN , we have, on a subsequence which

is again indexed by n ,

(pn; qn; �n; wn)! (p̂; q̂; �̂; ŵ) weakly in X�̂ as n!1 ; (3.65)
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for some (p̂; q̂; �̂; ŵ) 2 M�̂ . It remains to show that (p̂; q̂; �̂; ŵ) = (p; q; �; w) . The

uniqueness of the limit point then entails that (3.65), and thus (3.64), holds for the

entire sequence. To this end, note that we have the convergences

��n;t ! ��t ; ��n;xx ! ��xx ; �pn;t ! �pt ; �pn;xx ! �pxx ; �pn;xxx ! �pxxx ; �pn;xt ! �pxt ;

�wn;t ! �wt ; �wn;xt ! �wxt ; �qn;t ! �qt ; �qn;xt ! �qxt ; all weakly in L
2(
�̂ ) : (3.66)

By compact imbedding, we may also assume that

��n ! �� ; �pn;x ! �px ; both uniformly in 
 �̂ ; (3.67)

�pn ! �p ; �qn ! �q ; �wn ! �w ; all strongly in L
2(
;C[0; �̂ ]) : (3.68)

But then, owing to (H4), it follows that

��n ! �� ; � n ! � ; F1[�pn + �qn; �wn]! F1[�p+ �q; �w] ; all strongly in L
2(
;C[0; �̂ ]) ;

(3.69)

where ��n ; � n have obvious meaning. Also,

g(�; �; ��n)! g(�; �; ��) uniformly in 
�̂ ; (3.70)

��n �pn;xx ! �� �pxx weakly in L
2(
�̂ ) : (3.71)

Besides, the sequence fF1[�pn + �qn; �wn]tg is bounded in L
1(
 �̂ ) , so that we may

assume that

F1[�pn + �qn; �wn]t ! y weakly-star in L
1(
 �̂ ) (3.72)

for some y 2 L
1(
 �̂ ) . But then it follows from (3.69) that y = F1[�p + �q; �w]t .

Finally, we conclude from (3.66) and (3.67) that

�p2n;xx ! �p2xx weakly in L
2(
 �̂ ) : (3.73)

Indeed, we have for any test function � 2 C1
0 (
 �̂ ) that

lim
n!1

Z �̂

0

Z


�p2n;xx � dx dt = � lim

n!1

Z �̂

0

Z



�
�pn;xxx �pn;x � + �pn;xx �pn;x �x

�
dx dt

= �
Z �̂

0

Z



�
�pxxx �px � + �pxx �px �x

�
dx dt =

Z �̂

0

Z


�p2xx � dx dt : (3.74)

Now observe that (3.65) implies, in particular, the convergences

�n;t ! �̂t ; �n;xx ! �̂xx ; pn;t ! p̂t ; pn;xx ! p̂xx ; qn;t ! q̂t ; wn;t ! ŵt ;

(3.75)

all weakly in L
2(
 �̂ ) . Combining all the above convergences, and letting n!1 ,

we �nally can infer that (p̂; q̂; �̂; ŵ) = T (�p; �q; ��; �w) . This concludes the proof of the
lemma.

By virtue of Lemma 3.3 and Lemma 3.4, we deduce from Lemma 3.2 that T has a

�xed point in M�̂ which then is a solution to the system (3.2)�(3.10). To conclude
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the proof of Theorem 3.1, we still need to show the uniqueness. We achieve this

through the following result, which even shows global uniqueness.

Lemma 3.5 Let the assumptions of Theorem 3.1 be ful�lled, and let � 2 (0; T ]

be arbitrary. Then the system (3.2)�(3.10) has at most one solution in X� :

Proof: Suppose that (pi; qi; �i; wi) 2 X� , i = 1; 2 , are two solutions to (3.2)�

(3.10) on 
� for some � 2 (0; T ] . Let p := p1�p2 ; q := q1�q2 ; � := �1��2 ; w :=

w1 � w2 , and put �i := H1[pi + qi; wi] + �iH2[pi + qi; wi] ,  i := H3[pi + qi; wi] +

�iH4[pi + qi; wi] , for i = 1; 2 . Then it holds

pt � pxx = �1 � �2 ; (3.76)

qt = �2 � �1 ; (3.77)

�t � �xx = �F1[p1 + q1; w1]t + F1[p2 + q2; w2]t + p
2
1;xx � p

2
2;xx

+ �1 p1;xx � �2 p2;xx + g(x; t; �1) � g(x; t; �2) ; (3.78)

wt =  1 �  2 ; (3.79)

with corresponding zero initial and boundary conditions. Owing to (H4),(iii), we
have for every (x; t) 2 
 �

max fj�1(x; t)� �2(x; t)j ; j 1(x; t)�  2(x; t)jg

� C1

�
j�(x; t)j + max

0�r�t
(jp(x; r)j + jq(x; r)j + jw(x; r)j)

�

� C1

�
j�(x; t)j +

Z t

0

�
jpt(x; r)j + jqt(x; r)j + jwt(x; r)j

�
dr ; (3.80)

where by Ci , i 2 IN , we denote positive constants that only depend on the data

of the system. Hence, we may multiply (3.76) by pt , and by � pxx , respectively,
(3.77) by qt , and (3.79) by wt , respectively, add the four resulting equations,

integrate over space and time, and apply Young's inequality appropriately, to arrive

at the estimateZ t

0

Z



�
p
2
t + p

2
xx + q

2
t + w

2
t

�
dx ds � C2

Z t

0

Z s

0

Z



�
p
2
t + q

2
t + w

2
t

�
dx dr ds

+C3

Z t

0

Z


�
2
dx ds : (3.81)

Next, we integrate (3.78) over [0; s] for some s > 0 . We obtain

� �
Z s

0
�xx dr = �F1[p1 + q1; w1] + F1[p2 + q2; w2] +

Z s

0

�
p
2
1;xx � p

2
2;xx

�
dr

+

Z s

0

�
�1 p1;xx � �2 p2;xx

�
dr +

Z s

0

�
g(x; r; �1) � g(x; r; �2)

�
dr :

(3.82)
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Now let  > 0 (to be speci�ed later). First, we note that for a. e. (x; t) 2 
 � it

holds

jF1[p1 + q1; w1](x; t) � F1[p2 + q2; w2](x; t)j � C4

Z t

0

�
jptj + jqtj + jwtj

�
(x; r) dr ;

(3.83)

so that, using Young's inequality,

Z t

0

Z


j�(x; s)j

Z s

0
jF1[p1 + q1; w1](x; r) � F1[p2 + q2; w2](x; r)j dr dx ds

�


2

Z t

0

Z


�
2
dx ds +

C5

2 

Z t

0

Z s

0

Z



�
p
2
t + q

2
t + w

2
t

�
dx dr ds : (3.84)

Moreover, owing to (H3), we have

Z t

0

Z


j�(x; t)j

Z s

0
jg(x; r; �1(x; r))� g(x; r; �2(x; r)j dr dx ds

� C6

Z t

0

Z


j�(x; t)j

Z s

0
j�(x; r)j dr dx ds

�


2

Z t

0

Z


�
2
dx ds +

C6

2 

Z t

0

Z s

0

Z


�
2
dx dr ds : (3.85)

Next, we estimate

Z t

0

Z


j�(x; s)j

Z s

0
j�1 p1;xx � �2 p2;xxj(x; r) dr dx ds

�
Z t

0

Z


j�(x; s)j

Z s

0
j�2(x; r)j jpxx(x; r)j dr dx ds

+

Z t

0

Z


j�(x; s)j

Z s

0

�
jp1;xxj j�1 � �2j

�
(x; r) dr dx ds

:= B1 + B2 : (3.86)

By the boundedness of �2 ,

B1 �


2

Z t

0

Z


�
2
dx ds +

C7

2 

Z t

0

Z s

0

Z


p
2
xx dx dr ds : (3.87)

Next, we employ the Gagliardo-Nirenberg inequality (2.21) with p = +1 , q =

r = 2 , ! = 1=2 , to conclude that, for i = 1; 2 , and every x 2 �
 ,

Z s

0
jpi;xx(x; r)j2 dr �

Z s

0
kpi;xx(�; r)k21 dr

� 2K2
0

Z s

0

�
kpi;xx(�; r)k22 + kpi;xx(�; r)k2 kpi;xxx(�; r)k2

�
dr

� C8 max
0�r�s

kpi;xx(�; r)k22 + C9 max
0�r�s

kpi;xx(�; r)k2
�Z s

0

Z


jpi;xxxj2 dx dr

�1=2

� C10 : (3.88)
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Hence, we haveZ s

0

�
j�1 � �2j jp1;xxj

�
(x; r) dr �

�Z s

0
j(�1 � �2)(x; r)j2 dr

�1=2 �Z s

0
jp1;xx(x; r)j2 dr

�1=2
�

q
C10

�Z s

0
j(�1 � �2)(x; r)j2 dr

�1=2
; (3.89)

so that, by virtue of (3.80) and of Young's inequality,

B2 �


2

Z t

0

Z


�
2
dx ds +

C11

2 

Z t

0

Z s

0

Z


j�1 � �2j2 dx dr ds

�


2

Z t

0

Z


�
2
dx ds +

C12

2 

Z t

0

Z s

0

Z



�
�
2 + p

2
t + q

2
t + w

2
t

�
dx dr ds : (3.90)

Finally, using (3.88), we estimateZ t

0

Z


j�(x; s)j

Z s

0

�
p
2
1;xx � p

2
2;xx

�
(x; r) dr dx ds

�
Z t

0

Z


j�(x; s)j

Z s

0

�
jpxxj jp1;xx + p2;xxj

�
(x; r) dr dx ds

�
Z t

0

Z


j�(x; s)j

�Z s

0
jpxx(x; r)j2 dr

�1=2 �Z s

0
j(p1;xx + p2;xx)(x; r)j2 dr

�1=2
dx ds

� C13

Z t

0

Z


j�(x; s)j

�Z s

0
jpxx(x; r)j2 dr

�1=2
dx ds

�


2

Z t

0

Z


�
2
dx ds +

C14

2 

Z t

0

Z s

0

Z


p
2
xx dx dr ds : (3.91)

Now, we multiply (3.82) by � , and integrate over 
 � [0; t] for some t 2 [0; � ] .

Combining the estimates (3.84)�(3.91), and choosing  > 0 appropriately small,

we obtain the inequalityZ t

0

Z


�
2
dx ds � C15

Z t

0

Z s

0

Z



�
�
2 + p

2
xx + p

2
t + q

2
t + w

2
t

�
dx dr ds : (3.92)

Consequently, combining inequalities (3.81) and (3.92), we have �nally shown thatZ t

0

Z



�
�
2 + p

2
t + p

2
xx + q

2
t + w

2
t

�
dx ds

� C16

Z t

0

Z s

0

Z



�
�
2 + p

2
t + p

2
xx + q

2
t + w

2
t

�
dx dr ds ; (3.93)

whence, by Gronwall's lemma, pt = qt = wt = � = 0 a. e. in 
 � , so that the

assertion follows. With this, the proof of Theorem 3.1 is complete.

4 Global existence

Suppose now that the hypotheses (H1) to (H5) hold so that (3.2)�(3.10) has a

unique solution (p; q; �; w) on 
 �̂ which satis�es (3.11)�(3.14). Using the com-

patibility condition u0(0) = 0 , we then easily verify that (u; �; w) , where

u(x; t) =

Z x

0

�
p(�; t) + q(�; t)

�
d� ; (4.1)
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solves (1.1)�(1.7) on 
 �̂ and satis�es (2.16). Now let � 2 (0; T ] be arbitrary

such that (u; �) can be extended to a solution of (1.1)�(1.7) on 
 � and satis�es

�(x; t) � �� for some �� > 0 , as well as the smoothness properties (2.16). Owing

to the global uniqueness result of Lemma 3.5, this solution is unique. We are now

going to derive a number of global a priori estimates. To this end, we denote by

Ci , i 2 IN , positive constants which may depend on the given data of system

(1.1)�(1.7), but neither on � nor on the lower bound �� for the temperature. For

notational convenience, we put " := ux .

First estimate.

We multiply (1.1) by ut , add the result to (1.3), and then integrate over 
 t ,

t 2 (0; � ] , and by parts. In view of (H1), we have

1

2

Z


u
2
t (x; t) dx +

Z



�
�(x; t) + F ["; w](x; t)

�
dx

� C1 +

Z t

0

Z


g(x; r; �(x; r)) dx dr +

Z t

0

Z


f ut dx dr : (4.2)

Invoking (2.2), (2.4), (H2), (H4),(i), the positivity of � , and Gronwall's lemma,

we �nd that

max
0�t��

�
k�(�; t)k1 + kut(�; t)k2

�
� C2 : (4.3)

Second estimate.

We multiply (1.3) by � ��1 and integrate over 
 t , t 2 (0; � ] (note that �
�1 is

actually bounded, since � � �� > 0 ). It followsZ t

0

Z



 
�
2
x

�2
+
"
2
t

�

!
dx dr � C3 +

Z t

0

Z



1

�

�
F1["; w]t � � "t � g(x; r; �)

�
dx dr

+

Z


log(�(x; t)) dx : (4.4)

In view of (4.3), and of the elementary inequality log(�) � � for � > 0 , the second

integral on the right-hand side is bounded. Besides, we obtain from (1.2), (1.4),

(H3), (H5), and Young's inequality, that a. e. in 
 � it holds

F1["; w]t � � "t � g(x; r; �) � H3["; w]G[w]t � �H2["; w] "t � g0(x; r) +K1 �

� � (�H4["; w] + wt)G[w]t + K2 � j"tj+K1 � � K1 � +K2 � j"tj+
K5

4
K

2
2 �

2
:

(4.5)

Therefore, using (4.3), we �nd from Young's inequality thatZ t

0

Z



1

�

�
F1["; w]t � � "t � g(x; r; �)

�
dx dr � C4

�
1 +

Z t

0

Z


j"tj dx dr

�

� C5 +
1

2

Z t

0

Z



"
2
t

�
dx dr : (4.6)
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In conclusion, we have shown the estimate

Z �

0

Z



 
�
2
x

�2
+
"
2
t

�

!
dx dt � C6 : (4.7)

But then, using (4.3) and Young's inequality,

Z �

0

Z



����p��
x

��� dx dt =

Z �

0

Z



����� �x2
p
�

����� dx dt � C7 +

Z �

0

Z



�
2
x

�2
dx dt � C8 ; (4.8)

whence, using the Gagliardo-Nirenberg inequality (2.21) with p = +1 , q = 2 ,

r = 1 , and ! = 1 , and invoking (4.3) once more,Z �

0
k�(�; t)k1 dt � C9 : (4.9)

Hence, Z �

0

Z


�
2
dx dt � max

0�t��
k�(�; t)k1

Z �

0
k�(�; t)k1 dt � C10 : (4.10)

Third estimate.

We now exploit the decomposition (3.1). We have ux = " = p + q , where, owing

to (4.3), kpkL1(
� ) � C11 . Therefore, invoking (H4) and (2.11), it holds for every

(x; t) 2 
 � ,

j�(x; t)j+ j (x; t)j � C12 + 2K2 �(x; t) + 2K4 max
0�r�t

�
jq(x; r)j+ jw(x; r)j

�
: (4.11)

Now multiply (3.5) by q , and (3.8) by w , respectively, add the resulting equations,

and integrate over [0; t] , where t 2 (0; � ] . Using Young's inequality, and invoking

(4.9), we conclude from (4.11) the estimate

1

2

�
q
2(x; t) + w

2(x; t)
�

� C13

�
1 + max

0�r�t

�
jq(x; r)j+ jw(x; r)j

��
1 +

Z t

0

�
jq(x; r)j+ jw(x; r)j

�
dr

��

� C14 +
1

4
max
0�r�t

�
q
2(x; r) + w

2(x; r)
�
+ C15

Z t

0

�
q
2(x; r) + w

2(x; r)
�
dr : (4.12)

Taking the maximum with respect to t on both sides, we obtain from Gronwall's

lemma that

kqkL1(
� ) + kwkL1(
� ) � C16 ; (4.13)

whence also

k"kL1(
� ) + max
j2f1;3g

kHj["; w]kL1(
� ) � C17 ; (4.14)

and we obtain from (3.5) and (3.8), using (4.9)�(4.11), that

kqtkL1(0;� ;L1(
))\L2(
� )\L1(0;� ;L1(
)) + kwtkL1(0;� ;L1(
))\L2(
� )\L1(0;� ;L1(
)) � C18 :

(4.15)
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Moreover, (4.10) and (4.14) imply that the right-hand side of (3.2) is bounded in

L
2(
 � ) ; hence, using standard parabolic estimates, we can conclude that

kpkH1(0;� ;L2(
))\L2(0;� ;H2(
))\C([0;� ];H1(
)) � C19 ; (4.16)

which yields, in particular, that uxt = pxx is bounded in L
2(
 � ) .

Fourth estimate.

As next step, we perform a classical estimate (cf. [5]), namely, we multiply (1.3) by

� ��1=3 and integrate over 
 t for t 2 (0; � ] . It then follows from (4.5)

Z t

0

Z



�
�
�4=3

�
2
x + �

�1=3
"
2
t

�
dx dr � C20

�
1 +

Z


�
2=3(x; t) dx+

Z t

0

Z


�
2=3

dx dr

�

+C21

�Z t

0

Z


�
2=3 j"tj dx dr +

Z t

0

Z


�
5=3

dx dr

�
: (4.17)

Owing to (4.3) and (4.10), the �rst, second and fourth integrals on the right of (4.17)

are bounded, and the remaining expression is estimated as follows:

Z t

0

Z


�
2=3 j"tj dx dr =

Z t

0

Z


�
5=6
�
�1=6 j"tj dx dr

�
1

2

Z t

0

Z


�
�1=3

"
2
t dx dr +

1

2

Z t

0

Z


�
5=3

dx dr : (4.18)

Since the second summand on the right of (4.18) is again bounded, we have shown

the estimate Z �

0

Z



�
�
�4=3

�
2
x + �

�1=3
"
2
t

�
dx dt � C22 : (4.19)

But then �
1=3 is bounded in L

1(0; � ;L3(
))\L2(0; � ;H1(
)) , and the Gagliardo-

Nirenberg inequality (2.21), with p = +1 , r = 2 , q = 3 , and ! = 2=5 , yields

that Z �

0
k�(�; t)k5=31 dt � C23 ; (4.20)

whence, using (4.3) once more,

Z �

0

Z


�
8=3
dx dt � C24 : (4.21)

Thus, the right-hand sides of (3.2), (3.5), and (3.8), respectively, are bounded in

L
8=3(
 � ) , and we can infer from standard parabolic estimates, using "t = pxx ,

that

kptkL8=3(
� )
+ k"tkL8=3(
� )

+ kqtkL8=3(
� )
+ kwtkL8=3(
� )

� C25 : (4.22)
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Fifth estimate.

We now turn our attention to (1.3). By virtue of (4.21) and (4.22), and invoking

(2.5), we easily verify that the right-hand side of (1.3) is bounded in L
4=3(
 � ) .

Therefore, multiplying (1.3) by � , integrating over 
 � for t 2 (0; � ] , and applying

Young's inequality and (4.3), we see that for any  > 0 it holds

k�(�; t)k22 +

Z t

0

Z


�
2
x dx dr � C26

�
1 + 

�1
�
+ 

Z t

0

Z


�
4
dx dr

� C27

�
1 + 

�1 + 

Z t

0
k�(�; r)k31 dr

�
: (4.23)

Now use (4.3) and the Gagliardo-Nirenberg inequality (2.21) with p = +1 , q = 1 ,

r = 2 , and ! = 2=3 , in order to obtain that

Z t

0
k�(�; r)k31 dr � C28

�
1 +

Z t

0

Z


�
2
x dx dr

�
: (4.24)

Hence, choosing  > 0 small enough, we have shown the estimate

k�kL1(0;� ;L2(
))\L2(0;� ;H1(
)) � C29 ; (4.25)

whence, using interpolation once more,

k�kL6(
� ) � C30 : (4.26)

Thus, just as in the derivation of (4.22), we have

kptkL6(
� ) + k"tkL6(
� ) + kqtkL6(
� ) + kwtkL6(
� ) � C31 : (4.27)

But then the right-hand side of (1.3) is bounded in L
2(
 � ) , and standard parabolic

estimates, also using (3.57), yield that

k�kH1(0;� ;L2(
))\L2(0;� ;H2(
))\C([0;� ];H1(
))\C(
� )
� C32 : (4.28)

This implies, in particular, that �t and  t are bounded in L
2(
 � ) , so that

kqttkL2(
� ) + kwttkL2(
� ) � C33 : (4.29)

Besides, we may argue as in the derivation of (3.37) to conclude that also

kpkH2(0;� ;V �
0
)\H1(0;� ;H1(
)) � C34 : (4.30)

Sixth estimate.

In view of the above estimates, we have, for a. e. (x; t) 2 
 � ,

j�x(x; t)j + j x(x; t)j � C35

�
j�x(x; t)j + max

0�r�t
((jpxj+ jqxj+ jwxj)(x; r))

�

� C36

�
1 + j�x(x; t)j +

Z t

0

�
jpxt(x; r)j+ jqxt(x; r)j+ jwxt(x; r)j

�
dr

�
: (4.31)
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Hence, di�erentiating (3.5), and (3.8), respectively, with respect to x , and invoking

the estimates (4.28) and (4.30), we easily derive the estimate

kqxtkL2(
t) + kwxtkL2(
t) � C37

�
1 +

Z t

0

�
kqxtkL2(
r) + kwxtkL2(
r)

�
dr

�
; (4.32)

whence, using Gronwall's lemma,

kqxtkL2(
� ) + kwxtkL2(
� ) � C38 : (4.33)

Finally, we conclude from the above estimates that also

kpxxxkL2(
� ) � C39 : (4.34)

In conclusion, combining all previously shown estimates, we have shown that

k(p; q; �; w)kX�
� C40 ; (4.35)

where X� is the space introduced in (3.15).

Conclusion of the proof of Theorem 2.1.

So far we have shown that it holds (4.35) as long as there is some �� > 0 such

that � � �� on 
� . To conclude the proof of the assertion, we still have to prove

the validity of (2.17). To this end, �rst observe that we have shown above that

"t = pxx is bounded in L
6(
 � ) \ L2(0; � ;H1(
)) . In particular, there is some

�1 > 0 , independent of � , such thatZ t

0
k"t(�; r)k1 dr � �1 for all t 2 (0; � ] : (4.36)

Besides, there is some �2 > 0 , independent of � , such that

max
(x;t)2
�

jwt(x; t)j � �2 : (4.37)

Now test (1.3) with an arbitrary function z 2 H
1(
� ) satisfying z � 0 a. e. in


 � . In view of (2.10), (4.5), and (4.37) it follows, for a. e. t 2 (0; T ) ,Z



�
z �t + zx �x

�
(x; t) dx �

Z


jz(x; t)j

�
(F ["; w]t � � "t � g(�; �; �))(x; t)

�
dx

�
Z


jz(x; t)j

�
(� �H4["; w] � wt)G[w]t + K2 � j"tj + K1 �

�
(x; t) dx

�
�
K1 + K2K5 �2 + K2 k"t(�; t)k1

� Z


jz(x; t)j �(x; t) dx

� '(t)

Z


jz(x; t)j �(x; t) dx ; (4.38)

where '(t) := (K1 + K2K5 �2 + K2 k"t(�; t)k1) is by (4.36) bounded in L
1(0; �)

by a constant which does not depend on � 2 (0; T ] . Now, put

z(x; t) := �
�
Æ exp

�
�
Z t

0
'(s) ds

�
� �(x; t)

�+

for (x; t) 2 
� : (4.39)
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Then it follows from inequality (4.38) that

Z



�
z

�
z + Æ exp

�
�
Z t

0
'(s) ds

��
t
+ z

2
x

�
(x; t) dx

� '(t)

Z


jzj

�
jzj + Æ exp

�
�
Z t

0
'(s) ds

��
(x; t) dx : (4.40)

This yields, in particular,

1

2

d

dt

Z


z
2(x; t) dx +

Z


z
2
x(x; t) dx � '(t)

Z


z
2(x; t) dx : (4.41)

Therefore, by Gronwall's lemma, z = 0 , and thus,

�(x; t) � Æ e
� ((K1 +K2K5 �2) t+K2 �1) for all (x; t) 2 
 � : (4.42)

Therefore, we can claim that � = T , and the assertion of Theorem 2.1 is completely

proved.

Remark 4. It does not present any major di�culties to extend the above proof

to the more general case when H3 and H4 are vector hysteresis operators and,

accordingly, (1.4) is a vector di�erential equation (then, of course, the hypotheses

(H4) and (H5) have to be appropriately modi�ed). Note that this situation has

been treated in [18].

Remark 5. It is easy to see that the solution (u; �; w) depends Lipschitz contin-

uously on the data of the system. Indeed, a closer look at the proof of Lemma 3.5 re-

veals that L
2(
) - variations of u0 ; u1 ; �0 ; w0 and L

2(
T ) - variations of f lead

to Lipschitz variations of (p; q; �; w) in the norm of the space
�
H

1(0; T ; L2(
)) \

L
2(0; T ;H2(
))

�
� H

1(0; T ; L2(
)) � L
2(
T ) � H

1(0; T ; L2(
) ) . A similar re-

sult holds for variations of g . As the line of arguments should be clear, we leave

the explicit formulation and the proof of the corresponding result to the reader.
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