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Abstract

Hysteresis operators have recently proved to be a powerful tool in modelling

phase transition phenomena which are accompanied by the occurrence of hys-

teresis e�ects. In a series of papers, the present authors have proposed phase-

�eld models in which hysteresis nonlinearities occur at several places. A very

important class of hysteresis operators studied in this connection is formed by

the so-called Prandtl-Ishlinskii operators. For these operators, the correspond-

ing phase-�eld systems are in the multi-dimensional case only known to admit

unique solutions if the characteristic convex sets de�ning the operators are

polyhedrons. In this paper, we use approximation techniques to extend the

known results to multi-dimensional Prandtl-Ishlinskii operators having non-

polyhedral convex characteristic sets.

1 Introduction

The theory of hysteresis operators developed in the past twenty years (we refer to the

monographs [1], [4], [5], [11], [13] devoted to this subject) has proved to be a powerful

tool for solving mathematical problems in various branches of applications such as

solid mechanics, material fatigue, ferromagnetism, and many others. Recently, the

authors have in a series of papers (cf., [3], [6], [7], [8], [9], [10]) proposed an approach

using hysteresis operators to classical phase-�eld models for phase transitions and

their generalizations. In particular, in [9] they have studied situations in which

multi-dimensional hysteresis operators occur. More precisely, they proved existence

and uniqueness results for initial-boundary value problems for phase-�eld systems

of the form

�(�)wt + f1[w] + � f2[w] = 0 ; (1.1)�
cV � + F1[w]

�
t
� ��� =  (x; t; �) ; (1.2)

for the unknown �elds � (absolute temperature) and w = (w1; : : : ; wM) (phase-�eld
variables, M 2 IN given), where fj = (fj;1; : : : ; fj;M) , j = 1 ; 2 . In this connection,

�(�) > 0 denotes a relaxation coe�cient, and cV > 0 and � > 0 represent speci�c

heat and heat conductivity, respectively, both assumed constant throughout this

paper. The phase-�eld variables usually have the meaning of so-called generalized

freezing indices. For this and more physical background about the system equations

(1.1), (1.2), we refer the reader to [9].
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Systems of the form (1.1), (1.2) have been studied repeatedly in the literature for

the case that �, f1;k, f2;k, F1,  are smooth or at least subdi�erentiable functions

of their respective variables (cf., for instance, the monograph [1]). In contrast to

these works, this contribution deals with the case when f1;k, f2;k, F1 are no longer

functions, but hysteresis operators acting between suitable function spaces.

Let us recall some basic facts about the notion hysteresis operator (for details, we

refer to the monographs mentioned above). Let T > 0 denote some (�nal) time. A

mapping f from the set Map([0; T ]; IRM) := fw : [0; T ]! IRM
g into itself is called

a hysteresis operator if it is causal , that is, if for all w1; w2 2 Map([0; T ]; IRM) and

t 2 [0; T ] we have the implication

w1(�) = w2(�) 8 � 2 [0; t] ) f [w1](t) = f [w2](t) ;

and if it is rate-independent , that is, if for every w 2 Map([0; T ]; IRM) and every

continuous increasing mapping � of [0; T ] onto [0; T ] we have

f [w Æ �](t) = f [w](�(t)) 8 t 2 [0; T ] :

In the case of partial di�erential equations, when the input functions not only depend

on a time variable t 2 [0; T ] but also on a space variable x 2 
 � IRN for some

N 2 IN , it is necessary to extend the above notion. In this situation, it is natural

to associate with a hysteresis operator f de�ned on Map([0; T ]; IRM) in the above

sense the operator f̂ acting on Map(
� [0; T ]; IRM) by simply putting

f̂ [w](x; t) := f [w(x; �)](t) : (1.3)

Note that for inputs w 2 L
p(
; (C([0; T ]; IRM))) , where 1 � p � 1 , the mapping

x 7! f̂ [w](x; �) is known to be strongly measurable from 
 into C([0; T ]; IRM) pro-

vided that f is a continuous mapping from C([0; T ]; IRM) into C([0; T ]; IRM) . The
latter will be the case for all the operators occurring in this paper. It is customary

to denote the extended operator by f , again. The hysteresis operators occurring

in (1.1) and (1.2) have to be understood in this sense. In what follows we will not

distinguish between the operators f and f̂ and denote them both by f . From this

simpli�cation no confusion can arise.

Typically, nontrivial hysteresis operators are not di�erentiable, but at best only

(possibly locally) Lipschitz continuous in suitable function spaces; in addition, they

carry a nonlocal memory with respect to time in that the output value f [w](t) at

any time instant t 2 [0; T ] depends on the whole input history wj[0;t] , and not just

on w(t) .

Both non-di�erentiability and presence of a memory are unpleasant features from

the mathematical point of view. In particular, the classical method of deriving

higher order a priori estimates for w (namely, di�erentiation of (1.1) with respect

to t and testing with wt) does not work, since there is no chain rule for the hysteretic

nonlinearities. This fact results in a lack of compactness and thus in di�culties in

existence proofs.
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In this paper, we consider operators of the special form

fj[w](t) :=
Z 1

0
'j(r) sZj;r [w](t) dr ; (1.4)

Fj[w](t) :=
1

2

Z 1

0
'j(r)

���sZj;r [w](t)
���2 dr ; (1.5)

for j = 1; 2 and t 2 [0; T ], where w denotes an input function belonging to one of

the spaces W 1;1(0; T ; IRM) or C([0; T ]; IRM) , and where j � j denotes the Euclidean

length in IRk , for all k 2 IN .

Operators of the form (1.4) are called multi-dimensional Prandtl-Ishlinskii oper-

ators, and the operators (1.5) are their associated hysteresis potentials (for these

notions, cf. [1], [5]). To interpret the expressions (1.4) and (1.5), suppose that 'j
denote nonnegative and measurable functions on [0;1) such thatZ 1

0
'j(r) (1 + r + r

2) dr < +1 ; j = 1; 2 :

In addition, let Zj;1 , j = 1; 2, denote some �xed nonempty, closed and bounded

convex sets in IRM such that 0 2 intZj;1 . We then set Zj;r := r Zj;1 = fr z 2

IRM ; z 2 Zj;1g for r � 0 and j = 1; 2 , and we denote by sZj;r the so-called

multidimensional stop operator with characteristic Zj;r .

Let us explain the multi-dimensional stop operator sZ associated with a general

nonempty, closed and convex characteristic set Z � IRM containing the origin (the

assumption 0 2 Z is immaterial for the de�nition of sZ but will be needed later in

the paper). To this end, denoting by h�; �i the Euclidean scalar product in IRM , and

by the subscript t di�erentiation with respect to time, we consider the variational

inequality

�(t) 2 Z 8 t 2 [0; T ]; h�t(t)�wt(t) ; �(t)�'i � 0 8' 2 Z; for a.e. t 2 (0; T ):
(1.6)

It is a well-known fact (for details, see [5]) that, given any initial datum �
0
2

Z and any input function w 2 W
1;1(0; T ; IRM) , there is a unique solution � 2

W
1;1(0; T ; IRM) to (1.6). The related solution operator,

sZ [�
0
; w] := � ; (1.7)

is just the stop operator sZ .

The dependence on the initial datum �
0 is very inconvenient from the viewpoint

of notational e�ort. Therefore, we will from now on assume that the initial datum

is the same for all stop operators occurring in this paper: we simply require that

�
0 = 0 for all cases. This restriction has no bearing on the generality of the results

proved in this paper, while it has the advantage that we can drop the dependence

on �
0 , i. e. we can write sZ[w] instead of sZ[�

0
; w] . The expressions in (1.4) and

(1.5) have to be understood in this sense.

The stop operator admits a simple geometric interpretation: it can easily be

shown (see [5], for instance) that the time derivative sZ[w]t(t) coincides for almost
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every t 2 (0; T ) with the orthogonal projection of wt(t) onto the tangent cone at

Z in the point w(t) . The hysteretic input-output behaviour of the stop operator is

illustrated in Figure 1 for the simple one-dimensional case when Z = [0; 1] :

Figure 1 : A diagram of the stop operator s[0;1] .

Along the upper (lower) threshold line � = 1 (� = 0 ), the process is irreversible
and can only move to the right (to the left, respectively), while in between, motions

in both directions are admissible. This behaviour is similar to Prandtl's model of

perfect elastoplasticity, where the horizontal parts of the diagram correspond to

plastic yielding and the intermediate lines can be interpreted as linearly elastic

trajectories.

The stop operator has an intrinsic energy dissipation property which is obtained

if we insert ' = 0 in (1.6). It then follows for a. e. t 2 (0; T ) that

1

2

d

dt
jsZ [w](t)j

2 = hsZ [w]t(t) ; sZ[w](t)i � hwt(t) ; sZ [w](t)i : (1.8)

It has been shown in [6], [7], [8], [9] that such energy inequalities play an important

role in the analysis of phase-�eld systems with hysteresis; in particular, they guar-

antee the thermodynamic consistency of the model. A further property of the stop

operator, which follows from its geometric interpretation, is the following: it holds

jwt � sZ[w]tj � jwtj ; jsZ [w]tj � jwtj ; hsZ[w]t ; wti = jsZ [w]tj
2
� 0 a.e. in (0; T ):

(1.9)

We are now in the position to explain the main aim of this paper: in [9] it has

been shown that a suitable initial-boundary value problem for the system (1.1),

(1.2), with the nonlinearities given by (1.4), (1.5), admits a unique strong solution

provided that the characteristic sets Zj;1 , j = 1; 2 , are polyhedrons containing

the origin. In this paper, we aim to extend these results to general non-polyhedral

characteristics whose interior contain 0. This generalization is of importance in the

applications to elastoplasticity: it allows to include the so-called von Mises yield

condition which was formerly not covered by the theory.
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The main di�culty in this generalization lies the continuity properties of the stop

operator: if the characteristic Z of the stop operator is a polyhedron containing the

origin, then sZ can be extended to a globally Lipschitz continuous mapping from

C([0; T ]; IRM) into itself. More precisely (cf. Theorem 4.5 in [5]), there exists some

constant C > 0 , depending on the smallest positive angle between arbitrary facets

of the polyhedron that are not parallel, such that for all w1; w2 2 C([0; T ]; IRM) it

holds

jsZ [w1](t) � sZ [w2](t)j � C max
0���t

jw1(�)� w2(�)j 8 t 2 [0; T ] : (1.10)

As the Prandtl-Ishlinskii operators de�ned in (1.4) are superpositions of stop

operators, they satisfy an analogous Lipschitz continuity on C([0; T ]; IRM) under

suitable conditions on the weight functions 'j . An analogous argument holds for

the potential operators de�ned in (1.5). This special form of Lipschitz continuity

was crucial for the proofs given in [9].

For non-polyhedral characteristics the situation is entirely di�erent if M > 1 :
it is well-known (see [5], for instance) that in this case Lipschitz continuity of the

form (1.10) cannot be expected to hold for sZ , in general. Therefore, the chain

of arguments employed in [9] does no longer apply. However, sZ is known to be

a continuous mapping from W
1;p(0; T ; IRM) into itself for any p 2 [1;+1) (cf.

Theorem 3.12 in [5]); moreover, sZ can also be extended to a continuous mapping

from C([0; T ]; IRM) into itself provided that 0 2 intZ (see Lemma 2.4 below).

The idea of proof followed in this paper is to use approximation. First, one ap-

proximates the general convex characteristic sets Zj;1 from the inside by a sequence

of polyhedral sets Zn
j;1 in the sense of the Hausdor� distance. Then, we apply the

results of [9] to obtain solutions (wn; �n) to the initial-boundary value problem for

(1.1), (1.2), when sZj;r is replaced by sZn
j;r
, where Z

n
j;r := r Z

n
j;1 . Finally, the ap-

proximating solutions are shown to converge to a solution of the original problem

(which is the most di�cult part of the proof, since we do no longer have the Lipschitz

continuity (1.10) at our disposal).

The rest of the paper is organized as follows: In Section 2, we give a detailed

statement of the mathematical problem and of the main mathematical result, and

we collect some properties of hysteresis operators, especially of stop and Prandtl-

Ishlinskii operators, which are needed later. Section 3 brings the proof of the main

result and some additional remarks.

In what follows, the norms of the standard Lebesgue spaces Lp(
) , for 1 � p �

1 , will be denoted by k � kp . Finally, we shall use the usual denotations W
m;p(
)

and H
m(
) , m 2 IN ; 1 � p � 1 , for the standard Sobolev spaces. To simplify

the notation, we always assume without loss of generality that CV = � = 1 .
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2 Statement of the Problem

Suppose that 
 � IRN is a bounded, open domain with Lipschitz boundary @
 .

We consider the system (1.1), (1.2), to be satis�ed almost everywhere in 
T :=

� (0; T ) , for some T > 0 , together with the initial and boundary conditions

�(�; 0) = �
0
; w(�; 0) = w

0
; a. e. in 
 ;

@�

@n
= 0 a. e. on @
� (0; T ) ; (2.1)

where n denotes the outer unit normal to @
 .

We make the following hypotheses concerning the data of the system.

(H1) w
0
2 L

1(
) ; �0 2 H1(
) \ L1(
) , 9 Æ > 0 : �0(x) � Æ a. e. in 
 .

(2.2)

(H2) The function � : (0;1) ! (0;1) is Lipschitz continuous on compact

subsets of (0;1) , and

9�0 > 0 : �(�) � �0 min f�; 1g 8 � > 0 : (2.3)

(H3) The following conditions hold:

(i) The functions 'j 2 L
1([0;+1)) , j = 1; 2 , are non-negative on [0;+1) and

satisfy

max
j=1;2

Z 1

0
'j(r) (1 + r + r

2) dr =: �0 < +1 : (2.4)

(ii) We have Zj;r := r Zj;1 , for j = 1; 2 and r � 0 , with some bounded, closed

and convex sets Zj;1 � IRM satisfying 0 2 intZj;1 , for j = 1; 2 . Let K0 > 0
and � > 0 be such that

jzj � K0 8 z 2 Z1;1 [ Z2;1 ; (2.5)

K�(0) := fx 2 IRM ; jxj < �g � (Z1;1 \ Z2;1) : (2.6)

(H4) We assume that  : 
 � (0; T ) � IR ! IR is a measurable function such

that

9  0 2 L
1(
T ) : � � 0 )  (x; t; �) =  0(x; t) ; (2.7)

9	1 > 0 :

�����@ @�
����� � 	1 a. e. in 
� (0; T )� IR ; (2.8)

 0(x; t) � 0 a. e. in 
T : (2.9)

Remark 2.1 Condition (2.3) is satis�ed if �(�) = �0 �
� , �0 > 0 �xed, � 2 [0; 1] .

For � = 1 the system (1.1), (1.2) forms a hysteretic analogue of the Penrose-Fife
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model for phase transitions with zero interfacial energy (cf. [12]), while for � = 0
the hysteretic analogue of the Caginalp model with zero interfacial energy (see [2])

is obtained.

We now formulate the main result of this paper.

Theorem 2.2 Let the hypotheses H1 to H4 hold. Then there exists a unique

solution (w; �) , satisfying the equations (1.1), (1.2) and � > 0 almost everywhere

in 
T , such that

w 2 (W 1;1(0; T ;L1(
)))M ; � 2 H
1(0; T ;L2(
)) \ L2(0; T ;H2(
)) \ L1(
T ) :

(2.10)

In addition, with � := 	1 + 2�2
0K

2
0=�0 it holds

�(x; t) � Æ e
��t

for a: e: (x; t) 2 
T : (2.11)

The proof of Theorem 2.2 will be given in the next section. We now draw a

number of conclusions from hypothesis (H3) which, on the one hand, will show

that all the expressions occurring in (1.1), (1.2) are meaningful and, on the other

hand, will be needed in the course of the proof of Theorem 2.2. At �rst, let us recall

the notion of Hausdor� distance: If A ; B are nonempty, closed subsets of IRM

then their Hausdor� distance dH(A;B) is de�ned by

dH(A;B) := max f sup fdist(y; A) ; y 2 B g ; sup fdist(x;B) ; x 2 A g g :

We have the following result.

Lemma 2.3 Let Z1 ; Z2 � IRM
be nonempty, closed and convex sets such that

0 2 Z1 � Z2 , and let w1 ; w2 2 W
1;1(0; T ; IRM) . Then it holds for every t 2 [0; T ]

j sZ1
[w1](t)� sZ2

[w1](t) j �

�
2 dH(Z1 ; Z2)

Z t

0
jw1;t(�)j d�

�1=2
;

j sZ1
[w1](t)� sZ1

[w2](t) j �

Z t

0
jw1;t(�)� w2;t(�)j d� : (2.12)

Proof: Let yj := sZj [w1] , j = 1; 2 , and let Q be the orthogonal projec-

tion onto Z1 . Then, owing to (1.6), we have hy1;t � w1;t ; y1 �Qy2i � 0 and

hy2;t � w1;t ; y2 � y1i � 0 ; a. e. on (0; T ) , whence hy1;t � y2;t ; y1 � y2i �

hw1;t � y1;t ; y2 �Qy2i . The �rst inequality in (2.12) now follows from (1.9) and

from integration over time. The second inequality is a well-known property of the

stop operator.
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The following result, which is a special case of Theorem 3.7 in [5], shows in

particular that for 0 2 intZ the stop operator sZ is 1
2
- Hölder continuous on

compact subsets of C([0; T ]; IRM) .

Lemma 2.4 Let fZ"g0�"��" � IRM , �" > 0 , be a family of closed, convex and

bounded sets satisfying

KÆ(0) := fx 2 IRM ; jxj < Æg � Z0 for some Æ > 0 ; (2.13)

0 2
\

0�"��"

intZ" ; and dH(Z" ; Z0) �
�

2
for some 0 < � <

Æ

2
: (2.14)

Besides, let K be a compact subset of C([0; T ]; IRM) . Then there is a constant

M0 > 0 such that for every "1 ; "2 2 [0; �"] and every w1 ; w2 2 K it holdssZ"1 [w1] � sZ"2
[w2]


1
� 2 kw1 � w2k1 + M0 (� + kw1 � w2k1)

1=2
: (2.15)

Lemma 2.5 Suppose that (H3) holds. Then for j = 1; 2 the following assertions

hold true:

(i) For any w 2 C([0; T ]; IRM) and any r � 0 it holds

sZj;r [w]1 � rK0 : (2.14)

(ii) r1 � 0 ; r2 � 0 =) dH(Zj;r1 ; Zj;r2) � jr1 � r2jK0 : (2.16)

(iii) For every w 2 C([0; T ]; IRM) the mapping r 7! sZj;r [w] is continuous from

[0;+1) into C([0; T ]; IRM) .

(iv) To any w 2 C([0; T ]; IRM) put R̂(w) := kw(�)� w(0)k1 =� , with � from

hypothesis (H3). Then for every r > R̂(w) it holds

sZj;r [w](t) = w(t)� w(0) for every t 2 [0; T ] : (2.17)

Proof: Let j 2 f1; 2g . The assertions (i), (ii) follow directly from (2.5) and the

de�nition of the sets Zj;r . Then (iii) is a direct consequence of Lemma 2.4. To

prove (iv), it su�ces to assume that w 2 W
1;1(0; T ; IRM) is given. For t 2 [0; T ] put

�(t) := sZj;r [w](t), �(t) := w(t)� w(0)� �(t), '(t) := w(t)� w(0). For r > R̂(w)
we obtain from (2.6) that '(t) 2 Zj;r , and (1.6) with '(t) instead of ' yields that

(j�(t)j2)t � 0 a. e., hence �(t) � 0. Lemma 2.5 is proved.

We can now prove a number of important properties of the expressions de�ned in

(1.4) and (1.5).

Lemma 2.6 Suppose that (H3) holds. Then the following assertions hold true:
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(i) The operators f1 ; f2 ; F1 ; F2 given by (1.4) and (1.5), respectively, are well-

de�ned and continuous mappings from C([0; T ]; IRM) into itself. Besides, for

any w 2 C([0; T ]; IRM) it holds

jfj[w](t)j � �0K0 ; jFj[w](t)j �
1

2
�0K

2
0 ; j = 1; 2 ; 8 t 2 [0; T ] :

(2.18)

(ii) The operators F1 ; F2 map W
1;1(0; T ; IRM) continuously into itself, and for

any w 2 W
1;1(0; T ; IRM) it holds

jFj[w]t(t)j � �0K0 jwt(t)j ; j = 1; 2 ; for a .e. t 2 (0; T ) : (2.19)

(iii) There exists some 	2 > 0 such that for any w1; w2 2 W
1;1(0; T ; IRM) it holds

max
j=1;2

jFj[w1](t) � Fj[w2](t)j � 	2

Z t

0
jw1;t(�) � w2;t(�)j d� 8 t 2 [0; T ] :

(2.20)

An analogous estimate holds for the operators f1 ; f2 .

Proof: (i): Let j 2 f1; 2g be �xed, and let w 2 C([0; T ]; IRM) be given. Then,

by virtue of (H3),(i) and of Lemma 2.5,(iii), the mappings r 7! 'j(r) sZj;r [w](t)

and r 7! 'j(r)
���sZj;r [w]

���2 are measurable on [0;+1) for any t 2 [0; T ] . Thus we

can conclude from Lemma 2.5,(iv), that

fj[w](t) =
Z R̂(w)

0
'j(r) sZj;r [w](t) dr + (w(t)� w(0))

Z 1

R̂(w)
'j(r) dr : (2.21)

Note that both integrals are �nite since 'j 2 L
1([0;+1)) and since

���sZj;r [w](t)
��� �

R̂(w)K0 for (r; t) 2 [0; R̂(w)] � [0; T ] . Hence, fj[w](t) is well-de�ned. More-

over, the uniform continuity of the mapping (r; t) 7! sZj;r [w](t) on the compact

set [0; R̂(w)]� [0; T ] yields that fj[w] is continuous on [0; T ] . An analogous argu-

ment shows that Fj[w] is well-de�ned and belongs to C([0; T ]; IR
M) . The estimates

(2.18) follow directly from (2.4) and (2.5).

It remains to show the continuity of fj ; Fj on C([0; T ]; IRM) . We only argue for

fj ; the proof for Fj is similar. Now let fwng � C([0; T ]; IRM) be any sequence such
that limn!1 kwn � wk1 = 0 . Then, by the continuity of the operators sZj;r on

C([0; T ]; IRM) , it follows that 'j(r) k sZj;r[wn] � sZj;r [w] k1 ! 0 for almost every

r 2 [0;+1) . In view of (2.18), we may apply Lebesgue's theorem to conclude that

kfj[wn]�fj[w]k1 �

Z 1

0
'j(r) ksZj;r[wn]�sZj;r [w]k1 dr ! 0 as n!1 ; (2.22)

which shows the continuity.
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(ii): Let j 2 f1; 2g , and let w 2 W
1;1(0; T ; IRM) . By Theorem 3.12 in [5], sZj;r is

a continuous operator from W
1;1(0; T ; IRM) into itself. Therefore, using (1.9) and

(2.4), we obtain from Lebesgue's theorem that

Fj[w]t(t) =
Z 1

0
'j(r)

D
sZj;r [w](t) ; sZj;r [w]t(t)

E
dr for a. e. t 2 (0; T ) ; (2.23)

and that (2.19) holds. Now suppose that fwng � W
1;1(0; T ; IRM) is a sequence

such that limn!1 kwn � wkW 1;1(0;T ;IRM ) = 0 . We have to show that kFj[wn] �
Fj[w]kW 1;1(0;T ;IRM ) ! 0 . We have:

Z T

0
jFj[wn]t(t)� Fj[w]t(t)j dt

�

Z T

0

Z 1

0
'j(r)

���DsZj;r [wn](t)� sZj;r [w](t) ; sZj;r [wn]t(t)
E��� dr dt

+
Z T

0

Z 1

0
'j(r)

���DsZj;r [w](t) ; sZj;r [wn]t(t)� sZj;r [w]t(t)
E��� dr dt

� kwn;tkW 1;1(0;T ;IRM )

Z 1

0
'j(r)

sZj;r [wn]� sZj;r [w]

1
dr

+K0

Z 1

0
r 'j(r)

sZj;r [wn]� sZj;r [w]

W 1;1(0;T ;IRM )

dr : (2.24)

Now observe that both integrands converge to 0 as n!1 , for almost every r � 0 .
Hence, we may again invoke Lebesgue's theorem to conclude that the right-hand side

of (2.24) converges to 0 as n!1 .

(iii): Let j 2 f1; 2g be �xed, and let w1; w2 2 W
1;1(0; T ; IRM) be given. Then we

conclude from Lemma 2.3 that for all t 2 [0; T ] it holds

jFj[w1](t)� Fj[w2](t)j � K0

Z 1

0
r 'j(r)

���sZj;r [w1](t)� sZj;r [w2](t)
��� dr

� K0�0

Z t

0
jw1;t(�)� w2;t(�)j d� ; (2.25)

which proves (2.20). For f1 ; f2 we can argue similarly.

3 Proof of Theorem 2.2.

We divide the proof into a number of steps.

Step 1: Approximation.

Let fxnj gn2IN be a countable dense subset of Zj;1 such that x1j = 0 , j = 1; 2 . We

de�ne the nonempty, bounded, closed and convex polyhedrons

Z
n
j;1 := conv fx1j ; : : : ; x

n
j g ; Z

n
j;r := r Z

n
j;1 for r � 0 ; j = 1; 2 ; n 2 IN : (3.1)
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Then 0 2 Z
n
j;r � Z

n+1
j;r � Zj;r , j = 1; 2, for all r � 0 and n 2 IN . Since fx

n
j gn2IN

is dense in Zj;1 , it holds K�=2(0) � Z
n
1;1 \Z

n
2;1 for su�ciently large n 2 IN , say, for

n � N0 . In what follows, we always tacitly assume that n � N0 .

We also have that

Æn := dH(Z
n
1;1; Z1;1) + dH(Z

n
2;1; Z2;1)! 0 as n!1 : (3.2)

Note that Æm � Æn for m � n , and for j = 1; 2 we have

dH(Z
n
j;r; Zj;r) = r dH(Z

n
j;1; Zj;1) � r Æn for all n 2 IN and r � 0 : (3.3)

We now de�ne the hysteresis operators (for j = 1; 2 and n 2 IN )

f
n
j [w](t) :=

Z 1

0
'j(r) sZn

j;r
[w](t) dr ; (3.4)

F
n
j [w](t) :=

1

2

Z 1

0
'j(r)

���sZn
j;r
[w](t)

���2 dr ; t 2 [0; T ] ; (3.5)

and consider the initial-boundary value problem

�(�n)wn;t + f
n
1 [wn] + �n f

n
2 [wn] = 0 ; a. e. in 
T ; (3.6)

�n;t � ��n = �F
n
1 [wn]t +  (x; t; �n) ; a. e. in 
T ; (3.7)

�n(�; 0) = �
0
; wn(�; 0) = w

0
; a. e. in 
 ;

@�n

@n
= 0 a. e. on @
� (0; T ) :

(3.8)

Now observe that the inclusion Z
n
j;r � Zj;r implies that for any w 2 W

1;1(0; T ; IRM)
it holds ���sZn

j;r
[w](t)

��� � rK0 ; 8 t 2 [0; T ] ; 8 r � 0 ; 8n 2 IN : (3.9)

Therefore, the estimates (2.18), (2.19) remain valid if we replace the operators

fj ; Fj by f
n
j ; F

n
j , for all n 2 IN . But then for every n the system (3.6)�(3.8)

satis�es all the assumptions of Theorem 3.3 in [9]: indeed, the choice of the (poly-

hedral) sets Z
n
j;1 guarantees the global Lipschitz continuity of the approximating

operators fnj on the space C([0; T ]; IRM) , and the other conditions of Theorem 3.3

in [9] are met if there we put

K2 = K3 := �0K0 ; K4 := 	1 ; K5 := 1 ; g[w] := w ; �R := 	2 : (3.10)

Note that all these constants do not depend on n 2 IN .

It follows that system (3.6)�(3.8) admits for any n 2 IN a unique strong solution

(wn; �n) , satisfying the equations (1.1), (1.2) almost everywhere in 
T , such that

wn 2 (W 1;1(0; T ;L1(
)))M ; �n 2 H
1(0; T ;L2(
)) \ L2(0; T ;H2(
)) \ L1(
T ) ;

(3.11)

and there exist constants �n > 0 such that

�n(x; t) � Æ e
��nt for a. e. (x; t) 2 
T : (3.12)
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We aim to show that f(wn; �n)g converges to a solution of our original problem.

Step 2: Global estimates for fwng and f�ng .

We derive some a priori estimates. In what follows, we denote by Ci > 0 , i 2 IN ,

constants that only depend on the given data of the system, but not on n 2 IN .

To begin with, we note that a closer inspection of the proof of Theorem 3.3 in [9]

reveals that, in the notation used there, it holds

�n � K4 +
2K2

2 K5

�0
8n 2 IN ; (3.13)

with the global constants Ki speci�ed above and the constant �0 from (2.3), that

is, we have �n � � . Hence, also using (2.3), we �nd that for every n 2 IN it holds

�n(x; t) � Æ e
��t

; �(�n(x; t)) � �̂ := �0 min fÆ e��T ; 1g for a. e. (x; t) 2 
T :

(3.14)

Next, we show that f�ng is bounded in L
1(
T ) . To this end, we �rst note that

wn 2 (L2(
;C[0; T ]))M , and we can conclude from (2.18) that for a. e. x 2 
 it

holds

max
j=1;2

���fnj [wn](x; t)
��� � �0K0 8 t 2 [0; T ] ; (3.15)

so that

max
j=1;2

���fnj [wn]
��� � �0K0 a. e. in 
T : (3.16)

Hence, using (3.6) and (3.14),

jwn;tj �
�0K0

�̂
(1 + �n) a. e. in 
T : (3.17)

From Lemma 2.6, we can infer that

jF
n
1 [wn]tj � C1 (1 + �n) a. e. in 
T : (3.18)

Now, we multiply (3.7) by �
p
n for p � 1 and integrate over 
� [0; t] . We obtain

1

p + 1
k�n(t)k

p+1
p+1 + p

Z t

0

Z


�
p�1
n jr�nj

2
dx d�

�

1

p + 1
k�0k

p+1
p+1 +

Z t

0

Z



�
j (x; t; �n)j + jF

n
1 [wn]tj

�
�
p
n dx d�

=: A1 + A2 : (3.19)

From (H1), we have

A1 �
1

p+ 1
meas(
) k�0k

p+1
1 �

C2

p+ 1
C
p+1
3 : (3.20)
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Next, we invoke (H4) and (3.18) to see that

j (x; t; �n)j + jF
n
1 [wn]tj � C4 (1 + �n) a.e. in 
T : (3.21)

Hence, using Young's inequality �
p
n �

p

p+1
�
p+1
n + 1

p+1
, we can conclude that

A2 �
C5

p+ 1
+

C6 p

p+ 1

Z t

0
k�n(�)k

p+1
p+1 d� + C7

Z t

0
k�n(�)k

p+1
p+1 d� : (3.22)

We have thus shown that

k�n(t)k
p+1
p+1 � C2C

p+1
3 + C5 + ((C6 + C7) p + C7)

Z t

0
k�n(�)k

p+1
p+1 d� ; (3.23)

whence, by virtue of Gronwall's lemma,

k�n(t)k
p+1
p+1 � (C2C

p+1
3 + C5) exp(((C6 + C7) p + C7) t) ; 8 t 2 [0; T ] : (3.24)

Taking the (p+ 1) - th root on both sides of (3.24), we �nd that

max
0�t�T

k�n(t)kp+1 � C8 ; (3.25)

and, letting p!1 ,

max
0�t�T

k�n(t)k1 � C9 8n 2 IN : (3.26)

Now that an L
1(
T ) - bound for f�ng has been established, we may invoke (3.21)

and standard linear parabolic estimates to conclude that also

k�nkH1(0;T ;L2(
))\L2(0;T ;H2(
))\C([0;T ];H1(
)) � C10 8n 2 IN : (3.27)

By (3.17), we also have

kwnk(W 1;1(0;T ;L1(
)))M � C11 8n 2 IN : (3.28)

Step 3: Construction of a limit point.

From (3.26) to (3.28), we infer that there exist some pair (w; �) such that for a

subsequence (which is again indexed by n) we have the convergences

wn ! w weakly-star in (W 1;1(0; T ;L1(
)))M ; (3.29)

�n ! � weakly in H
1(0; T ;L2(
)) \ L2(0; T ;H2(
)) ;

and weakly-star in L
1(
T ) : (3.30)

The compactness of the imbedding H
1(0; T ;L2(
)) \ L

2(0; T ;H2(
)) ,!

C([0; T ];L2(
)) yields that �(�; 0) = �
0 a. e. in 
 , and the compactness of the

13



imbedding H1(0; T ;L2(
)) \L2(0; T ;H2(
)) ,! L
2(0; T ;H2�"(
)) for 0 < " � 1=2

shows that we may assume that

�n ! � strongly in L
2(0; T ;H3=2(
)) ; (3.31)

@�n

@n
!

@�

@n
strongly in L

2(0; T ;L2(@
)) ; (3.32)

�n ! � pointwise a. e. in 
T : (3.33)

Hence, we have @�

@n
= 0 a. e. on @
� (0; T ) , and, moreover, from (3.14) and (3.26),

C9 � �(x; t) � Æ e
��t

; �(�(x; t)) � �̂ ; for a. e. (x; t) 2 
T : (3.34)

Step 4: fwng is a Cauchy sequence in (H1(0; T ;L2(
)))M .

Suppose that m � n � N0 . We put v
n;m := wn � wm , and z

n;m := �n � �m .

Subtracting the equations (3.6), (3.7) for m from the corresponding ones for n , we

see that

v
n;m
t =

1

�(�n)

�
f
m
1 [wm] + �m f

m
2 [wm]� f

n
1 [wn]� �n f

n
2 [wn]

�

+

 
1

�(�m)
�

1

�(�n)

!�
f
m
1 [wm] + �m f

m
2 [wm]

�
; a.e. in 
T ; (3.35)

z
n;m
t ��zn;m = F

m
1 [wm]t � F

n
1 [wn]t +  (x; t; �n)�  (x; t; �m); a.e. in 
T ; (3.36)

v
n;m(�; 0) = z

n;m(�; 0) = 0 a.e. in 
;
@z

n;m

@n
= 0 a.e. on @
� (0; T ): (3.37)

Invoking (H2), (3.14), (3.16), and (3.26), we obtain that

jv
n;m
t j � C12

�
jf

n
1 [wn]� f

m
1 [wm]j + jf

n
2 [wn]� f

m
2 [wm]j + jz

n;m
j

�
; a. e. in 
T :

(3.38)

Now let j 2 f1; 2g be �xed. As m � n , we have Z
n
j;r � Z

m
j;r for all r � 0 .

Therefore, using Lemma 2.3, (2.4), (3.3), and (3.28), we �nd that a. e. in 
T it

holds ���fnj [wn]� f
m
j [wn]

��� � Z 1

0
'j(r)

���sZn
j;r
[wn]� sZm

j;r
[wn]

��� dr
� C13

Z 1

0
'j(r)

�
dH(Z

n
j;r ; Z

m
j;r)
�1=2

dr � 2C13�0

�q
Æn +

q
Æm

�
� C14

q
Æn :

(3.39)

Moreover, arguing as in the derivation of (2.20) in Lemma 2.6,(iii), we �nd that for

a. e. (x; t) 2 
T

jf
m
j [wn](x; t)� f

m
j [wm](x; t)j � C15

Z t

0
jwn;t � wm;tj (x; �) d� : (3.40)
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Thus, combining (3.38) to (3.40), we arrive at the estimate

Z t

0

Z


jv
n;m
t j

2
dx d� � C16

�
Æn +

Z t

0

Z


jz
n;m
j
2
dx d� +

Z t

0

Z �

0

Z


jv
n;m
t j

2
dx ds d�

�
:

(3.41)

Next, we integrate (3.36) over [0; � ] , multiply by z
n;m , and integrate the resulting

identity over 
� [0; t] and by parts to arrive at the inequality

Z t

0

Z


jz
n;m
j
2
dx d� +

1

2

Z



����
Z t

0
rz

n;m
d�

����
2

dx

�

Z t

0

Z


jF

m
1 [wm]� F

n
1 [wn]j jz

n;m
j dx d�

+
Z t

0

Z


jz
n;m(x; �)j

Z �

0
j (x; s; �n(x; s))�  (x; s; �m(x; s))j ds dx d� :

(3.42)

Arguing as above, we see that for a. e. (x; t) 2 
T it holds

jF
m
1 [wm](x; t)� F

n
1 [wn](x; t)j � C17

�q
Æn +

Z t

0
jv
n;m
t (x; �)j d�

�
: (3.43)

Now (H4) yields that

j (x; t; �n(x; t))�  (x; t; �m(x; t))j � 	1 jz
n;m(x; t)j ; for a. e. (x; t) 2 
T ;

(3.44)

and it follows from Young's inequality that

jz
n;m(x; �)j

Z �

0
j (x; s; �n(x; s))�  (x; s; �m(x; s))j ds

�

1

2
jz
n;m(x; �)j2 + C18

Z �

0
jz
n;m(x; s)j2 ds ; a. e. in 
T : (3.45)

Combining (3.41) to (3.45), and applying Young's inequality, we have �nally shown

that for every t 2 [0; T ] it holds

Z t

0

Z



�
jv
n;m
t j

2 + jz
n;m
j
2
�
dx d� � C19

�
Æn +

Z t

0

Z �

0

Z



�
jv
n;m
t j

2 + jz
n;m
j
2
�
dx ds d�

�
;

(3.46)

whence, using Gronwall's lemma,

Z t

0

Z



�
jv
n;m
t j

2 + jz
n;m
j
2
�
(x; �) dx d� � C19 Æn e

C19 t
! 0 as m;n!1 : (3.47)

From this it follows that fwng is a Cauchy sequence in (H1(0; T ;L2(
)))M .

Step 5: (w; �) is a solution to the original problem.

From Step 4 it follows that wn ! w strongly in (H1(0; T ;L2(
)))M , and, in par-

ticular, strongly in (C([0; T ];L2(
)))M , and strongly in (L2(
;C[0; T ]))M . Hence,
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w(�; 0) = w0 a. e. in 
 , and from Lemma 2.6,(i) we infer that

fj[wn] ! fj[w] ; strongly in (L2(
;C[0; T ]))M ;

Fj[wn] ! Fj[w] ; strongly in L
2(
;C[0; T ]) ; j = 1; 2 : (3.48)

Moreover, since Zn
j;r � Zj;r for all r � 0 , j = 1; 2 , we conclude as in the derivation

of (3.39) that a. e. in 
T it holds

max
j=1;2

����fnj [wn]� fj[wn]
��� + ���F n

j [wn]� Fj[wn]
���� � C20

q
Æn : (3.49)

Consequently, we have

f
n
j [wn] ! fj[w] ; strongly in (L2(
;C[0; T ]))M ;

F
n
j [wn] ! Fj[w] ; strongly in L

2(
;C[0; T ]) ; j = 1; 2 : (3.50)

Hence, combining the already shown convergences, and letting n ! 1 in (3.6),

we have proved that (w; �) satis�es (1.1) a. e. in 
T . To verify that also (1.2)

is satis�ed, we still have to show that F
n
1 [wn]t converges in a suitable sense to

F1[w]t . Owing to (3.18) and (3.26), we may assume that F n
1 [wn]t ! y weakly-star

in L
1(
T ) for a suitable y 2 L

1(
T ) . But then (3.50) implies that y = F1[w]t ,
which concludes the proof of existence.

Step 6: Proof of uniqueness.

Suppose (wj; �j) , j = 1; 2 , are two pairs ful�lling (1.1), (1.2), (2.1) in the sense of

the theorem, as well as (2.11). We put v := w1 � w2 and z := �1 � �2 . We then

have (compare (3.6) to (3.8)):

vt =
1

�(�1)

�
f1[w2] + �2 f2[w2] � f1[w1] � �1 f2[w1]

�

+

 
1

�(�2)
�

1

�(�1)

! �
f1[w2] + �2 f2[w2]

�
; a. e. in 
T ; (3.51)

zt � �z = F1[w2]t � F1[w1]t +  (x; t; �1) �  (x; t; �2) ; a. e. in 
T ; (3.52)

v(�; 0) = z(�; 0) = 0 a. e. in 
 ;
@z

@n
= 0 a. e. on @
 � (0; T ) : (3.53)

Performing essentially the same estimates as in the derivation of (3.46) (where here

the convex sets Zj;r do not vary so that estimates like (3.39) in terms of Æn do not

occur), we obtain that

Z t

0

Z



�
jvtj

2 + jzj
2
�
dx d� � C21

Z t

0

Z �

0

Z



�
jvtj

2 + jzj
2
�
dx ds d� ; (3.54)

and Gronwall's lemma yields v = z = 0 a. e. in 
T , which proves the uniqueness of

the limit. We remark that this entails that all the previously shown convergences in

fact hold for the entire sequence f(wn; �n)g , and not only for suitable subsequences.
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Step 7: Conclusion of the proof.

So far we have shown the existence of a unique solution (w; �) satisfying (2.11). It

remains to show that any solution such that � > 0 a. e. in 
T ful�lls (2.11). So

let us assume that (w; �) is a solution satisfying (2.10) and � > 0 a. e. in 
T . We

have to show the validity of (2.11). To this end, we follow the lines of the proof of

Theorem 3.3 in [9] and test (1.2) with an arbitrary function p 2 H
1(
T ) satisfying

p � 0 a. e. in 
T . Owing to the general assumptions, and due to (1.8), we can

infer that for almost every t 2 (0; T ) it holds

Z



�
p �t + hrp ; r�i

�
(x; t) dx

=
Z


p

�
 0(x; t) +  (x; t; �) �  (x; t; 0)

�
dx +

Z



�
jpjF1[w]t

�
(x; t) dx

� 	1

Z



�
jpj �

�
(x; t) dx +

Z


jpj hwt ; f1[w]i (x; t) dx : (3.55)

We now estimate the term hwt ; f1[w]i . To this end, we consider two di�erent

cases.

Case 1: � � 1 .

Then, by (2.3), �(�) � �0 > 0 . It thus follows from (2.18) that

hwt ; f1[w]i � �0K0 jwtj �
�0K0

�(�)
j � f1[w] � f2[w] � j

�

�2
0K

2
0

�0
(1 + �) �

2�2
0K

2
0

�0
� : (3.56)

Case 2: 0 < � < 1 .

Then (2.3) implies that �(�) � �0 � . Hence, using (2.18), and Young's inequality,

we �nd that

hwt ; f1[w]i = hwt ; ��(�)wt � f2[w] �i

�

�
2

4�(�)
jf2[w]j

2
�

�2
0K

2
0

4�0
� : (3.57)

Combining (3.56) and (3.57), we see that in any case

hwt ; f1[w]i �
2�2

0K
2
0

�0
� : (3.58)

Combining (3.55) and (3.58), we �nd that

Z



�
p �t + hrp ; r�i

�
(x; t) dx � �

Z



�
jpj �

�
(x; t) dx : (3.59)
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Now, put

p(x; t) := �

�
Æe
��t

� �(x; t)
�+

for (x; t) 2 
T : (3.60)

Then it follows from inequality (3.59) thatZ



�
p

�
p + Æe

��t
�
t
+ jrpj

2
�
(x; t) dx � �

Z


jpj

�
jpj + Æe

��t
�
(x; t) dx : (3.61)

This yields, in particular,

1

2

d

dt

Z


p
2(x; t) dx +

Z


jrpj

2(x; t) dx � �

Z


p
2(x; t) dx : (3.62)

Therefore, by Gronwall's lemma, p = 0 , and thus, �(x; t) � Æe
��t for a. e. (x; t) 2


T . With this, the assertion of Theorem 2.2 is completely proved.

Remark 3.1 In Step 7 of the above proof we have used the energy dissipation

property Fj[w]t � hwt ; fj[w]i of the Prandtl-Ishlinskii operator in order to show

(2.11). We note that this property also implies the thermodynamic consistency of

the system (1.1), (1.2). For details, we refer the reader to [9].

Remark 3.2 From the above proof, especially from the estimations performed

in Step 4, it should be apparent that the (unique) solution (w; �) depends in a

Lipschitz continuous way on the data of the system. Indeed, L2(
) - variations of
the initial values w0 ; �0 , and variations of the convex sets Zj;1 with respect to the

Hausdor� distance, lead to a corresponding Lipschitz variation of (w; �) in the norm
of (H1(0; T ;L2(
)))M � L

2(
T ) . A similar result holds for variations of  . As the

line of argumentation ought to be clear from the above considerations, we leave the

explicit formulation and the proof of the corresponding result to the reader.
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