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Abstract. Multiphase �ow is of high interest for the investigation of the behavior of

waste in groundwater. The high nonlinearity of the model equations pose special prob-

lems. Here, a new parameter identi�cation technique in this context is proposed which

takes advantage of recently developed highly e�cient numerical simulation techniques. It

is based on a reduced Gauss-Newton technique in combination with an e�cient gradient

computation. Numerical experiments are performed for the McWhorter model problem.

1 Introduction

The study of subsurface �ow and chemical transport is an important factor in view of

management practice and contaminant remediation of ground water resources. Such

�ow and transport processes are modeled by a set of partial di�erential equations which

involve some parameters. These parameters are used to model constitutive relationships

of physical properties of the �uid, the media and their interaction.

In practical situations these parameters cannot be measured directly. Rather, they are

to be determined from a set of observation data. Two types of methods have been re-

ported, namely direct and indirect (cf., e.g., [9]). In direct methods, the parameters are

determined by inverting the governing equations with simpli�ed initial and boundary

conditions using analytical or semi-analytical methods. This method has various limita-

tions and cannot be applied to �eld-scale models. Indirect methods, on the other hand,

are quite �exible and can be applied to practical problems. Our parameter identi�cation

technique is one of the indirect methods. In this technique, the direct problem is posed

for prescribed but arbitrary initial and boundary conditions which can be solved by any

appropriate analytical or numerical technique. The constitutive relationships thought to

be applied are parametrized based on a-priori knowledge, and coe�cients are determined

by means of an optimization algorithm that extremizes some objective function. The

drawback of this method is that it cannot determine the speci�c form of the constitutive

relationships and one has to presume some formulation of these relationships which holds

to a su�cient degree of approximation. Many inverse problems are ill-posed which is

characterized by non-uniqueness and instability [13], and this causes uncertainty of the

determined parameters. This method has also the advantage that it is possible to obtain

information concerning the parameter uncertainty from the estimation analysis.

The speci�c problem under investigation in this paper is the determination of the pa-

rameters in the Brooks-Corey[4] capillary pressure saturation relationship and of the

permeability of the soil. However, the basic methodology can be applied to more general

parameter identi�cations in instationary multiphase models. The current inverse mod-

eling methodology is dominated by approaches, which can be characterized by treating

the multiphase simulation solver routine in the form of a black box, which just matches

the unknown parameters (to be estimated) via a nonlinear process to an output least

squares functional. This is the case, e.g., for ITOUGH/ITOUGH2 [6] and also in [5].

From the point of view of boundary value problems for instationary processes, this can

be seen as a single shooting approach to the parameter identi�cation problem, which, on

the other hand, shares more properties with boundary value problems than pure initial

value problems. As it is known that single shooting reveals instabilities for boundary

value problems in ODE, a similar behaviour has been observed with these black box
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approaches. Here we use a multiple shooting approach similar to [11], but generalize

this approach in so far as we allow also for local adaptivity in space. That leads to a

di�erent formulation of continuity conditions. The multiple shooting by itself leads to a

more robust solution behaviour than a single shooting approach. The overall multiphase

system solution technology is taken from the code MUFTE-UG[7], which is enhanced by

a multiple-shooting framework and computation of necessary derivatives.

The paper is organized in the following way. First we recall the governing equations

considered, discretized in time and space. Afterwards we formulate the parameter iden-

ti�cation problem in section 3 together with a numerical solution approach. Finally,

section 4 presents a numerical experiment for the McWorter problem.

2 The Forward Simulation Problem

2.1 Governing Equations:

The equations for the �ow of two immiscible �uid phases w (wetting) and n (non wetting)
in a porous medium are given by the conservation of mass (� = w; n)

@ (���S�)

@t
+r: (��v�) = ��q� (1)

and the generalized Darcy Law

v� = �
Kr�(x; S�)

��
k (rp� � ��~g) ; (2)

with initial and boundary conditions

S�(x; 0) = S�0(x); p�(x; 0) = p�0(x) x 2 
 (3)

S�(x; t) = S�d(x; t) on �s
�d
; p�(x; t) = p�d(x; t) on �

p

�d
(4)

��v� � n = F�(x; t) on ��n (5)

where � is the porosity of the porous medium, � is the density of phase �, S� the

unknown saturation of phase �, v� the volumetric �ux vector, q� the source/sink term,

k the isotropic absolute permeability tensor, �� the dynamic viscosity of the �uid �, p�
the unknown pressure of phase � and ~g the vector of gravitational forces, Kr�(x; S�) the
relative permeabilities and S�d; p�d; F� appropriate boundary data.

In addition to these di�erential equations, we have the algebraic relations

Sw(x; t) + Sn(x; t) = 1; (6)

pn(x; t)� pw(x; t) = pc(x; Sw(x; t)): (7)

The Brooks-Corey relationships of relative permeabilities and capillary pressure to satu-

ration of the wetting phase are given by

Krw = S
2+3�
�

e

Krn = (1� Se)
2

�
1� S

2+�
�

e

�

pc(Sw) = pdS
�1=�
e

:
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Figure 1: Control Volume

where Se =
Sw�Swr

1�Swr
is the e�ective saturation, Swr is the residual water saturation and pd

the entry pressure. The parameters to be estimated in the speci�c problem of this paper

are � and the absolute permeability parameter k.

Using the algebraic relations in equations (1) and (2), the simpli�ed equations for Sn
(di�erential variable) and pw (algebraic variable) are given by (phase pressure-saturation

formulation)

@ (��w(1� Sn))

@t
+r �

(
�
Krw(1� Sn)

�w
�wk (rpw � �w~g)

)
� �wqw = 0 (8)

@ (��nSn)

@t
+r �

(
�
Krn(Sn)

�n
�nk (r(pw + pc)� �n~g)

)
� �nqn = 0 (9)

with initial and boundary conditions

Sn(x; 0) = Sn0(x) x 2 
 (10)

pw(x; t) = pwd(x; t) on �
p

wd
; �wvw � n = Fw(x; t) on �wn (11)

Sn(x; t) = Snd(x; t) on �s
nd
; �nvn � n = Fn(x; t) on �nn (12)

Semidiscretization of system (8,9) results in an implicit system of di�erential-algebraic

equations (DAE) of index 1. This DAE is not fully implicit in so far as we can clearly

see that Sn is the di�erential variable and pw the algebraic. This helps in formulating

consistent initial values (for Sn only) and in formulating consistent continuity conditions

in the multiple shooting approach below.

2.2 Discretization

The set of equations (8,9) together with the initial and boundary conditions (10-12) is

solved using a cell centered �nite volume method with fully implicit time discretiza-

tion on unstructured meshes [2]. The polyhedral domain 
 is divided in meshes

Eh = fe1; e2; � � � ; ekg consisting of elements ei with mesh width h. The set of vertices
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are denoted by V = f�1; �2; � � � ; �ng, the location of vertex �i is Xi and the barycenter of

element ek is X
k. Furthermore, V (k) denotes the set of all indices i where �i is a corner

of the element ek and conversely E(i) is the set of all indices k such that i 2 V (k). The

secondary or dual mesh is constructed from Eh by connecting the element barycenters

to the edge midpoints (Fig.1). The secondary mesh Bh = fb1; b2; � � � ; bng consists of

polyhedral regions bi called boxes or control volumes. Each control volume is naturally

associated with vertex �i in the primary mesh. Interior vertices are approximately in the

center of their associated control volume while boundary vertices are at the boundary of

their control volume.

The semi-discretization of equations (8) and (9) implies that the corresponding weak

form of the equations are valid in each of the control volumes which are given by

d

dt

Z
bi

�h�wh(1� Snh)dV +

Z
@bi\


�whvw � nds+
Z
@bi\�wn

Fwds�
Z
bi

�whqwdV = 0 (13)

d

dt

Z
bi

�h�nhSnhdV +

Z
@bi\


�nhvn � nds+
Z
@bi\�nn

Fnds�
Z
bi

�nhqndV = 0: (14)

Using the basis function representation, this semidiscrete formulation leads to a system

of DAE in the incompressible case. That is, for 0<t<T �nd pw(t);Sn(t), such that for

� = w; n:

d

dt
M�(pw(t);Sn(t)) +A�(pw(t);Sn(t)) +Q�(t;pw(t);Sn(t)) = 0: (15)

The vector M� represents the accumulation term, A� the �ux term and Q� the

source/sink and boundary �ux terms. This system can be formally rewritten as

 
Mww Mwn

Mnw Mnn

! 
@pw(t)

@t
@Sn(t)

@t

!
+

 
Aw(pw;Sn) +Qw(t;pw;Sn)
An(pw;Sn) +Qn(t;pw;Sn)

!
= 0; (16)

with the (solution-dependent) submatrices given by

(M�w)ij =
@M�w;i

@pw;j
; (M�n)ij =

@M�n;i

@Sn;j
:

In the incompressible case this results into a system of DAE which is characterized by

the matrix in the left hand side being singular.

2.3 Implicit Time Discretization

For the time discretization, we use an implicit scheme. For notational ease, the evaluation

of any quantity at time level tn is denoted by a superscript n e.g., pwh(t
n) = pn

wh
, Sn(t

n) =

Sn
n
etc. The notation for a time step is

�tn = tn+1 � tn:

The one step �-scheme [8] applied to the semi-discrete system (16) yields pn
w
, Sn

n
such

that for � = w; n

M
n+1
�

�Mn

�
+�tn�

�
A

n+1
�

+Qn+1
�

�
+�tn(1� �)(An

�
+Qn

�
) = 0 (17)
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with Mn

�
= M� (p

n

w
;Sn

n
), etc. For � = 1, we obtain the �rst order accurate backward

Euler scheme and for � = 1=2 the Crank-Nicolson scheme which is second order accurate

in time. Here, we use the backward Euler scheme since Crank-Nicolson has only weak

damping properties which may cause stability problems as the equations are of mixed

parabolic and hyperbolic types. For details of the step selection process, see [2].

3 The Parameter Estimation Problem

3.1 Least-Squares Formulation

In order to perform a maximum likelihood estimation with respect to the output errors

in measured data Zij of functions �ij of the variables Snandpw we formulate a pointwise

weighted least squares function to be minimized,

min
1

2

X
i;j

(�ij(Sn; �)� Zij)
2
=�2

ij
: (18)

Here, Zij are measurements of the capillary pressure taken at the j-th measurement time

(t̂j) and the i-th measurement position in space (x̂i) and

�ij(Sn; �) = pd

 
1� Sn(x̂i; t̂j)� Swr

1� Swr

!1=�
;

where we remind that � is one of the parameters to be estimated and pd and Swr are
constants given a priori. The measurement errors are assumed to be independently

normally distributed with expectation 0 and standard deviation �i;j. This objective

functional is subjected to the conditions that the DAE (8,9) together with initial and

boundary conditions (10-12) are solved over the time horizon [0; T ] 3 ft̂jgj.

The vector � collects the unknown parameters to be estimated. Of course, the set of

unknown parameters considered in this paper can be enlarged by, e.g., porosity, perme-

ability.

3.2 The multiple shooting parameter estimation approach

We subdivide the time interval under consideration, (0; T ) into subintervals with the grid

points 0 = �0 < �1 < �2 < � � � < �m = T , where in general the nodes �j are independent
from the measurement points in time. For ease of presentation, however, we let the

measurement time-grid coincide with the multiple shooting time-grid, since the necessary

generalizations are obvious. At these nodes the initial values of the di�erential variables

Sj, are introduced as unknowns in addition to the parameter vector �. In a standard

multiple shooting formulation, these additional degrees of freedom are constrained by

explicitly formulating continuity equations. Thus we arrive at the (time-)discretized

least-squares problem

min
fSjgj ;�

1

2

X
i;j

(�ij(Sj; �)� Zij)
2
=�2

ij
(19)
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subject to the continuity conditions

Sj+1 � Sn(�j+1;Sj; �) = 0; j = 0; 1; � � � ; m� 1; (20)

where Sn(�j+1;Sj; �) denotes the solution at time �j+1 of the multiphase DAE (8, 9)

with its boundary conditions (11,12) together with the initial condition Sn(�j) = Sj.

Additionally, the initial condition

Sn(0) = S0 (21)

has to hold.

The standard formulation of the continuity equations (20) is typically used in the con-

text of DAE for ordinary di�erential equations. If the instationary state equation is

constructed from a partial di�erential equation, this formulation may be no longer ap-

propriate, at least if adaptivity in space is necessary, which means, that, as long as the

solution is not yet reached, the space grid on the �right hand side� of the continuity

conditions need not coincide with the grid on the �left hand side�. Therefore, we apply

a strategy similar to mortar element discretizations and formulate instead of that weak

continuity conditions in the computational domain 
 at the multiple shooting node �j+1:Z


(Sj+1 � Sn(�j+1;Sj; �)) = 0; 8 2 Vj+1 (22)

where Vj+1 is the space of spatial ansatz functions at node �j+1. The local shooting

solution Sn(�j+1;Sj; �) coming from �left� may, of course, use a di�erent ansatz space
�Vj+1. In the sequel, we use a basis representation of the form

Sj+1 =
X

 2Vj+1

S j+1 ;

Sn(�j+1;Sj; �) =
X

� 2 �Vj+1

S
� 
n
(�j+1;Sj; �) � ;

and the mass matrices

(Mj+1)k;l :=

Z


 k l;  k;  l 2 Vj+1;

( �Mj+1)k;l :=

Z


 k � l;  k 2 Vj+1; � l 2 �Vj+1:

Note that in general Mj+1 is quadratic and �Mj+1 only rectangular. With these de�ni-

tions and using the same symbol Sj+1 again, now denoting the vector consisting of the

scalars fS j+1g (Sn analogously), we can rewrite the weak continuity conditions (22) in

discretized form as

Mj+1Sj+1 � �Mj+1Sn(�j+1;Sj; �) = 0:

3.3 A reduced generalized Gauss-Newton approach

An e�cient numerical solution technique for the discretized parameter identi�cation prob-

lem described in the previous section is the application of generalized Gauss-Newton
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methods as introduced in [3]. Increments to be added in each iteration are computed by

solving the linearized constrained least squares problem

min
f�Sjgj ;��

1

2

NX
i=1

mX
j=0

f�ij(Sn(Sj; �))� Zij +

 
@�ij

@Sj

@�ij

@�

! 
�Sj
��

!)2
=�2

ij
(23)

subject to

�Mj+1Gj�Sj �Mj+1�Sj+1 + �Mj+1G
�

j
�� = dj; (24)

for (j = 0; 1; 2; : : : ; m), where

Gj =
@Sn (�j+1;Sj; �)

@Sj
and G�

j
=
@Sn (�j+1;Sj; �)

@�
:

and

dj =Mj+1Sj+1 � �Mj+1Sn(�j+1;Sj; �):

The Wronskians Gj and G
�

j cannot be computed practically or even stored in the case of

PDE. In order to avoid that, we apply a reduction technique, �rst proposed in [10]. For

the application to our case, we �rst have to de�ne

�Gj :=M�1
j+1

�Mj+1Gj; �G�

j :=M�1
j+1

�Mj+1G
�

j ;
�dj :=M�1

j+1dj:

Then we can solve the recursion (24) for �Sj+1 as

�Sj+1 = �
jX
l=1

0
@ jY
i=l+1

�Gi

1
A dl +

8<
:

jX
l=1

0
@ jY
i=l+1

�Gi

1
A �G�

l

9=
;�� +

jY
i=0

�Gi�S0 (25)

Since we assume to have full information on the initial data Sn(0), we know �S0 = 0 and

it can be neglected in what follows. Now the linear quadratic problem can be reformulated

as an unconstrained quadratic problem,

min
��

2
4 NX
i=1

mX
j=0

(
�ij(Sn (Sj; �))� Zij �

@�ij

@Sj
gs
j

+

 
@�ij

@Sj
g�j +

@�ij

@�

!
��

)235 ; (26)

where

gs
j

=
jX
l=1

0
@ jY
k=l+1

�Gk

1
A �dl (27)

g�j =
jX
l=1

0
@ jY
k=l+1

�Gk

1
A �Gl

�
(28)

The vectors gs
j
; g�j can be computed in parallel to the solution of the forward multiple

shooting sweep in each nonlinear iteration. This QP is solved for the parameter vector

increment ��. Afterwards, the increments in Sn can be obtained from the recursion

�Sj+1 = �Gj�Sj + �G�

j�� �
�dj;

These increments are then scaled by a line-search parameter and added to the current

iterate.
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3.4 Computation of Derivatives

For the solution of the linear quadratic subproblems of the previous section, we need the

matrix-vector products with the Wronskians Gj; G
�

j . These can be carried out �on the �y�

(Internal Numerical Di�erentiation [3, 11]) by solving linear systems of equations with

the same linear solver, which is used for the integration of the DAE. The di�erentiation

of the DAE (8,9) with respect to Sn leads to the same matrix, which is used in the

formulation of linear systems resulting from the application of a Newton method to the

implicit equation de�ned by, e.g., an implicit Euler method. Therefore, the necessary

computations to be done in each integration step for the computation of Gj; G
�

j are

dim(�) additional solutions of linear systems after each completed nonlinear Newton

solve with the same matrix as used in the last Newton step and with the same linear

solver (here a multigrid solver).

In order to clarify this, we consider equation (16) for the incompressible case, which we

write in a more abstract and therefore a more simple form

Mwn

dSn

dt
= f(Sn;pw; �)

Mnn

dSn

dt
= g(Sn;pw; �);

within the shooting interval [�j; �j+1], where we have the initial condition Sn(�j) = Sj.

An implicit Euler step computing Si+1j as an approximation of Sn(ti+1) from Si
j
= Sn(ti)

with ti; ti+1 2 (�j; �j+1) is of the form

Mwn

Si+1j � Si
j

h
= f(Si+1

j
; pi+1

j
; �) (29)

Mnn

Si+1j � Si
j

h
= g(Si+1

j
; pi+1

j
; �); (30)

with appropriate time-stepsize h. The principle of internal numerical di�erentiation is

based on a computation of the exact derivative of the approximating discretization scheme

(in contrast to computing an approximation of an exact derivative of the nondiscretized

solution). Therefore we obtain by di�erentiating (29, 30) w.r.t. Sj the recursion

[Mwn � hfSn ]
@Si+1j

@Sj
� hfSn

@pi+1j

@Sj
=Mwn

@Si
j

@Sj

[Mnn � hgSn ]
@Si+1j

@Sj
� hgSn

@pi+1j

@Sj
=Mnn

@Si
j

@Sj

for

Gi

j
:=

@Sn(ti;Sj; �)

@Sj
and �i

j
:=

@pw(ti;Sj; �)

@Sj

where

Gj = Gn

j
and

"
G0
j

�0
j

#
=

"
I

0

#
;

if n implicit Euler steps are performed in interval [�j; �j+1]. Thus we obtain the following

lemma.
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Lemma 3.1 The matrix-vector product Gjd is the result of n recursion steps for 
i :=

Gi

j
d and �i := �i

j
d.

"
(Mwn � hfSn) �hfSn
(Mnn � hgSn) �hgSn

# 

i+1

�i+1

!
=

"
Mwn 0

Mnn 0

# 

i

�i

!
; 
0 := d:

Hence, Gjd = 
n.

All matrices mentioned are already assembled in the last Newton step of each implicit

Euler step for the nominal trajectory Sn; pw; and also the same linear solver as they

can be used for the matrix on the left hand side. In fact, the whole recursion can be

considered an implicit Euler discretization of the corresponding variational DAE.

Similarly we obtain by di�erentiating (29, 30) w.r.t. � the recursion

[Mwn � hfSn ]
@Si+1

j

@�
� hfSn

@pi+1
j

@�
=Mwn

@Si
j

@�
+ hf�

[Mnn � hgSn]
@Si+1j

@�
� hgSn

@pi+1j

@�
=Mnn

@Si
j

@�
+ hg�

for

G�;i

j :=
@Sn(ti;Sj; �)

@�
and �

�;i

j :=
@pw(ti;Sj; �)

@�

where

G�

j = G�;n

j and

"
G�;0
j

�
�;0
j

#
=

"
0

0

#
:

Analogously, the following lemma holds.

Lemma 3.2 G�

j�� is the result of the recursion for 
i
�
:= G�;i

j �� and �i
�
:= �

�;i

j d,

"
(Mwn � hfSn) �hfSn
(Mnn � hgSn) �hgSn

# 

i+1
�

�i+1
�

!
=

"
Mwn 0

Mnn 0

# 

i
�

�i
�

!
+

 
hf���

hg���

!
; 
0

�
:= 0:

Hence G�

j�� = 
n
�
.

One should note that the system matrices in this recursion are identical to the ones above

- with obvious consequences for the computer implementation. In complete analogy, more

complicated products, as in (27,28), are carried out with identical recursions but di�erent

starting data 
0 and 
0
�
for di�erent multiple shooting intervals.

4 Numerical results and discussion

We consider the McWhorter Problem in the domain 
 = [0; 2:6]X[0; 1:0] and time in-

terval (0; 1000[s]). as a test case to verify our algorithm. In this problem, the instationary

displacement process of oil by water is computed, taking into account the capillary e�ects

in a two-dimensional horizontal system (Fig.2). The �uid and solid matrix properties,

constitutive relationships and simulation parameters are given as follows.
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n

X0
2.6 m

WaterOil

qw= -q

Figure 2: McWhorter Problem

Boundary conditions:

water saturation Sw = 1.0 [-], oil pressure pn = 2:105 [Pa] at x=0

F�(x; t) = 0 at y = 0 and y = 1:0[m]

F�(x; t) = 0 at x = 2:6[m]

Initial Condition:

water saturation Sw(x; 0) = 0.01 [-] for x 2 


Water Oil

(1) Fluid properties

density 1000 [kg/m3] 1000 [kg/m3]

dyn. viscosity 0.001 [kg/(ms)] 0.001 [kg/(ms)]

(2) Solid matrix properties

and constitutive relationships

abs. permeability k [m2] a � 10�10

a: to be estimated

porosity � [-] 0.30

pore size distr. index � [-] to be estimated

entry pressure pd [Pa] 5000

residual saturation s�r 0.00 0.00

rel. permeability kr(Sw) [-] Brooks-Corey model

capillary pressure pc(Sw) [Pa] Brooks-Corey model

Table 1: Fluid and Solid matrix properties and constitutive relationships

We identify the parameter �, in the Brooks-Corey relationship for capillary pressure

and relative permeabilities, and a, the scaling factor in the absolute permeability. The

capillary pressure values obtained by the numerical computation using � = 2 and a = 1

have been used as measurement values for this case. Five such measurement points

(marked in black in Fig.2) and two shooting intervals are used for the computation

at times 3:75[s] and 31:15[s]. All the measurement points are taken within the region

between the boundary at x = 0 and the 'free boundary' (which moves with time) at time

31.15[s]. We use the MUFTE-UG [7] software tool for solving the above mentioned set of

partial di�erential equations on a grid with 1305 grid points. The least-squares problem

is solved using reduced Gauss-Newton technique and this is incorporated in MUFTE-UG.
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Each iteration of the multiple-shooting takes about 2 seconds of CPU time for the above

grid size on an SGI machine. The iterations are stopped as soon as k(��;�a)k2 < 10�3.

The solution is independent of the initial guess of the saturation. Table 2 presents

the results of the computation using the actual measurements and with measurements

having random error of 5% and 10% with starting values of � = 1:6 and a = 0:5. As

we see the change in the �nal value of the parameter is also approximately 5% and 10%

respectively. Figure 3 presents the results of the saturations of two shooting intervals in

di�erent iterations. The defects in computations are large initially and are reduced in

subsequent iterations, as expected. Since the term

 
@�ij

@Sj
g
�

j +
@�ij

@�

!

in (26) is computed in each iteration, all information necessary for the computation of

linearized covariances for the parameters are available if the parameter identi�cation

algorithm is converged (and therefore dj = 0; 8j). From that we compute 95% con�dence

intervals and display them in Table 2, as well.

Data set # Iter. Value of � Value of a

Actual Data 7 2.000
�

+ 0 0.999
�

+ 0

Data with 5% error 7 1.987
�

+ 0.014 0.973
�

+ 0.030

Data with 10% error 7 1.979
�

+ 0.027 0.979
�

+ 0.055

Table 2: Stability of Solution for the Estimation of � and a

5 Conclusions

An algorithm has been developed for parameter identi�cation in multi-phase �ow through

porous media. It employs the reduced Gauss-Newton method to an output least squares

minimization problem in an e�cient implementation. Special care has been taken con-

cerning the proper formulation of continuity conditions and the computation of deriva-

tives. The numerical studies show that the method is comparatively stable (small changes

in experimental data results similar changes in the solution).
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