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Abstract. We consider a wave equation with point source terms:

8
>>>><
>>>>:

@2u

@t2
(x; t) =

@2u

@x2
(x; t) + �(t)

NX
k=1

�k�(x� xk); 0 < x < 1; 0 < t < T

u(x; 0) = 0; u0(x; 0) = 0; 0 < x < 1

u(0; t) = u(1; t) = 0; 0 < t < T

9
>>>>=
>>>>;

where � 2 C1[0; T ] is a known function such that �(0) 6= 0, �k 2 R, �(� � xk) is the

Dirac delta function at xk, 1 � k � N . We discuss the inverse problem of determining

point sources fN;�1; :::; �N ; x1; ::::; xNg or fx1; ::::; xNg from observation data u(�; t),

0 < t < T with given � 2 (0; 1) and T > 0.

We prove uniqueness and stabilty in determining point sources in terms of the norm

in H1(0; T ) of observations. The uniqueness result requires that � is an irrational number

and T � 1, and our stability result further needs a-priori (but reasonable) informa-

tions of unknown fx1; :::; xNg. Moreover, we establish two schemes for reconstructing

fx1; ::::; xNg which are stable against errors in L2(0; T ).

x1. Introduction.
In this paper, we discuss the following initial/boundary value problem for the wave

equation :

(1.1)

8>>>><>>>>:
u
00(x; t) = uxx(x; t) + �(t)

NX
k=1

�k�(x� xk); 0 < x < 1; 0 < t < T

u(x; 0) = 0; u
0(x; 0) = 0; 0 < x < 1

u(0; t) = u(1; t) = 0; 0 < t < T:

9>>>>=>>>>;
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2 G. BRUCKNER AND M.YAMAMOTO

Here we set u0(x; t) = @u

@t
(x; t), u00(x; t) = @

2
u

@t2
(x; t). Throughout this paper, � 2

C
1[0; T ] is known and we assume that � satis�es

(1.2) �(0) 6= 0;

�k 2 R, 1 � k � N , �(� � xk) is the Dirac delta function at xk, that is,

< �(� � xk); � >= �(xk) for � 2 C10 (0; 1) � D(0; 1):

Here and henceforth < �; � > denotes the duality pairing between D0(0; 1) and D(0; 1),
the dual of D(0; 1).

We denote the dual of the Sobolev space H1
0 (0; 1) by H

�1(0; 1), identifying the

dual of L2(0; 1) with itself: H1
0 (0; 1) � L

2(0; 1) � H
�1(0; 1) (e.g. Lions and Magenes

[16]). Henceforth < �; � >H�1;H
1
0
denotes the duality paring between H

�1(0; 1) and

H
1
0 (0; 1). By the embedding theorem (e.g. Adams [1]) we have H1

0 (0; 1) � C[0; 1] and

so �(� � xk) 2 H�1(0; 1). Therefore

(1.3)

NX
k=1

�k�(� � xk) 2 H�1(0; 1):

We can de�ne the weak solution to (1.1) by the transposition method (e.g. Komornik

[12], Lasiecka, Lions and Triggiani [13], Lions [15], Lions and Magenes [16]): We call

u = u(x; t) a weak solution to (1.1) if u 2 C([0; T ];L2(0; 1))\C1([0; T ];H�1(0; 1)) and

for any ( 0;  1) 2 H1
0 (0; 1)� L2(0; 1) we have

< �u0(�; t);  ( 0;  1)(�; t) >H�1;H
1
0
+(u(�; t);  0( 0;  1)(�; t))L2(0;1)

+

Z
t

0

�(t) <

NX
k=1

�k�(� � xk);  ( 0;  1)(�; t) >H�1;H
1
0
dt = 0; 0 < t < T

(1.4)

where  ( 0;  1) 2 C([0; T ];H1
0(0; 1)) \ C1([0; T ];L2(0; 1)) is the solution to

(1.5)

8><>:
 
00(x; t) =  xx(x; t); 0 < x < 1; 0 < t < T

 (x; 0) =  0(x);  
0(x; 0) =  1(x); 0 < x < 1

 (0; t) =  (1; t) = 0; 0 < t < T:

9>=>;
For the existence of a unique  ( 0;  1), we can refer to [12], [16], for example. We set

P = fN;�1; :::; �N ; x1; :::; xNg 2 N � (R n f0g)N � (0; 1)N :

Throughout this paper we assume that x1; :::; xN in P are mutually distinct. It is

proved (e.g. [12], [13], [15]) that there actually exists a unique weak solution u to (1.1),

denoted by u = u(P )(x; t), and

(1.6) u(P ) 2 C([0; T ];L2(0; 1)) \ C1([0; T ];H�1(0; 1))
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and there exists a constant C1 = C1(T ) > 0 such that

ku(P )kC([0;T ];L2(0;1)) + ku(P )0kC([0;T ];H�1(0;1))

�C1


NX
k=1

�k�(� � xk)

H�1(0;1)

(1.7)

for any N 2 N , �k 2 R, xk 2 (0; 1), 1 � k � N . As is seen from Lemmata 3.1 and 3.2

in Section 3,

(1.8) u(P ) 2 C1
t
([0; T ];L2

x
(0; 1)) \ Cx([0; 1];H1

t
(0; T ))

and especially,

(1.9) u(P )(�; �) 2 H1(0; T )

for an arbitrarily �xed � 2 (0; 1).
The purpose of this paper is to discuss the

Determination of point wave sources by pointwise observations. Let � 2 (0; 1)

and T > 0 be given. Then we are required to determine

P = fN;�1; :::; �N ; x1; :::; xNg 2 N � (R n f0g)N � (0; 1)N

from the pointwise observation

u(P )(�; t) 0 < t < T:

More precisely, let us discuss the following three subjects for the inverse problem. Let

P = fN;�1; :::; �N ; x1; :::; xNg 2 N�(Rnf0g)N�(0; 1)N andQ = fM;�1; :::; �M ; y1; :::; yMg
2 N � (R n f0g)M � (0; 1)M .

(I) (Uniqueness)

Does u(P )(�; t) = u(Q)(�; t), 0 < t < T imply P = Q, namely,

M = N; �k = �k; xk = yk; 1 � k � N

after renumbering of f�k; ykg1�k�N if necessary? We should determine conditions on

an observation point � and time length T > 0 guaranteeing the uniqueness.

(II) (Stability)

We estimate

(1.10)

NX
k=1

j�k � �kj+
NX
k=1

jxk � ykj

by an appropriate norm of u(P )(�; �)� u(Q)(�; �) provided that � 2 (0; 1) and T > 0

guarantee the uniqueness in (I).
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(III) (Regularization)

We establish reconstruction schemes which are stable against L2-errors of observation

data.

As is seen from Theorem 2, for estimating the quantity in (1.10), it is necessary

to take a stronger norm of observation errors than the norm of L2(0; T ). For (III)

we discuss reconstruction schemes on the basis of regularization by truncated singular

value decomposition and regularization by discretization.

In the system (1.1), the N -point sources �(t)
P

N

k=1 �(x� xk) with weights �k, 1 �
k � N , initiate the one dimensional vibration which is in the equilibrium at t = 0.

This system is related, for example, to a model of earthquakes (e.g. Aki and Richards

[2]) although in such a model �rst of all we should consider a three dimensional Lam�e

system.

The system (1.1) can be rewritten in a general form:

(1.1')

8><>:
u
00(x; t) = uxx(x; t) + �(t)f(x); 0 < x < 1; 0 < t < T

u(x; 0) = 0; u
0(x; 0) = 0; 0 < x < 1

u(0; t) = u(1; t) = 0; 0 < t < T:

9>=>;
In this paper, f is assumed to be a linear combination of delta functions. On the other

hand, as far as f is an L2-function, similar inverse problems are discussed in Yamamoto

[21], and a detailed structure of the ill-posedness of the inverse problem is studied in

Yamamoto [23]. In Yamamoto [24], an inverse problem similar to [21], is considered in

the case where f is an L2-function and � depends also on x. For an inverse problem

for the Lam�e equation, we can refer to Grasselli and Yamamoto [10].

The remainder of this paper is composed of six sections and an appendix. In Section

2 we state main results for the uniqueness and the stability. In Section 3, we give

preliminaries for the proof and in Sections 4 and 5 we prove the main results. In

Section 6, we treat a simpli�ed determination problem where N = 1 and �1 = 1, and

we prove a sharper result for the uniqueness and the stability. Finally in Section 7, we

discuss two kinds of regularization methods under decomposition of the problem into

a well-posed part and an ill-posed part.

Our technical keys in the uniqueness and stability are Duhamel's principle which

reduces our inverse problem to the determination of initial values, a classical result by

Ingham [11] concerning the non-harmonic Fourier analysis and a result on Diophantine

approximation in number theory.

x2. Main results.

We state our main results on uniqueness and stability. Let us remember that u(P ) is the

weak solution to (1.1) with P = fN;�1; :::; �N ; x1; :::; xNg 2 N� (RN nf0g)N � (0; 1)N .
Theorem 1. (Uniqueness) Let P = fN;�1; :::; �N ; x1; :::; xNg 2 N � (RN n f0g)N �
(0; 1)N and Q = fM;�1; :::; �M ; y1; :::; yMg 2 N � (R n f0g)M � (0; 1)M . Let

(2.1) � be an irrational number
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and

(2.2) T � 1:

Then

(2.3) u(P )(�; t) = u(Q)(�; t); 0 < t < T

implies

(2.4) P = Q;

namely,

M = N; �k = �k; yk = xk 1 � k � N
after renumbering (�k; yk), 1 � k � N if necessary.

For the uniqueness, the theorem requires that the observation time T is greater than

or equal to one, the travelling time for which the wave from one end x = 0 reaches

another end x = 1. In this sense, the condition (2.2) is physically understandable.

For the stability, we pose a strict condition:

(2.5) � is an irrational algebraic number:

Here � 2 (0; 1) is called an algebraic number if � is a root of an algebraic equation with

integer coe�cients (e.g. Baker [3], [4]).

Moreover, for the statement of stability, we introduce a-priori informations for point

sources: We assume

(2.6) M = N; �k = �k 6= 0; 1 � k � N:

In other words, we exclusively discuss the estimation of point source locations. We

number fx1; :::; xNg and fy1; :::; yNg as

(2.7) x1 < :::: < xN ; y1 < :::: < yN :

As an a-priori assumption, we suppose that there is a small � > 0 such that

(2.8) xi+1 � xi > 3�; 1 � i � N � 1;

(2.9) jxi � yij < �

3
; 1 � i � N

and

(2.10) 2� < x1; xN < 1� 2�:

It is trivial that � < 1
3N+1

and so we must assume that � is smaller if N is greater. The

a-priori assumption (2.9) means that fx1; :::; xNg and
fy1; :::; yNg are not very far from each other.

Now we are ready to state our stability result
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Theorem 2. (Conditional stability)

Let us assume (2.2), (2.5), (2.6) - (2.10). Then we have

(2.11)

NX
i=1

jxi � yij � Cp
�
ku(P )(�; �)� u(Q)(�; �)kH1(0;T )

where C = C(T;N; �1; :::; �N) > 0 is independent of xk; yk, 1 � k � N and �.

The constant in our estimate (2.11) is bigger if � is smaller. This means that the

estimate (2.11) becomes worse although our a-priori information (2.9) is improved.

This theorem asserts stability under a-priori informations (2.6) - (2.10), and such

stability is called conditional stability. In (2.11), the norm in the right hand side is �nite

by (1.9). If we take other a-priori informations, then the resulting stability conclusion

may be changed.

It is well-known that the measure of algebraic numbers in (0; 1) is zero. Therefore the

assumption (2.5) is very restrictive in choosing an observation point. Thus we should

discuss the transcendental � 2 (0; 1). However in the transcendental case, the rate of

stability is very sensitive to the choice, as the Diophantine approximation suggests (e.g.

Baker [3]), and the uni�ed statement for the general transcendental � is very di�cult

(e.g. Yamamoto [22]). In a special case of M = N = 1, we can obtain sharper results

for the uniqueness and the stabilty. Such a special case is discussed in Section 6.

x3. Preliminaries for the proof.
For the proofs of Theorems 1 and 2, in this section, we introduce operators and estab-

lish a representation formula of solutions by means of eigenfunctions and Duhamel's

principle. Throughout this paper, all functions are assumed to be real-valued, and

L
2(a; b) and Hs(a; b), Hs

0(a; b) are the usual L
2-space and Sobolev spaces, respectively.

Identifying the dual of L2(a; b) with itself, we denote the dual of Hs

0(a; b) by H
�s(a; b)

(e.g. Lions and Magenes [16]).

We de�ne an operator A in L2(0; 1) by

(3.1) (Au)(x) = �d
2
u

dx2
(x); 0 < x < 1; D(A) = H

2(0; 1) \H1
0 (0; 1):

Then we can de�ne the fractional power A� for any � 2 R (e.g Pazy [17]). For � > 0,

it follows that A�� is bounded from L
2(0; 1) to itself and it is known (e.g. Fujiwara [9],

Lions and Magenes [16]) that the completion of L2(0; 1) by the norm kA��ukL2(0;1), is
H
�2�(0; 1). Furthermore there exists a constant C2 > 0 such that

(3.2) C
�1
2 kA

1
2ukL2(0;1) � kukH1

0
(0;1) � C2kA 1

2ukL2(0;1); u 2 H1
0 (0; 1):

For P = fN;�1; :::; �N ; x1; ::::; xNg 2 N � (R n f0g)N � (0; 1)N , we set

(3.3) f(x) =

NX
k=1

�k�(x� xk)
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for simplicity. Then we note

(3.4) f 2 H�1(0; 1)

by (1.3). For the original system (1.1), we consider

(3.5)

8><>:
w
00(x; t) = wxx(x; t); 0 < x < 1; 0 < t < T

w(x; 0) = 0; w
0(x; 0) = f(x); 0 < x < 1

w(0; t) = w(1; t) = 0; 0 < t < T:

9>=>;
Then by the transposition method similar to (1.4), we see that there exists a unique

weak solution w = w(P ) 2 C([0; T ];L2(
)) \ C1([0; T ];H�1(0; 1)) to (3.5) (e.g. Ko-

mornik [12]). More precisely, w = w(P ) satis�es

� < w
0(�; t);  (�; t)>H�1;H

1
0
+(w(�; t);  0(�; t))L2(0;1)

+ < f; �0 >H�1;H
1
0
= 0; 0 < t < T(3.6)

for any solution  =  (�0; �1) to (1.5).

Moreover, for w(P ); u(P ) 2 C([0; T ];L2(0; 1)) \ C1([0; T ];H�1(0; 1)) we can apply

Duhamel's principle (e.g. Rauch [19]) in a weak form.

Lemma 3.1. Let

� 2 C1[0; T ]:

Then

(3.7) u(P )(x; t) =

Z
t

0

�(t� s)w(P )(x; s)ds; 0 < x < 1; 0 < t < T:

In view of this lemma, it su�ces to consider (3.5) in order to establish the represen-

tation formula of the solution u(P ).

Henceforth we set

(3.8) �k(x) =
p
2 sin k�x; 0 < x < 1; k 2 N :

Lemma 3.2. We have

(3.9) w(P )(x; t) =

1X
k=1

1

k�

0@ NX
j=1

�j�k(xj)

1A�k(x) sin k�t;

where the series is convergent in C([0; T ];L2(0; 1)) \ C([0; 1];L2(0; T )).

Proof of Lemma 3.2. It is su�cient to prove the lemma in the case of f(x) =

�(x � x1). Let us denote the right-hand side of (3.9) by v = v(x; t). We can easily

see that v is convergent in C([0; T ];L2(0; 1)) and that
P1

k=1 �k(x1)�k(x) cos k�t is
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convergent in C([0; T ];H�1(0; 1)). Therefore we have to verify that v satis�es (3.6) for

any  0 2 H1
0 (0; 1) and  1 2 L2(0; 1). In terms of an eigenfunction expansion, we have

 (x; t) =  ( 0;  1)(x; t)

=

1X
k=1

( 0; �k)L2(0;1) cos k�t�k(x) +

1X
k=1

( 1; �k)L2(0;1)

k�
sin k�t�k(x):

By means of (3.1), we have

< �k; �l >H�1;H
1
0
= (A�

1
2�k; A

1
2�l)L2(0;1) = (�k; �l)L2(0;1) =

�
1; k = l

0; k 6= l;

so that by direct substitution we obtain

< �v0(�; t);  (�; t)>H�1;H
1
0
+(v(�; t);  0(�; t))L2(0;1)

=�
1X
k=1

�k(x1)( 0; �k)L2(0;1):

On the other hand, since

 0(x) =

1X
k=1

( 0; �k)L2(0;1)�k(x); 0 < x < 1

converges in H1
0 (0; 1), we obtain

 0(x1) =

1X
k=1

( 0; �k)L2(0;1)�k(x1)

by the Sobolev embedding. Therefore we have

< �v0(�; t);  (�; t)>H�1;H
1
0
+(v(�; t);  0(�; t))L2(0;1)

=�  0(x1) = � < f;  0 >H�1;H
1
0
;

which implies (3.6).

Finally we have to prove that the series in (3.9) is convergent in C([0; 1];L2(0; T )). To

this end, we show Lemma 3.3 which is a direct consequence of a classical result by

Ingham [11].

Lemma 3.3.

(1) For any T > 0, there exists a constant C3 = C3(T ) > 0 such that

(3.10)

Z
T

0

�����
1X
k=1

ak sin k�t

�����
2

dt � C3

1X
k=1

a
2
k
; ak 2 R:

(2) Let

(3.11) T � 1:

Then there exists a constant C4 = C4(T ) > 0 such that

(3.12)

1X
k=1

a
2
k
� C4

Z
T

0

�����
1X
k=1

ak sin k�t

�����
2

dt:
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Proof of Lemma 3.3. Setting

�k = k�; k 2 Z

and

bk =

(
ak

2
p
�1 ; k � 1

� a
�k

2
p
�1 ; k � �1;

we see 1X
k=1

ak sin k�t =

1X
k=�1;k 6=0

bk exp(
p
�1�kt)

and

Z
T

�T

������
1X

k=�1;k 6=0

bk exp(
p�1�kt)

������
2

dt = 2

Z
T

0

������
1X

k=�1;k 6=0

bk exp(
p�1�kt)

������
2

dt:

Thus direct application of Theorems 1 and 2 in Ingham [11] leads to Lemma 3.3.

Henceforth we denote a generic constant depending on � and T by C5 = C5(T ).

Now we return to the proof of Lemma 3.2. By (1) of Lemma 3.3, we see that for any

0 � x � 1

sup
0�x�1


mX
k=n

1

k�
�k(x1)�k(x) sin k�t


2

L2(0;T )

� C5 sup
0�x�1

 
mX
k=n

1

k2�2
�k(x1)

2
�k(x)

2

!

�C5

mX
k=n

1

k2�2
�! 0

as m;n �!1. Thus the proof of Lemma 3.2 is complete.

By applying Lemma 3.2 in Lemma 3.1, we see that for any � 2 (0; 1),

(3.13) u(f)(�; t) =

Z
t

0

�(t� s)w(f)(�; s)ds; 0 < t < T:

Therefore by taking t-derivatives of both the sides of (3.13), we obtain

u(f)0(�; t) = �(0)w(f)(�; t) +

Z
t

0

�
0(t� s)w(f)(�; s)ds; 0 < t < T:

Since �(0) 6= 0, this is a Volterra integral equation of the second kind, and we can

uniquely solve it. Moreover,

C
�1
5 kw(f)(�; �)kL2(0;T ) � ku(f)(�; �)kH1(0;T )

�C5kw(f)(�; �)kL2(0;T )(3.14)

holds for any f =
P

N

j=1 �j�(� � xj). Thus for our inverse problem, it is su�cient to

consider the following
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Reduced Inverse Problem.

Let w(P ) = w(P )(x; t) be the weak solution to

(3.15)

8>>>><>>>>:
w
00(x; t) = wxx(x; t); 0 < x < 1; 0 < t < T

w(x; 0) = 0; w
0(x; 0) =

NX
k=1

�k�(x� xk); 0 < x < 1

w(0; t) = w(1; t) = 0; 0 < t < T

9>>>>=>>>>;
where P = fN;�1; :::; �N ; x1; :::; xNg. Let � 2 (0; 1) be given, and let

P = fN;�1; :::; �N ; x1; :::; xNg 2 N � (R n f0g)N � (0; 1)N and

Q = fM;�1; :::; �M ; y1; :::; yMg 2 N � (R n f0g)M � (0; 1)M .

(I) (Uniqueness)

Does

(3.16) w(P )(�; t) = w(Q)(�; t); 0 < t < T

imply

(3.17) P = Q;

namely,

(3.18) M = N; �k = �k; xk = yk; 1 � k � N?

(II) (Stability)

Can we estimate

(3.19)

NX
k=1

j�k � �kj+
NX
k=1

jxk � ykj

by an appropriate norm of w(P )(�; �)� w(Q)(�; �)?

x4. Proof of Theorem 1.

Let � 2 (0; 1) be irrational and let T � 1. We assume

(4.1) w(P )(�; t) = w(Q)(�; t); 0 < t < T:

Then by Lemma 3.2, we obtain
1X
k=1

1

k�
< f; �k >H�1;H

1
0
�k(�) sin k�t = 0;

where f =
P

N

j=1 �j�(� � xj)�
P

M

j=1 �j�(� � zj). By T � 1, Lemma 3.3 (2) implies

< f; �k >H�1;H
1
0
�k(�) = 0; k 2 N :

Since � is irrational, �k(�) =
p
2 sin k�� 6= 0, k 2 N , so that

(4.2) < f; �k >H�1;H
1
0
= 0; k 2 N :

Since Span f�kgk�1 is dense in H1
0 (0; 1), the equation (4.2) yields

< f; v >H�1;H
1
0
= 0

for any v 2 H1
0 (0; 1), namely, f = 0 in H�1(0; 1). Therefore (4.1) implies P = Q.
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x5. Proof of Theorem 2.

In this section, for the proof, setting

(5.1) f =

NX
k=1

�k�(� � xk)�
NX
k=1

�k�(� � yk) 2 H�1(0; 1);

we consider

(5.2)

8><>:
w
00(x; t) = wxx(x; t); 0 < x < 1; 0 < t < T

w(x; 0) = 0; w
0(x; 0) = f(x); 0 < x < 1

w(0; t) = w(1; t) = 0; 0 < t < T

9>=>;
for f 2 H�1(0; 1). Then

Lemma 5.1. Let us assume (2.1) and (2.2). Then there exists a constant C6 =

C6(T ) > 0 such that

(5.3) kfkH�2(0;1) � C6kw(f)(�; �)kL2(0;T ):

Proof of Lemma 5.1. Since f 2 H�1(0; 1), there exists a unique F 2 H1
0 (0; 1) such

that

(5.4) AF = f:

We recall that A is de�ned by (3.1). We set

W (F )(x; t) =

Z
t

0

w(f)(x; s)ds+ F (x); 0 < x < 1; 0 < t < T:

Since A : L2(0; 1) �! H
�2(0; 1) is an isomorphism, we can take a constant C7 > 0

independent of f such that

kfkH�2(0;1) � C7kA�1fkL2(0;1) = C7kFkL2(0;1):

Therefore it is su�cient to prove that

(5.5) kFkL2(0;1) � C6kW (f)0(�; �)kL2(0;T ):

On the other hand, by the de�nition (3.6) of the weak solution, we can directly see that

W (F ) is the weak solution to

(5.6)

8><>:
W
00(x; t) =Wxx(x; t); 0 < x < 1; 0 < t < T

W (x; 0) = F (x); W
0(x; 0) = 0; 0 < x < 1

W (0; t) =W (1; t) = 0; 0 < t < T:

9>=>;
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Moreover by the eigenfunction expansion, we obtain

(5.7) W (F )0(�; t) =
1X
k=1

�k�(F; �k)L2(0;1)�k(�) sin k�t

where the series is convergent in L
2(0; T ). In fact, since F 2 H

1
0 (0; 1), we have

k�(F; �k)L2(0;1) = (F 0;
p
2 cos k�x)L2(0;1), k 2 N , by integration by parts. Since

f
p
2 cos k�xgk2N is an orthonormal system and F 0 2 L2(0; 1), we obtain

1X
k=1

k
2
�
2(F; �k)

2
L2(0;1) � kF 0k2L2(0;1):

By applying Lemma 3.3 (1) and using this inequality and j�k(�)j �
p
2 for k 2 N , we

see that the series in (5.7) is convergent in L2(0; 1).

Let us complete the proof of Lemma 5.1. By Lemma 3.3 (2) and (5.7), we obtain

(5.8)

1X
k=1

(F; �k)
2
L2(0;1)(k��k(�))

2 � C7kW (F )0(�; �)k2
L2(0;T ):

On the other hand, by (2.5), Roth's theorem of Diophantine approximation (e.g. Baker

[3], [4]) applies to obtain

(5.9) kk�k � C8

k
; k 2 N

with a constant C8 independent of k 2 N. Here and henceforth kk�k denotes the

distance between k� and the nearest integer. Furthermore, for any k 2 N , there exists
m 2 N such that k� = m+ kk�k or k� = m� kk�k, so that

j sin k��j = j sin �(m� kk�k)j = j sin�kk�kj:

Since 0 � �kk�k � �

2
by the de�nition of kk�k, we obtain

2

�
�
���� sin �kk�k�kk�k

���� = j sin k��j�kk�k ;

namely,

j sin k��j � 2kk�k:
Combining this with (5.9), we obtain a constant C9 > 0 independent of k, such that

(5.10) j
p
2 sin k��j � C9

k�
; k 2 N :

Substituting (5.10) into (5.8), we obtain

1X
k=1

(F; �k)
2
L2(0;1) � C7C

�2
9 kW (F )0(�; �)k2

L2(0;T );

implying the assertion of Lemma 5.1 by using the Parseval equality. Thus the proof of

Lemma 5.1 is complete.
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Proof of Theorem 2. By (3.14), it is su�cient to prove

jxi � yij � C5p
�
kw(P )(�; �)� w(Q)(�; �)kL2(0;T )

�C5p
�
kw(f)(�; �)kL2(0;T ):(5.11)

We use the notation (5.1). By the de�nition of k � kH�2(0;1), we have

j < f; � >H�2;H
2
0
j � kfkH�2(0;1)k�kH2

0
(0;1);

for � 2 H2
0 (0; 1), where < �; � >H�2;H

2
0
denotes the duality pairing between H�2(0; 1)

and H2
0 (0; 1). Therefore, applying Lemma 5.1, we obtain

(5.12)

�����
NX
k=1

�k(�(xk)� �(yk))
����� � C6k�kH2

0
(0;1)kw(f)(�; �)kL2(0;T ); � 2 H2

0 (0; 1):

Thus for the proof of (5.11), we have to choose suitable � 2 H2
0 (0; 1) such that

d�

dx
(x) > 0

for x 2 (xi � �

3
; xi +

�

3
). To this end, for 1 � i � N , we choose �i 2 H2

0 (0; 1) such that

�i(x) =

�
(x� (xi � �))2(x� (xi + 2�))2 if xi � � � x � xi + 2�

0 otherwise.

Then by direct computations, we can obtain : there exists a constant C10 > 0 indepen-

dent of � > 0 such that

(5.13) inf
xi� �

3
�x�xi+ �

3

����d�idx
(x)

���� � C10�
3

and

(5.14) k�ikH2
0
(0;1) � C11�

5
2 :

Let us �x 1 � i � N and let us substitute � = �i into (5.12). By (2.8) - (2.10), we see

that �i(xj) = �i(yj) = 0, i 6= j, so that

j�i(�i(xi)� �i(yi))j � C6k�ikH2
0
(0;1)kw(f)(�; �)kL2(0;T ):

Therefore by (2.9) and the mean value theorem, it follows from (5.13) and (5.14) that

jxi � yij � C6

 
inf

xi� �
3
�x�xi+ �

3

����d�idx
(x)

����
!�1

�
�1
i
k�ikH2

0
(0;1)kw(f)(�; �)kL2(0;T )

�C6C
�1
10 C11�

�1
i
�
�3
�
5
2 kw(f)(�; �)kL2(0;T );

which is (5.11). Thus the proof of Theorem 2 is complete.
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x6. Determination of a single point source.

In this section, we consider a simple case of N = 1 and �1 = 1, that is,

(6.1)

8><>:
u
00(x; t) = uxx(x; t) + �(t)�(x� x1); 0 < x < 1; 0 < t < T

u(x; 0) = 0; u
0(x; 0) = 0; 0 < x < 1

u(0; t) = u(1; t) = 0; 0 < t < T

9>=>;
where x1 2 (0; 1) be an unknown source point. Let us denote the weak solution to (6.1)

by u(x1) = u(x1)(x; t). Then by Lemmata 3.2 and 3.3, we see

(6.2) u(x1)(�; �) 2 C1([0; T ];L2(0; 1)) \ C([0; 1];H1(0; T )):

Our simpli�ed inverse problem consists in the determination of x1 2 (0; 1) from
u(x1)(�; t), 0 < t < T at a �xed observation point � 2 (0; 1).
Theorem 3. (Uniqueness)

Let

(6.3) �(0) 6= 0

and

(6.4) T � 1:

(1) If

(6.5) � 6= 1

2
; 0; 1;

then

(6.6) u(x1)(�; t) = u(y1)(�; t); 0 < t < T

implies x1 = y1.

(2) Let � = 1
2
. Then

u(x1)(
1

2
; t) = u(y1)(

1

2
; t); 0 < t < T

if and only if

y1 = x1 or y1 = 1� x1:

Theorem 4. (Conditional stability)

Let us a-priori assume that

(6.7) jx1 + y1 � 1j � �
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for some � > 0 and let

� 6= 1

2
; 0; 1:

Then

(6.8) jx1 � y1j � C

sin ��

2
sin ��

ku(x1)(�; �)� u(y1)(�; �)kH1(0;T )

where C = C(T ) > 0 is independent of �, � and x1, y1.

In Theorem 3, the choice of an observation point � = 1
2
cannot distinguish x1

from 1 � y1, but u(x1)(
1
2
; t) can be transformed to u(1 � x1)(

1
2
; t) by a change of

independent variables x! 1� x. Thus by taking the symmetry with respect to � = 1
2

into consideration, the system with a point source at x1 and the one with a point source

at 1� x1 naturally give the same observation data at the mid point � = 1
2
.

In Theorem 4, the condition (6.7) is an a-priori information for the unknown x1 and

y1. In particular, if we know that both x1 and y1 are in a half interval (0; 1
2
) or ( 1

2
; 1),

then (6.7) is satis�ed. If �! 0, then the estimate (6.8) becomes worse and is nonsense

when � = 0. In this sense Theorem 4 shows conditional stability. On the other hand,

the norm for data, the H1(0; T )-norm, is consistent with the regularity (6.2).

For the proof, we consider

(6.9)

8><>:
w
00(x; t) = wxx(x; t); 0 < x < 1; 0 < t < T

w(x; 0) = 0; w
0(x; 0) = �(x� x1); 0 < x < 1

w(0; t) = w(1; t) = 0; 0 < t < T

9>=>;
and we denote the weak solution to (6.9) by w(x1) = w(x1)(x; t).

Proof of Theorem 3. By (3.14) and Lemma 3.2, it is su�cient to prove that

w(x1)(�; t) = w(y1)(�; t), 0 < t < T , namely,

(6.10)

1X
k=1

1

k�
�k(�)(�k(x1)� �k(y1)) sin k�t = 0; 0 < t < T

implies x1 = y1.

Since T � 1, we can apply Lemma 3.3 (2) and so the equality (6.10) is equivalent to

sin k��(sin k�x1 � sin k�y1) = 0, namely,

(6.11) sin k�� cos
k�(x1 + y1)

2
sin

k�(x1 � y1)
2

= 0; k 2 N :

By 0 < � < 1, the equality (6.11) with k = 1, implies

(6.12) cos
�(x1 + y1)

2
sin

�(x1 � y1)
2

= 0:
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First, let x1 + y1 6= 1. Then sin
�(x1�y1)

2
= 0. By �1 � x1 � y1 � 1, this implies

x1 = y1.

Second, let x1 + y1 = 1. Then equality (6.11) with k = 2 is

sin 2�� cos�(x1 + y1) sin�(x1 � y1) = � sin 2�� sin �(x1 � y1) = 0:

If � 6= 1
2
; 0; 1, then sin �(x1 � y1) = 0, namely, x1 � y1 2 Z. Since 0 < x1; y1 < 1 and

x1+ y1 = 1, we see that x1� y1 = 0. Thus the proof of (1) of the theorem is complete.

Now let us complete the proof of (2). Let � = 1
2
. If x1 + y1 6= 1, then from

w(x1)(
1
2
; t) = w(y1)(

1
2
; t), 0 < t < T , we easily obtain x1 = y1 by (6.12). Therefore

we see that w(x1)(
1
2
; t) = w(y1)(

1
2
; t), 0 < t < T implies y1 = 1� x1 or y1 = x1. The

converse in (2) is straightforward. Thus the proof of (2) is complete.

Proof of Theorem 4. By Lemma 3.2 and T � 1 we can apply Lemma 3.3 (2) to

w(x1)(�; t)� w(y1)(�; t) =
1X
k=1

1

k�
(�k(x1)� �k(y1))�k(�) sin k�t; 0 < t < T;

so that

1

�2
(�1(x1)� �1(y1))2�1(�)2 �

1X
k=1

1

k2�2
(�k(x1)� �k(y1))2�k(�)2

�C4kw(x1)(�; �)� w(y1)(�; �)k2L2(0;T ):

Therefore by � 6= 1
2
; 0; 1, we have

j sin �x1 � sin �y1j = 2

����cos �(x1 + y1)

2

���� ����sin �(x1 � y1)2

����
�
p
C4�

2 sin ��
kw(x1)(�; �)� w(y1)(�; �)kL2(0;T ):

By (6.7) we obtain
���cos �(x1+y1)2

��� � sin ��

2
and by 0 < x1 � y1 < 1, we have

����sin �(x1 � y1)2

���� � 2

�

�

2
jx1 � y1j:

Therefore in terms of (3.14), our conclusion is straightforward.

Remark. As is seen from the proof, we do not use (6.11) for all k 2 N . This sug-

gests that our observation w(x1)(�; �) can further determine more point sources like in

Theorem 1.
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x7. Reconstruction of point sources from pointwise observations.

In this section, we mainly discuss reconstruction of x1, ...., xN , the locations of the

point sources provided that N is given and �1 = ::: = �N = 1. Henceforth we set

� = ffx1; ::::; xNg; 0 < x1 < ::: < xN < 1g � R
N
; P = fx1; :::; xNg 2 �:

Moreover we assume that

(7.1) T � 1 and � is irrational:

Now we develop methods how P can be reconstructed from observations u(P )(�; t),

� �xed with 0 < � < 1, of the considered system (1.1) in a stable way. The idea is to

decompose the mapping P ! u(P )(�; t) into a nonlinear well{posed part and a linear

ill{posed part. We use the methods of Bruckner [5], [6] for the regularization of the

ill{posed part and then give reconstruction formulas for the nonlinear part. Moreover,

in the cases of N = 1 and N = 2, we can more explicitly give schemes.

As to given noisy data u� where � > 0 is a given noise level, let us consider two cases:

(i) u� 2 L2(0; T ), ku� u�kL2(0;T ) � �, u = u(�; t).

(ii) u� 2 Rn , u� = (u�1; :::; u
�

n
), ju(�; tj)� u�j j � �, j = 1; :::; n, ftjgnj=1 is an equidistant

mesh on [0; T ].

We set

(7.2) 0H
1(0; T ) = fu 2 H1(0; T );u(0) = 0g:

From the remark following (3.13) in Section 3, it is clear that the mapping

S : L2(0; T )! 0H
1(0; T )

(Sw)(t) =

Z
t

0

�(t� s)w(s)ds;(7.3)

where � 2 C1[0; T ] satis�es �(0) 6= 0, is an isomorphism from L
2(0; T ) onto 0H

1(0; T ),

i.e., it is in both directions continuous and one-to-one. The inverse mapping S�1 is

obtained as the solution of a Volterra integral equation of the second kind. Moreover,

if w = w(P )(�; �) is the observation of the system (3.5), then u = Sw is the observation

of (1.1) and vice versa.

The embedding E : 0H
1(0; T ) �! L

2(0; T ) is a compact operator. Let us de�ne a

map � : � �! L
2(0; T ) by

(7.4) �(fx1; :::; xNg) = w(P )(�; �)

where w(x1; :::; xN)(x; t) = w(P )(x; t) is the solution to (3.5) with P = fx1; :::; xNg
and �1 = ::: = �N = 1. More explicitly, from Lemma 3.2, we see

(7.5) w(P )(�; t) =

1X
k=1

2

k�

0@ NX
j=1

sin k�xj

1A sin k�� sin k�t; 0 < t < T:



18 G. BRUCKNER AND M.YAMAMOTO

Then a decomposition scheme of the mappings is the following:

R
N ��! L

2(0; T )
S�! 0H

1(0; T )
E�! L

2(0; T )

(7.6) P
��1 � w

S
�1

 � u
E
�1

 � u
�
:

Here the upper diagram describes the mappings and spaces of the direct problem. The

diagram below describes the inverse problem: Starting from noisy data u�, over an

approximation of the exact data u, evaluating an approximation of w = S
�1
u, one

�nally has to reconstruct an approximation of P = ��1w. By (7.1), taking (7.6) and

Lemma 3.3 (2) into consideration, we can prove that the operator � : RN �! L
2(0; T )

is one to one and � is continuous. Therefore, since � is a relatively compact set in

R
N , a theorem in the general topology tells that the inverse ��1 : L2(0; T ) �! R

N

is continuous. Moreover S�1 : 0H
1(0; T ) �! L

2(0; T ) is also continuous. The inverse

E
�1 is not continuous from L

2(0; T ) to 0H
1(0; T ), so that the whole problem E �S ��

is ill-posed, and is decomposed into a well{posed part S �� and an ill-posed part E.

As a �rst step of our reconstruction we will start from noisy data u� according to

(i) or (ii) and construct new data w� as disturbed observations concerning the system

(3.5). To this end we have to consider a regularization of the embedding

0H
1(0; T ) � L2(0; T ):

We begin with the case (i) and apply the method in Bruckner [5]. Let us compute

the singular values of the embedding 0H
1(0; T ) � L2(0; T ). Let us de�ne a space

(7.7) bH = fu 2 H1
0 (0; 2T );u(t) = u(2T � t); 0 < t < Tg:

We equip 0H
1(0; T ) and bH with the scalar products and the norms of H1(0; T ) and

H
1
0 (0; 2T ), respectively:

(7.8)

8>>><>>>:
(u; v)

0H
1 = (u; v)L2(0;T ) +

�
du

dt
;
dv

dt

�
L2(0;T )

; u; v 2 0H
1(0; T );

(U; V )
bH
= (U; V )L2(0;2T ) +

�
dU

dt
;
dV

dt

�
L2(0;2T )

; U; V 2 bH:
9>>>=>>>;

Furthermore let us de�ne an extension operator  from 0H
1(0; T )! bH by

(7.9) (u)(t) =

�
u(t); 0 � t � T
u(2T � t); T < t < 2T:

By direct calculations, we see that

(7.10)
d(u)

dt
(t) =

� du

dt
(t); 0 < t < T

�du

dt
(2T � t); T < t < 2T
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in the sense of D0(0; 2T ): the distributions in (0; 2T ). Therefore u 2 bH and

(7.11) (u; v)
bH
= 2(u; v)

0H
1 ; u; v 2 0H

1(0; T ):

Consequently by , the Hilbert spaces 0H
1(0; T ) and bH are isomorphic.

Let us set

(7.12) L = 
�1
;

that is, L is the restriction operator of functions on (0; 2T ) to (0; T ). Then we have

L bH = 0H
1(0; T ). Moreover

(7.13) gk(t) =

p
2p
T
cos

(k � 1
2
)�(t� T )
T

; 0 < t < T; k 2 N ;

is an orthonormal basis in L
2(0; T ). In fact, the orthonormality is straightforward.

To prove the completeness, let us consider the eigenvalue problem �d
2
�

dt2
(t) = ��(t),

0 < t < T with �(0) = d�

dt
(T ) = 0. Then, as is easily checked,

�k =
(k � 1

2
)2�2

T 2
; k 2 N ;

is the set of eigenvalues and gk, k 2 N , is an eigenfunction for �k. Therefore by a result

on the Sturm{Liouville problem (e.g. Levitan and Sargsjan [14]), we see that fgkgk2N
is complete in L2(0; T ).

Let us set

(7.14) �k =

�
1 +

(k � 1
2
)2�2

T 2

�� 1
2

; k 2 N :

We can easily verify that

(7.15) �k(t) =
1p
2
�k(gk)(t) =

�kp
T
cos

(k � 1
2
)�(t� T )
T

; 0 < t < 2T; k 2 N

is an orthonormal basis in bH. In fact, the orthonormality in bH is straightforward. For

the completeness, we can proceed as follows. Let v 2 bH satisfy (v;�k) bH = 0, k 2 N .
Then since v is symmetric with respect to t = T , we have by partial integration

0 = (v;�k) bH = 2��2
k
(Lv; L�k)L2(0;T ); k 2 N ;

namely, (Lv; gk)L2(0;T ) = 0, k 2 N . By the completeness of fgkgk2N, in L2(0; T ), we

can conclude that v = 0. Thus, f�kgk2N is an orthonormal basis in bH.

Thus

(7.16) Gk(t) =
p
2L�k = �kgk(t); 0 < t < T; k 2 N
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is an orthonormal basis in 0H
1(0; T ).

Therefore the singular value decomposition of the compact embedding

E : 0H
1(0; T )! L

2(0; T )

is

(7.17) fGk; gk; �kgk2N;

since EGk = �kgk and

(Gj ; E
�
gk)0H1 = (EGj; gk)L2(0;T ) = �j�jk = �k�jk = �k(Gj ; Gk)0H1 = (Gj ; �kGk)0H1 ;

that is, E�gk = �kGk holds by the completeness of fGkgk2N in 0H
1(0; T ).

We set

(7.18) kuk2
�
=

1X
k=1

�
�2�
k
j(u;Gk)0H1 j2; � � 0;

provided that the right-hand side is �nite. We note that kuk0 = kuk0H1 .

Then from [5], the following is known:

Proposition 1. Let data u� and a real number R satisfy

ku�kL2(0;T )
�

> R > 1

and let R�u
� 2 0H

1(0; T ) be de�ned by

(7.19) R�u
� =

X
k:�k>b

�
�1
k
(u�; gk)L2(0;T )Gk + �

X
k:�k=b

�
�1
k
(u�; gk)L2(0;T )Gk;

where the singular value b has the propertyX
k:�k<b

j(u�; gk)L2(0;T )j2 < (R�)2 �
X

k:�k�b
j(u�; gk)L2(0;T )j2

and

(7.20) � = 1�
�
(R�)2 �P

k:�k<b
j(u�; gk)L2(0;T )j2P

k:�k=b
j(u�; gk)L2(0;T )j2

� 1
2

:

Then

R�u
� ! u in 0H

1(0; T ) as �! 0:

If additionally for some � > 0, we have

(7.21) kuk2
�
<1;

then we obtain

(7.22) kR�u
� � uk

0H
1 � CR�

�
�+1 kuk

1
�+1
� ;

where CR is a constant which is independent of � and kuk�.
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Remark. Proposition 1 is a slight modi�cation of the well-known truncated singular

value decomposition method combined with an a-posteriori parameter selection proce-

dure.

For applying (7.22) in Proposition 1, we have to verify (7.21) with some � > 0. In

our inverse problem we actually prove

Lemma 7.1. Let P = fN;�1; ::::; �N ; x1; :::; xNg and � 2 (0; 1). Then u(P )(�; �) 2
H

1+�(0; T ) and

ku(P )(�; �)k� <1

if � < 1
2
.

The proof is technical and will be given in Appendix.

In view of Lemma 7.1, we apply Proposition 1 to our problem. Let us now de�ne

(7.23) w
� = S

�1
R�u

�
:

Then for noisy data u�, under the assumptions of Proposition 1, we see that

w
� �! w in L2(0; T )

as �! 0 and

kw� � wkL2(0;T ) = kS�1R�u
� � S�1ukL2(0;T )

�CkR�u
� � uk

0H
1 = O

�
�

�
1+�

�
(7.24)

for 0 � � < 1
2
.

Next let us continue with the case (ii). Here we describe the solution of an approxi-

mation problem according to Bruckner [6]. Depending on the noise level � and the time

di�erence d of consecutive observations u�
j
, j = 1; :::; n, where d � n = T , we wish to

construct functions P (d; �) 2 0H
1(0; T ) with the property P (d(�); �)! u in 0H

1(0; T )

as �! 0.

Let us consider the Sobolev scale fH�(0; T )g��0 with norms k � kH�(0;T ) and �nite

dimensional spaces Yn of trial functions

(7.25) Yn � 0H
1(0; T ); Yn � Yn+1; n 2 N ; [n2NYn = 0H

1(0; T );

and interpolation operators Kn : Rn �! Yn, n 2 N , such that there is a unique

interpolation function

(7.26) Knf 2 Yn;

for every vector f = (f1; :::; fn) 2 Rn with the property

(7.27) (Knf)(tj) = fj ; j = 1; :::; n:
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For f 2 C[0; T ], we set f = (f(t1); :::; f(tn)) and we de�ne Jn : C[0; T ] �! Yn by

(7.28) Jnf = Knf

and we assume

Jny = y for each y 2 Yn:

Then Jn is a projector of H1(0; T ) onto Yn. For the spaces Yn and the operators Jn we

suppose the following three properties.

Approximation property:

(7.29) kf � JnfkH1(0;T )

� �! 0 (n!1) if f 2 H1(0; T )

� Cn��kfkH1+�(0;T ) if f 2 H1+�(0; T ); � > 0:

Inverse property:

(7.30) k kH1(0;T ) � C � nk kL2(0;T ) for all  2 Yn:

Finite property:

(7.31) k kL2(0;T ) � C � max
1�j�n

j (tj)j for all  2 Yn:

Here and henceforth the letter C > 0 denotes some generic constant.

Example for Yn and Jn with (7.29) - (7.31).

Yn: the spaces of linear splines,

Jn: the linear interpolation operators.

More precisely, let ti = id, d = T

n
,

Yn = Span fBj ; j = 1; :::; ng

where Bj are the linear B{splines satisfying

Bj(0) = 0; Bj(id) = 0 if i 6= j; Bi(id) = 1; i; j = 1; :::; n

and

Jnf =

nX
j=1

f(jd)Bj;

the piecewise linear interpolation polynomials. Then

Y2m � Y2m+1 ; m 2 N ;

and

[m2NY2m = 0H
1(0; T )
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where the closure is understood in the sense of H1(0; T ). As for details of the example,

we can refer to Pr�o�dorf and Silbermann [18].

The �nite property (7.31) is immediate since

k kL2(0;T ) � Ck kC[0;T ]; k kC[0;T ] � max
1�j�n

j (jd)j

hold for  2 Yn. The estimate (7.30) can be seen by straightforward calculations.

Finally, the approximation property (7.29) is more involved. In the periodic case (i.e.,

if we consider functions on the torus R=Z), (7.29) can be looked up in Elschner and

Schmidt [8] or Pr�o�dorf and Silbermann [18]. Let T = 1
2
. Then, prolongating a

function f 2 0H
1(0; 1

2
) to ef 2 0H

1(R=Z) (i.e. ef(t) = f(t) if 0 � t � 1
2
) in a

suitable way and applying the periodical theory for ~f , the property (7.29) can be

proven straightforwardly. Another way to prove (7.29) is developed in Schumaker [20].

From Bruckner [6] we obtain

Proposition 2. In the case (ii), under the assumptions (7.29) - (7.31), we have

ku�Knu
�kH1(0;T )

( ! 0 (n!1) if n = o(��1)

= O

�
�

�
�+1

�
if n � � �11+� and u 2 H1+�(0; T ):

Remark. Proposition 2 represents a special kind of regularization by discretization.

The discretization parameter n is the regularization parameter. See also Bruckner,

Pr�o�dorf and Vainikko [7].

In this case (ii) the new data are de�ned by

(7.32) w
� = S

�1
Kn(�)u

�

where we set

n(�) = �
�1

1+�

where 0 < � <
1
2
. Then by Proposition 2 and Lemma 7.1, we have

(7.33) kw� � wkL2(0;T ) = O
�
�

�
�+1

�
as � �! 0.

Based on these considerations we propose the following steps of stable reconstruction.

Here we exclusively discuss the case (i) because we can similarly implement in the case

(ii). Let noisy data u�, � > 0 be given with the property :

(i) u� 2 L2(0; T ) and ku� u�kL2(0;T ) � �, u = u(t) is the unknown exact data.

Step 1.

Construction of R�u
� 2 0H

1(0; T ) by the evaluation (7.19).

Step 2.
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Construction of w� = S
�1
R�u

� 2 L2(0; T ) by solving the second kind Volterra integral

equation
d

dt
(R�u

�)(t) = �(0)w�(t) +

Z
t

0

d�

dt
(t� s)w�(s)ds:

We know from Proposition 1 that

(7.34) kw� � w(P )(�; �)kL2(0;T ) � C � �
�

1+� ;

where 0 < � � 1
2
and w = S

�1
u.

Step 3.

We reconstruct a quasi-inverse to � from w
� 2 L2(0; T ) satisfying (7.34) as follows. For

simplicity, we further a-priori assume

(7.35) 0 < xj <
1

2
; 1 � j � N:

We solve

NX
j=1

sin(2m� 1)�x�
j
=

(2m� 1)�

sin(2m� 1)��

Z 1

0

w
�(t) sin(2m� 1)�tdt;

m = 1; ::::; N(7.36)

with respect to x�1; ::::; x
�

N
2 (0; 1

2
). Henceforth we number x�1; ::::; x

�

N
as

0 < x
�

1 � � � � � x�N <
1

2
:

Here we note that (7.1) implies that sin(2m� 1)�� 6= 0 for 1 � m � N .

The system (7.36) of trigonometric equations is uniquely solvable for given w�.

In fact, we can prove that sin(2m� 1)�x�
j
= Pm(sin�x

�

j
) where Pm is a polynomial

of order 2m� 1 and the coe�cients of even orders vanish, so that the system (7.36) is

equivalent to

(7.37)

8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:

NX
j=1

sin �x�
j
= q1(a

�

1; ::::; a
�

N
)

NX
j=1

(sin�x�
j
)3 = q2(a

�

1; ::::; a
�

N
)

...

NX
j=1

(sin�x�
j
)2N�1 = qN (a

�

1; ::::; a
�

N
);

9>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>;
where we set

a
�

m
=

(2m� 1)�

sin(2m� 1)��

Z 1

0

w
�(t) sin(2m� 1)�tdt; 1 � m � N
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and q1; :::; qN are polynomials of a�1; ::::; a
�

N
. Setting

(7.38) sin �x�
j
= �

�

j
; 1 � j � N;

we can reduce the roots of (7.37) to zeros ��1; ::::; �
�

N
of N symmetric polynomials. Then

it is su�cient to solve (7.38) with respect to 0 < x
�

j
<

1
2
, 1 � j � N . Then fx�1; ::::; x�Ng

is our desired approximation for locations of point sources.

In fact, by (7.5) we take scalar products in L2(0; 1) of w(P )(�; �) with
sin(2m� 1)�t, 1 � m � N , so that

NX
j=1

sin(2m� 1)�xj =
(2m� 1)�

sin(2m� 1)��

Z 1

0

w(P )(�; t) sin(2m� 1)�tdt

�am; m = 1; ::::; N:(7.39)

Then, noting that T � 1 from (7.1), by (7.34) we see that

jam � a�mj � C�
�

1+� ; 1 � m � N:

Therefore in a way similar to the reduction of (7.37) to zeros of N symmetric polyno-

mials, we see that������
NX
j=1

(sin�x�
j
� sin�xj)

������ ;
������
NX
j=1

�
(sin �x�

j
)3 � (sin �xj)

3
	������ ; :::::;������

NX
j=1

�
(sin�x�

j
)2N�1 � (sin �xj)

2N�1	������ � C� �
1+� ;(7.40)

so that

jx�
j
� xj j � C�

�
1+� ; 1 � j � N

will follow under the extra assumtption (7.35).

Test case in Step 3. We take the case of N = 2 and clarify the e�ectiveness of the

above process. By a formula: sin 3� = 3 sin � � 4 sin3 �, we can rewrite (7.37) as

sin �x�1 + sin�x�2 = a
�

1 and (sin �x�1)
3 + (sin �x�2)

3 =
3a�1 � a�2

4
:

Therefore

sin �x�1 + sin �x�2 = a
�

1

and

sin �x�1 � sin �x�2 =
4(a�1)

3 � 3a�1 + a
�

2

12a�1
;
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that is, we obtain sin �x�1 and sin �x�2 as the roots of the quadratic equation

(7.41) y
2 � a�1y +

4(a�1)
3 � 3a�1 + a

�

2

12a�1
= 0:

Similarly we see that sin �x1 and sin �x2 are the roots of

(7.42) y
2 � a1y + 4a31 � 3a1 + a2

12a1
= 0:

The estimate (7.34) in Step 2 guarantees

ja1 � a�1j; ja2 � a�2j � C�
�

1+� :

From (7.41) and (7.42), noting that 0 < x1; x2 <
1
2
, we can conclude that

j sin�x�1 � sin �x1j; j sin�x�2 � sin�x2j � C�
�

1+�

for small � > 0. Again by 0 < x
�

1; x
�

2; x1; x2 <
1
2
, we see that

jx�1 � x1j; jx�2 � x2j � C�
�

1+�

where C > 0 depends on x1 and x2.

Appendix. Proof of Lemma 7.1.

It is su�cient to prove the lemma in the case of N = 1 and �1 = 1. Henceforth C > 0

denotes a generic constant depending on T and �.

First we show

Lemma A.1. Let 0 � � < 1
2
and let fakgk2N satisfy sup

k2N jakj �M . Then


1X
k=1

ak

k
sin k�t


2

H� (0;T )

�
�
C

2
M

2
�
2�

� 1
2

 1X
k=1

k
2��2

! 1
2

<1:

Proof of Lemma A.1. Without loss of generality, we may assume that T = 2. In

fact, T < 2 is straightforward from the case of T = 2 and if T > 2, then we can choose

n0 2 N such that T � 2n0. Then
1X
k=1

ak

k
sin k�t


2

H�(0;T )

�

1X
k=1

ak

k
sin k�t


2

H� (0;2n0)

� n0

1X
k=1

ak

k
sin k�t


2

H�(0;2)

by the periodicity of sin k�t. Here we also recall the de�nition of the norm in H�(0; n0)

(e.g. Adams [1]).
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Let us de�ne an operator A0 in L
2(0; 2) by

(�A0u)(t) =
d
2
u

dt2
(t); 0 < t < 2

with D(A0) = H
2(0; 2)\H1

0 (0; 2). Then the spectrum �(A0) consists only of eigenvalues

fk2�2
4
gk2N and sin k�t

2
is an eigenfunction for k

2
�
2

4
, and it is known that fsin k�t

2
gk2N

is an orthonormal basis in L2(0; 2). Then A
�
2

0 is well-de�ned and

kA
�
2

0 uk2L2(0;2) =
�
�

2

�2� 1X
k=1

k
2� j(u; sin k�t

2
)L2(0;2)j2 <1

for u 2 D(A
�
2

0 ). On the other hand, D(A
�
2

0 ) = H
�(0; 2) and

kuk2
H�(0;2) � CkA

�
2

0 uk2L2(0;2); 0 � � < 1

2

(e.g. Fujiwara [9]). Therefore
1X
k=1

ak

k
sin k�t


2

H� (0;2)

�C
�
�

2

�2� 1X
k=1

k
2�

������
 1X
m=1

am

m
sinm�t; sin

k�t

2

!
L2(0;2)

������
2

=C�2�
1X
l=1

l
2��2jalj2 � CM2

�
2�

1X
l=1

l
2��2

<1

by 0 � � < 1
2
. Thus the proof of Lemma A.1 is complete.

Henceforth we mainly consider

w(x1)(�; t) =

1X
k=1

2

k�
sin k�x1 sin k�� sin k�t:

Then

(1) u = u(x1)(�; �) = S(w(x1)(�; �)):

By Lemma A.1 we see

(2) w(x1)(�; �) 2 H�(0; T )

for 0 � � < 1
2
.

Next we can easily prove

S 2 B(L2(0; T ); H1(0; T )) \ B(H1(0; T ); H2(0; T )):
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Here B(X;Y ) denotes the Banach space of all bounded linear operators from a Banach

space X to another Banach space Y . By the interpolation theorem (e.g. Lions and

Magenes [16]), we see that

(3) S 2 B(H�(0; T ); H�+1(0; T ))

with 0 � � < 1
2
. Consequently (1) - (3) yield

(4) u 2 H�+1(0; T ); u(0) = 0:

We set

(5) hk(t) =

p
2p
T
sin

(k � 1
2
)�(t� T )
T

; 0 < t < T; k 2 N :

De�ne an operator A1 in L
2(0; T ) by

(�A1u)(t) =
d
2
u

dt2
(t); 0 < t < T

D(A1) = fu 2 H2(0; T );
du

dt
(0) = u(T ) = 0g:(6)

Then we can prove

Lemma A.2. D(A
�
2

1 ) = H
�(0; T ) for 0 � � <

1
2
and there exists a constant C > 0

such that

(7) (�A1)
�
2 u =

1X
k=1

�
(k � 1

2
)2�2

T 2

� �
2

(u; hk)L2(0;T )hk

and

(8)

1X
k=1

�
(k � 1

2
)�

T

�2�

j(u; hk)L2(0;T )j2 � Ckuk2H� (0;T )

for all u 2 H�(0; T ).

Proof of Lemma A.2. Henceforth we set

(9) �k = (k � 1

2
)
�

T
; �k =

k�

T
; k 2 N

and

(10) xk(t) =
1p
T
cos�kt; yk(t) =

1p
T
sin �kt; �T � t � T; k 2 N :

In Spanfhkgk2N, we de�ne a scalar product and a norm by

(u; v)X�
=

1X
k=1

�
2�
k
(u; hk)L2(0;T )(v; hk)L2(0;T )
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and

kuk2
X�

= (u; u)X�

for u; v 2 Span fhkgk2N. The completion of Spanfhkgk2N in the norm k�kX�
is denoted

by X� . Moreover we de�ne an operator �A2 in L
2(�T; T ) by

(�A2u)(t) =
d
2
u

dt2
(t); �T < t < T

D(A2) = H
2(�T; T ) \H1

0 (�T; T ):(11)

Then we can de�ne fractional powers and

(12) A
�
2

2 u =

1X
k=1

�
�

k
(u; xk)L2(�T;T )xk +

1X
k=1

�
�

k
(u; yk)L2(�T;T )yk:

Moreover we can easily see that fxk; ykgk2N is the set of the eigenfunctions of the

operator A2, and fxk; ykgk2N is an orthonormal basis in L2(�T; T ). Now we denote

(13) xk = (�1)k 1p
2
hk; k 2 N :

Therefore by (12), we see that

(14) kA
�
2

2 uk2L2(�T;T ) =
1X
k=1

(�2�
k
j(u; xk)L2(�T;T )j2 + �

2�
k
j(u; yk)L2(�T;T )j2):

On the other hand, by Fujiwara [9], we have

(15) D(A
�
2

2 ) = H
�(�T; T ); 0 � � < 1

2
and

(16) C
�1kukH�(�T;T ) � kA

�
2

2 ukL2(�T;T ) � CkukH�(�T;T ); u 2 D(A
�
2

2 ):

Therefore we obtain

C
�1

1X
k=1

(�2�
k
j(u; xk)L2(�T;T )j2 + �

2�
k
j(u; yk)L2(�T;T )j2) � kuk2H�(�T;T )

�C
1X
k=1

(�2�
k
j(u; xk)L2(�T;T )j2 + �

2�
k
j(u; yk)L2(�T;T )j2); u 2 H�(�T; T ):

(17)

Finally we de�ne an isomorphism K fromH
�(0; T ) onto a closed subspace ofH�(�T; T )

:

(Ku)(t) =

�
u(t); 0 � t � T
u(�t); �T � t < 0:

That is, Ku is an even extension of the function in (0; T ) to one in (�T; T ). Then we

see : u 2 X� if and only if Ku 2 H�(�T; T ) and
(18) C

�1kukX�
� kKukH�(�T;T ) � CkukX�

; u 2 H�(�T; T ):
In fact, since Ku is an even function, we have (u; yk)L2(�T;T ) = 0, k 2 N , so that

kKuk2
H�(�T;T ) � C

1X
k=1

�
2�
k
j(Ku; xk)L2(�T;T )j2 � C

1X
k=1

�
2�
k
j(u; hk)L2(0;T )j2 = Ckuk2

X�

by (13) and (17). Similarly the reverse inequality can be proved. Thus we see (18).

Further we need
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Lemma A.3.

kukH�(0;T ) � kKukH�(�T;T ) � 2kukH�(0;T ); u 2 H�(0; T ):

Proof of Lemma A.3. The case � = 0 is readily veri�ed. Let 0 < � <
1
2
. Then we

have

kKuk2
H�(�T;T ) = kKuk2L2(�T;T ) + jKuj2H�(�T;T )

and

kuk2
H�(0;T ) = kuk2L2(0;T ) + juj2H�(0;T );

with

juj2
H�(�T;T ) =

Z
T

�T

Z
T

�T

ju(t)� u(s)j2
jt� sj1+2�

dt ds

and

juj2
H�(0;T ) =

Z
T

0

Z
T

0

ju(t)� u(s)j2
jt� sj1+2�

dt ds

(e.g. Adams [1]). Therefore kukH�(0;T ) � kKukH�(�T;T ) is straightforward. For the

second inequality, since kKukL2(�T;T ) =
p
2kukL2(0;T ), it is su�cient to prove

jKujH�(�T;T ) � 2jujH�(0;T ):

Noting the de�nition of Ku, we have

jKuj2
H�(�T;T )

=

 Z
T

0

Z
T

0

+

Z 0

�T

Z
T

0

+

Z
T

0

Z 0

�T
+

Z 0

�T

Z 0

�T

!� jKu(t)�Ku(s)j2
jt� sj1+2�

�
dt ds

=2juj2
H�(0;T ) + 2

Z
T

0

Z
T

0

ju(t)� u(s)j2
jt+ sj1+2�

dt ds:

Here we obtainZ
T

0

Z
T

0

ju(t)� u(s)j2
jt+ sj1+2�

dt ds =

Z
T

0

 Z
T

0

ju(t)� u(s)j2
jt� sj1+2�

jt� sj1+2�

jt+ sj1+2�
dt

!
ds

�
Z

T

0

 Z
T

0

ju(t)� u(s)j2
jt� sj1+2�

dt

!
ds;

so that

jKuj2
H�(�T;T ) � 4juj2

H�(0;T ):

Thus the proof of Lemma A.3 is complete.

Now we proceed to completing the proof of Lemma A.2. By (18) and Lemma A.3,

we obtain

kukX�
� CkukH� (0;T );
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namely,
1X
k=1

�
2�
k
j(u; hk)L2(0;T )j2 � Ckuk2H�(0;T );

which completes the proof of Lemma A.2.

We are ready to completing the proof of Lemma 7.1. We recall (4). By (7.7), (7.13),

(7.16) and (5) we have

�
�2�
k
j(u;Gk)0H1 j2 � Ck2��2

k

�����(u; gk)L2(0;T ) �
�
du

dt
;
(k � 1

2
)�

T
hk

�
L2(0;T )

�����
2

�Ck2�k�2
0@j(u; gk)L2(0;T )j2 + k

2

�����
�
du

dt
; hk

�
L2(0;T )

�����
2
1A :

Since u 2 L2(0; T ) and fgkgk2N is an orthonormal basis in L2(0; T ), noting that

2� � 2 < 0, we see

1X
k=1

Ck
2�
k
�2j(u; gk)L2(0;T )j2 � C

1X
k=1

j(u; gk)L2(0;T )j2 � Ckuk2L2(0;T ):

Finally, since (4) implies du

dt
2 H�(0; T ), so that the inequality (8) yields

1X
k=1

Ck
2�
k
�2
k
2

�����
�
du

dt
; hk

�
L2(0;T )

�����
2

=

1X
k=1

Ck
2�

�����
�
du

dt
; hk

�
L2(0;T )

�����
2

<1:

Thus we obtain

kuk2
�
=

1X
k=1

�
�2�
k
j(u;Gk)0H1 j2

�C
1X
k=1

k
2�
k
�2j(u; gk)L2(0;T )j2 + C

1X
k=1

k
2�

�����
�
du

dt
; hk

�
L2(0;T )

�����
2

<1

for 0 � � < 1
2
.
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