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Abstract. In this paper we consider electro—reaction—diffusion systems modelling the transport
of charged species in two-dimensional heterostructures. Our aim is to investigate the case that besides
of reactions with source terms of at most second order so called cluster reactions of higher order are
involved. We prove the unique solvability of the model equations and show the global boundedness
and asymptotic properties of the solution. In order to get necessary a priori estimates we apply an
anisotropic iteration scheme followed by usual Moser iterations. Then existence is obtained by cutting

off the reaction terms.

1. Introduction

We investigate differential equations modelling the transport of electrically charged
species in heterostructures. The redistribution of the species results from reactions,
diffusion processes and their electric interaction. Concrete model equations which we
are interested in are mainly motivated from applications to semiconductor technology.

In [9, 10] we studied a basic model leading to a system of partial differential equations
consisting of continuity equations for the densities of all present mobile species (includ-
ing electrons and holes) and a linear Poisson equation for the electrostatic potential.
For the Poisson equation one has to assume mixed boundary conditions.

In many applications to semiconductor technology this basic model can be somewhat
simplified. Here the kinetic coefficients of electrons and holes are very large compared
with those of the other species. Thus at least approximately we can determine the
electron and hole densities by the relations between the concentration and the corre-
sponding chemical potential such that the continuity equations for the electrons and
holes can be omitted. This reduced model leads to continuity equations for the re-
maining species coupled with a nonlocal nonlinear Poisson equation for the chemical
potential of the electrons. For a detailed derivation of these equations we refer to [10].
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Both problems can be treated in a unified way. We consider m species X; with charge
numbers ¢;. After homogenization of the boundary data for the Poisson equation we
get an initial boundary value problem involving the concentrations wu;, the charge
density ug, the chemical potentials v;, and some additional potentials vy, (o:

( 81111

ot V- (DiuiV(vi + givo)) + Ry* = 0 on (0,00) x €2,
v+ (Dsu;V (v + qvg)) + Ry = 0 on (0,00) x T,
u; = u;e”t on (0,00) x Q,
u;(0) = U; on €, i=1,...,m;
(1.1) —V - (e Vg) + e+, v0) = uo on (0,00) x Q,
vo = (o on (0,00) x I'p,
v- (e Vug) + Tv9 = 7(p on (0,00) x Iy,
uy = iqiui on (0,00) x €,
i=1
/eo(-,vo) dz = /uodx on (0, 00).
\ Q Q

Here R{! and R! are reaction rates in the domain and at the boundary given by

RP = 30 k(JLewtmro — [T entro ) - g, m=ar,
(o, B)ERE k=1 k=1

where each pair (o, 8) from the finite sets R, Rl defines a reaction of mass action

type
Olel—I——I—Oéme\:‘ﬂle—f——f—ﬂme

The function eg has the form

m

(1.2) eo(z,v0) = Zqui(a:) + fo(z) + fi(z) e — fa(x)e™"°, where f1, f2 >0
i=1

and the last equation in (1.1) represents the global charge conservation. The quantities
u;, D; are a suitable reference density and the diffusivity of the i—th species, ¢ is the
dielectric permittivity and 7 is the surface capacity. Mainly we are interested in the
investigation of heterostructures. Then all physical parameters u;, D;, kaxﬁ, e, 7, f1,
f2 as well as the functions U;, fo depend on the space variable x in a nonsmooth way.
In general the kinetic coefficients D; and k:gﬂ depend on the state variables. But in

this paper such a dependency will be considered only for the coefficients k:gﬂ.

Remark 1.1. In order to get the basic model equations from (1.1) we set (o = 0
and f; = 0,5 = 0,1,2. Furthermore we assume that each reaction conserves the
electric charge what means that > i, g;(a; — 8;) = 0 for all (o, 8) € R URY. Then
vp has the meaning of the electrostatic potential and the charge conservation relation
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n (1.1) follows immediately from the continuity equations. In the reduced model
after omitting the continuity equations for the electrons and holes we have to assume
that fi1, fo > 0 and the charge conservation relation must be added to the model
equations. Here vy corresponds to the chemical potential of the electrons and their
electrochemical potential (or Fermi level) {y occurs as an additional unknown quantity.
Then the electrostatic potential is given by vg — (p.

Existence results related to a weak formulation of (1.1) can be found in [5, 9, 10].
Global properties, especially the asymptotic behaviour of solutions are investigated in
[6, 8, 9]. The methods used in [5] and [9, 10] in order to prove a priori estimates allow
only volume reactions with source terms of maximal order 2 and boundary reactions
with source terms of maximal order 1 to be included. In this paper we focus our
attention to the treatment of electro-reaction—diffusion problems where a broad class
of higher order reactions is involved. Again motivated from semiconductor technology
among other volume and boundary reactions we consider reactions which describe the
formation and disintegration of clusters (see [2, 13, 14, 15])

Olel—f—---—f—Oéle\:‘Xj, jE{l+1,...,m}

where 2221 a; can be a high value. The set of volume reactions R splits up into
two disjoint parts, one only contains such cluster reactions and the other one contains
the usual volume reactions with source terms of at most second order. Precise as-
sumptions are given in Section 2. In order to get a priori estimates in this situation
we had to modify usual iteration techniques in such a way that the test functions for
the different continuity equations contain simultaneously different powers of normed
concentrations (see the proof of Lemma 4.1). In [7] we applied a similar anisotropic
iteration procedure to a very special reaction—diffusion system including boundary
reactions of second order.

The paper is organized as follows. In the next section we give the weak formulation
of the initial boundary value problem (1.1) and summarize the assumptions which our
considerations are based on. In Section 3 we collect known results for such problems
and derive some conclusions which will be of importance for the treatment of cluster
reactions. The main part of the paper, Section 4, contains the proof of global a
priori estimates. It is divided into three steps: anisotropic start iteration for upper
bounds, Moser iteration for upper and finally, for lower bounds. Results concerning
the asymptotic behaviour are summarized in Section 5. In Section 6 we prove the
solvability of our problem by some regularization technique. In the Appendix we
collect some auxiliary results used in the paper.

2. Formulation of the problem

We shall state a general evolution problem which involves the weak formulation of
the concrete model problems introduced in Section 1. We use the variables

v = (v9,V1,...,0m) Ry x Q= R™ (potentials),

U= (Ug, UL,y .., Up): Ry x Q= R™ (densities).
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Analogously we set U = (U, Us,...,Uy) where Uy = D", ¢;U; (cf. (2.2)). Since
we want to take into account heterostructures the potentials must belong to a space
of sufficiently smooth functions while the densities are regarded as elements of the
corresponding dual space. We work with the function spaces

X :=H x HY(Q,R™), Y := L*(Q,R™H)

and their duals X*, Y* =Y where H is a suitable subspace of H'(Q) (cf. (2.3)). In
addition, let
W= X NL®Q,R™1).

We define the operators A: W — X*, Fo: H — H* and E: X — X* by

(Av,7) := /Q { i Diu;e""V(; - V¢,
+ Y RI(wm(w) (a-8)-Cfde

(o, B)ERS

+/ Y. Raslv,m(w) (a@—pF)-¢dl, veX,
T (a, )err

where ¢; = v; + q;vo, (; =0; + ¢V, i =1,...,m, and 7 € L(H(Q),R) (cf. (2.3)),
(Egvg, o) := /Q {8Vv0 - V1o + eo(, vo)ﬁo} dz
+ /1“ 7(vg — m(vo)) (W — w(Vg)) dl, vy € H,
N
(Ev,v) := (Egvg, Do) +/ iﬂie”i@- dr, v7elX.
Q=1

Then the problem which we are interested in reads as

u'(t) + Av(t) = 0, u(t) = Ev(t) faa. t € Ry, u(0) =T,
(P)
u € Hyo(Re, X7), v € L, o(Ry, X) N L{s, Ry, L¥(Q,R™Y).

loc loc

We summarize the assumptions which our further considerations are based on:

)
Q is a bounded Lipschitzian domain in R?, T := 99,
(2.1) ¢ T'p, I'y are disjoint open subsets of I, ' =Tp UTy,

\ I'p NT n consists of finitely many points;

( q; € Z, u;, Uy € L=(Q), u;, U; > ¢ >0,
D, eL>*(Q), D;i>c>0,i=1,...,m;
Uo = i q:Us;
€€ L>*(Q), e>c¢>0,7c LETN), [Ip|l+[I7llLrry) > 0;

(2.2)




Electro—reaction—diffusion systems including cluster reactions 5

.

H is a linear closed subspace of H*(Q), Hi(QUTy) C H;
m e L(HYQ),R),
0 (H'(®),R)
v— 7r(v) € HY(QUTy) Vv € H,
| 7(h) Jp (v —7(v (v))dl' =0 Yh € H}(QUTYy), Yv € H;
)
eo: €2 X R — R satisfies the Carathéodory conditions,
(2.4) leo(z,y)| < ce¥l faa. ze€Q, Yy eR, ¢>0,
' eo(z,y) —eo(x,2) > bo(z) (y — 2) fa.a. z € Q, Vy,z € R with y > z,
[ bo € L@, Ibolles 2 ellall, e >0
(5 T
R**, R are finite subsets of Z!" x Z;
for © =, I and (o, 3) € R* we define
Rgﬁ = kfﬁ(x7y7 Z) (eOC'C - eﬁ.<)7 T € 27 Y= (y07 Yi, - 7ym) € Rm+17
G =vYi+qy, t=1,...,m, z € R, where
(2.5) kaxﬁ: Yx R xR = R, satisfies the Carathéodory conditions,
kfﬁ(:c, -,+) is locally Lipschitz continuous uniformly with respect to z,
kaxﬁ(-,y, z) < ce®Wol*12D) g 6. on 2, V(y, z) € R™+2,
kZs(,y,2) > big r(-) ae. on X, V(y, 2) € R™? with yo, 2 € [~ R, R],
| 025 € L), 635 alliis) > 0
(
R =REURE, RENRY =0 and there exist integers
L>21e{1,. m} and a constant ¢ > 0 such that V{ € R™
. 2<Zaz<L Zﬁz_() Z a; =0, Z B =1 VY(a, B) € R,
i=l+1 1= l+1
a¢ _ B¢ oy Ck i
o max (€% —e”) (6 az)Sc(Ze (Ze +1)+1),
(2.6) k=1 j=1
¢ _ oBCY (3 — ) < ( 20k 1) 0
max (e =) (B —aq) < e ;e +1) V() RS,
l
a¢ _ oB¢
o max (o€ — ) (5 (Z +1),
al _ B¢ C 1) r
L (0 <o 35 80) vias e
\

The assumptions (2.1)—(2.5) are supposed to be fulfilled up to the end of the paper
without any citation. For the proof of solvability we will additionally assume (2.6).
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Finally, in order to get global bounds and further asymptotic properties we need an
additional assumption concerning the structure of the reaction system which will be
introduced later on (see (3.6)).

Remark 2.1. If (u,v) is a solution to (P) then u, v have following regularity prop-
erties: u € C(Ry,Y), u € Cp-(Ry, L°(Q,R™T 1)), vy € C(Ry, H), v; € C(R, L?),
i=1,...,m, v € Cyu(Ry, L®°(2,R™*T1)). These properties imply the relations

uo(t) = qouq(t) in L*(Q) Vt € Ry,
=1
E()U()(t) = Uo(t) in H* Vt € R+,
vi(t) = In(u;(t)/w;) in L(Q)Vte Ry, i=1,...,m.

Remark 2.2. In order to explain the meaning of the assumptions (2.3), (2.4) let
us consider once more the concrete model equations (1.1) (cf. Remark 1.1, too). Here
the function eg is given by (1.2). In the basic model we assume f; =0, j =0, 1,2, and
set

H=H;(QuUTy), 7=0.

Then (2.3), (2.4) are obviously fulfilled. Testing the equation u/(t) + Av(t) = 0 with
v = (0,q1, " *,qm) € X the global charge conservation is obtained. In the reduced
model we assume f; € L>®(Q), j =0,1,2, f1, fo > ¢ > 0 a.e. on  and set (see [9, 10])

|rD|1/ wdl if [Tp| # 0,
H=H}(QUTN)+R, 7(w)= X I'p we HY ().
HTHZI(FN) . deF lf |FD|:O7
N

Then (2.3), (2.4) are fulfilled, too. Now the global charge conservation relation is
obtained by testing the equation Fovo(t) = ug(t) with 59 = 1 € H. The unknown
Fermi level ( is evaluated as (o = 7(vp).

Remark 2.3. By the assumptions (2.2)—(2.4) it follows that there exists a ¢ > 0
such that

(2.8) Vo |32 +/ bo v3 dx —|—/ 7(vo — m(vo))? dI’ > ¢||vo |3 Vo € H.
Q r

N

Therefore the operator Ey: H —» H* is strongly monotone and there exists a constant
¢ > 0 with

(2.9) lwo(®)llm, Im(wo(t)] < e (1+ > lus(®)lz2) ¥t € Ry

if (u,v) is a solution to (P). Finally, let us note that the operator E: X — X* is
strictly monotone.
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Remark 2.4. The form of the reaction terms in (2.5) involves some important
structural properties. First, it holds

m

(2.10) R Z (x,y, % Z —B)(yi + qiyo) >0 faa. x € X, V(y,2) € R™2,
=1

This relation will ensure the energy estimates in Section 3. Furthermore, for i =
1,....m

(i =1)Ci+27 s 4Gy }

e % (e*¢ —eP %) (a; — B) < oy e{ if a; > (3;,

i—1)G i2i B3y
o5 (67— P ) < el P

if a; < B3;.
The growth conditions in (2.6) for the reactions («a, 3) € RS exclude volume reactions
of the form

Xp+Xi=X;+ Xy, wherehe{l,...,1},i, 4, ke{l+1,...,m},

Xn+X,=X;+ Xy, whereh,ie{l,...,l}, 5, ke{l+1,...,m}.

The method presented in this paper in order to prove the solvability of (P) is not able
to handle such reactions which are quadratic in cluster species but where also non-
cluster species are involved in the described way. Their additional treatment remains
an open question.

3. Energy estimates

In this section we collect results established in [9] under assumptions which are
fulfilled also for the problem discussed in the present paper. Furthermore we will
make some conclusions which will be of importance for the treatment of the cluster
reaction terms in Section 4 (cf. Lemma 4.1).

The following estimates of the solution to the Poisson equation can be found in [9,
Lemma 3.1]. The proof is based on regularity and boundedness results for elliptic
equations with mixed boundary conditions established in [11, 12].

Lemma 3.1. There exist constants ¢ > 0, ¢ > 2 and a continuous increasing
function d such that

(3.1) Jvollze < e(lluo o fuolllzs + d(llvolar) + 1),

(3.2) lvollwra < e(luoll 2o + d(lvollm) +1)

if vo € H and Egvg = ug € L*(Q).
Next, we collect results concerning the free energy (cf. [6, 8, 9]). We define the
function ¢g by

$o(z,y) == eo(z,y)y — /Oy eo(z,n) dn.
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By (2.4) we find easily the following properties of ep and ¢g

eo(z,y)(y — ) —/_y eo(z,m)dn > bo;m) (=72 dolz,y) > bo;ar) S

Y bo
/Oeo(a:n)dn> ;)y +eo(z,0)y faa. ze€Q, Vy,yek

(3.3)

Because of (7.4) the functional ®: X — R,

(o) ;:/Q{g|vvo|2+/0 dy—i—ZuZ }dx—f—/FNg(vo—w(vo))ZdF,

is continuous, strictly convex, Gateaux differentiable and it holds 0® = E. Its conju-
gate functional F: X* — R,

F(u) := sup {(u,v} - @(v)},

veX

is proper, lower semicontinuous and convex. It holds u = Fv = 0®(v) if and only if
v € OF (u). F may be interpreted as the free energy of the electro—reaction—diffusion
system. If u € X* and u = Ev then F(u) can be calculated as

F(u):/Q{%|VUO|2+¢O(.,UO)+§:(ui(ln;—i—nwi)}de %(vo—w(vo))zdf

where vy fulfils the relation Egvg = ug. Along any solution (u,v) to (P) the function
t — F(u(t)) is absolutely continuous and it holds (see [1])

—F(u(t)) = (W' (t),v(t)) = —D(v(t)) fa.a.teRy
where the dissipation rate D is given by
D(v) := (Av,v), veW.
By the definition of the operator A and by the property (2.10) of the reaction system

the dissipation rate is nonnegative for all v € W. Therefore Theorem 3.2 in [9] is valid
in the setting of the present paper, too.

Theorem 3.2. If problem (P) has a solution (u,v) then
i) F(u(te)) < F(u(t)) < F(U) for ty>1t1 >0,

i) [Jo (¢ HH1+Z(Huz Y us(t)]| oo+ [[ue()] 22 ) /D Nds<c VieR,,

iii) Jlvo(8)l[ o< lvo(B)l[ Lo (rys |m(vo(8))| < ¢ Vi€ Ry

where ¢ depends only on the data.
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By § € R™ we denote the stoichiometric subspace
S :=span{a—(: (o, 3) € RYUR}.

We define the subspace
U= {u € X" ug = Z%‘Ui, ((u1,1),..., (um, 1)) € S}
i=1

and introduce its orthogonal complement
Ut = {v € X:V(=0, ¢ €St where §; = v; + givg, i = 1,...,m}.

Having in mind Remark 2.1 and using the test function (0, 1,...,1) we obtain for any
solution (u,v) to (P) the following invariance property

(3.4) u(t) eU+U VteRy.

Therefore it makes sense to look for steady states (u*,v*) to (P) fulfilling the property
uvreld+U.

Theorem 3.3. There exists a unique steady state
(3.5) (u*,v*): Av* =0, u" = Ev, v el +Uv" €W

to (P). The element u* is the unique minimizer of F' on U + U, while the element v*
is the unique minimizer of ® — (U,-) on UL. Furthermore

u*, v* € L®(Q,R™TY), v* € LT, R™),

* .* .
uf >c>0ae on{, af :=e" %% =const >0,i=1,...,m.

For the proof we refer to [8, Theorem 3.1] or to [6, Theorem 3.2]. Because of (2.1)
the assumption concerning the initial values required there is fulfilled.

As announced in Section 2 for our further investigations we will fix some additional
assumption concerning the reaction system. We denote by M the set

M= {aER?, Vo EH:Haf‘i :Haiﬁi V(a, B) € RPURT,
i=1

i=1
(Eovo,uyare” Y . Uy ame ) e U + U}
and suppose that
(3.6) M Cint R x H.

The meaning of assumption (3.6) is explained in more detail in [8, 9]. Then by
Theorem 3.3 it holds M = {(a*,v§)}. Furthermore, in [9] under this additional as-
sumption the following theorem and its first corollary are established.
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Theorem 3.4. Let (3.6) be satisfied. Then there exists a A > 0 depending only on
the data such that

(3.7) Fu(t)) — F(u*) < e (F(U) — F(u*)) V>0

if (u,v) is a solution to (P).

Corollary 3.5. We suppose (3.6). Let (u,v) be a solution to (P) and

(3.8) a; = eVitevo — ? el 4 =1,...,m.
u;
Then there exists a constant ¢ > 0 depending only on the data such that fori =1,...,m

I/ui(t) Juf — 1|22, [[\/ai(@t) /a; — 1|2 < ce™ /2,

(3.9)
loo(t) = g lr, llus(t) = w3 oa, la(®) — @} o2 < ce™/2 Ve € Ry

The next corollary supplies some inequalities which are useful for the start of global
a priori estimates for the concentrations from above. In [9] we obtained such estimates
without the use of assumption (3.6), but only for source terms in the volume reactions
of maximal order 2. Higher order source terms as considered here forced us to assume
(3.6) for this purpose.

Corollary 3.6. We assume (3.6). Then for r € [2,00) and " with 1/r +1/r' =1
there exist constants ¢, > 0 depending only on the data such that

(310) HUZ/U: - ]'HL’"(R_,_,L’"/) < ¢r, 1= 17"'7m7
if (u,v) is a solution to (P). Especially ||u;/uj —1||12r, 2) < c.

Proof. Because of |[vg||zec(r, ,z~) < ¢ we find the following estimate

D(v(t >00/Z|V\/az Yar*dr faat e R,
where a; is given by (3.8). Since ||D(v)||z1(r,) < ¢ we find together with (3.9)

(311) H\/ai/a;—lHL2(R+,H1) SC.

Because of

Jui /ui = 1] < c(lai/aj — 1] + Jvo — vg]) < e(lv/as/a; — 1 + |\/as/a; — 1] + |vo — v§])
we obtain by Gagliardo—Nirenberg’s inequality (7.3) and the continuous imbeddings
of L*(Q) into L™ () and H*(Q) into L™ (£2) that

HUZ/U: - ]‘HTT(RJ”LT’)

¢ / {IVaifa; =12 + | ai/ai =113, + llvo = 515, | ds
Jr
* 2 * * *
c / {Ivaifat = 13 I/asfa; = 1 + I1v/asa; = 1z + llvo — vl | ds
Jr

and because of (3.11), (3.9) the assertion follows. O
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4. A priori estimates

4.1. Upper bounds: Anisotropic start iteration

We are going to find a priori estimates for solutions to (P) depending only on the
data. At first we look for upper bounds for the concentrations. We intend to use the
Moser technique. Because of the higher order of the cluster reactions (see (2.6)) we
have to start with some preliminary estimates. These estimates seem to be the most
difficult part in the treatment of the model equations containing cluster reactions.

Let ko € N be given by
(4.1) ko=l < (L — 1) < 2o,

Lemma 4.1. Additionally we suppose (2.6) and (3.6). Then there exists a constant
c > 0 depending only on the data such that

m

k
Z [Jwi(t) /] i;io <c VteR,
=1

if (u,v) is a solution to (P).

Proof. The proof will be done iteratively. In every step we use estimates which
have been established in the energy estimates (see Theorem 3.2 and Corollary 3.6)
and assertions of the previous step. More precisely we show: For all n € N with
1 <n < (2% — 1)L+ 1 there exist constants ¢, depending only on the data such that

l m

—n _ (n+L-1)/L

(4.2) S @ /w2 + > @) /wl Y < en VEe R,
1=1 i=l+1

if (u,v) is a solution to (P). Note that for n = 1 this result is known from the energy
estimates in Theorem 3.2.

Now let n € NN [2, L(2% — 1) + 1]. Because of (2.1) we find constants v, § > 0 not
depending on n such that a.e. in ()

1 4(n —1
Ui — 2’7, Dzﬂz(niﬂ 25, 221, ,l,
n n
(4.3) I An—1)
n_
Uj———— > 7Di_i—>6a =1+ 1,...,m.
YnrL—1-" U(n—i—L—1)2_ P "
Let z; :=u;/u;, i = 1,...,m. In (P) we use the test function

T :=e ((), Z{L*l, cee Zlnfl, Zl(ﬁil)/L, cee 25,?_1)”) € L%oc(R-H X)

and integrate over t. Note that the components of the cluster species are taken with
sufficiently low power, adapted to the maximal order of the cluster reactions L whereas
powers of the other components are chosen as usual. Thus we obtain the identity

L) + L(t) = —I5(t) + Iu(t) + Is(t) + Is(t) Vi e R,
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where the terms I;(¢) are defined in the following estimates. For convenience we
introduce the functions

wi=2"% i=1,0 w=2"TECE 1 o,

Note that these functions belong to C'(R,, L*(Q)).
1. We start with the parts from the time derivative. With (4.3) it follows

t
> 3 {1z = el Ol —c [ il ds}:

=1

2. Using once more the notation of (4.3) we get for the diffusion terms

/ / ZD“N“ Z Diu; VoV (2"~ 1)/L)}dxds
1=l+1
= / esZéHVwiH%gds
0 :
" ’L;l
> [l 3 {otol i} as

3. For the integral coming from the drift terms

t l m
:/0 eS/Q{;DiuiquvoV(zinl)—i- Z DiuiquUOV(zgn_l)/L)}da:ds

i=l+1

we estimate the absolute value by
t m
|I3(t)| S 2/ e’ / Z Dﬂzwz |quv0Vwi| dzds
0 Qi
t m
e [ e > Ivluallwile sl ds
0 =1

where ¢ is given from Lemma 3.1, » = 2¢/(q — 2) and ' = 2¢/(q + 2). With (3.2),
Gagliardo—Nirenberg’s and Young’s inequalities we continue our estimate by

I(t)] < e / (1+Zuujuy)Zuwzu?/’"u wil[3*" d
t
Sc/o S(1+Z(||uj w5 + o ||Lr))2||wz||2“|| will 3" d

m

t
</Oesz |wz||H1+c(1+Z||uy w4l ) D sl } .

3
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4. Using the estimate ||vg||zoc(r, <) < ¢ (see iii) in Theorem 3.2) and the growth

conditions for the source terms of reactions belonging to (a, ) € RS (see (2.6)) we
find

l

L(#) ;:/ / S R (Z )z + i(ﬁi—ai)z§”1>/L)dxds

(@ ﬂ)eR” =it
< [ [{E (D) e T
_1m m
—|—(Zz,§+1) Z Z(n 1)/L}dfcds
k=1 i=l+1
t l
. 2L+n—1)/L
< / ee {143 laallpths + S e G
0 i=1 k=Il+1

+Z1, 1Zk l+1fQ( 2 (n D/L + w; zk)dm}ds

By means of Holder’s, Gagliardo—Nirenberg’s and Young’s inequalities we estimate the
several terms under the time integral as follows:

Z /ZQZ](: 1)/Ldm <ec Z / l—|—w2(n 1)/(n+1)) dx

k=Il+1 k=Il+1

§é||zi||2ii1+c(1+ Z ||wk||%2), i=1,...,1,
k=Il+1

28] zillpth < ellzllcallwills < ellzallza llwsl callwillm < Gllwill3n + ellzll?z w3
< Sllwilldn +elllu = uf 32 + Dllwill3, i=1,...1,

N 2L+ 1)/L
&l 2| PR TE < ezl e wkl|Za < llwklZn + e(lus — w3z + 1) w22,

k=1l+1,....m,

ey [ wtade < > leelos sl

k=Il+1 k=Il+1

< Sl +o( 3 o - wilBe + 1) fwillss  i= Lol
k=Il+1

Therefore we obtain for I,(t) the estimate

/ Z ||wz||H1 +ef1 +Z (Z g =l + 1) Jil[3) } ds.

1=1 =

5. Since ||vgl| o (r,,L¢(r)) < c and the boundary reactions for (a, 3) € RY have source
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terms of maximal order one we can estimate by using the trace inequality (7.1)

Is(t) ::/ / > RB(Z Ly i(ﬁi—ai)zﬁ‘””)drds

,B)GRF i=l+1

< [eer {3 (Il + 103t )
=1

L+n—-1)/L n—1)/L
30 (IS + Nl Sy} s
i=l+1

t m
/(; CGSZ |wZ||%2(F)+1}ds

=1

IN

m
1=

t
< e {Shulin + (s +1) s
1

6. Now we handle the cluster reaction terms for (o, 8) € R{. Let jj4 g) be the uniquely
defined index such that 3;,, , = 1. Then

l

I6(t) = / / Z k [ Z eQi'Uo)Oéi _ Zj(a ﬁ)eqj(c,(’ﬁ)vo:| %
(o, B)ERE ,
[ J(:La ;))/L ZO‘ . 1] dx ds
/ /( ﬁ)zenﬂkaﬁzl_[l (2;€770) [J(("aﬁl))/L Zaz n— 1} N
/ [Z Z Zj % ] }ds.

i=1 j=l+1

IN

For t € Ry and every pair (a, 3) € R{ we define the sets

l
Qy(t, o, B) = {m SV zj(a,g)(t)("_l)/L < Zaizi(t)”_l},

i=1
l
Q_(t,a,B) = {x €0z, 4 (t) =D/ > Zaizi(t)"*l}.
i=1

On Q4 (t, a, 3) the terms kg Hz 1 (ze®ivo )i [zj(-::;)/L —22:1 aizinfl] are non positive

and can be omitted. Because of a; > 0, z; > 0 we obtain

~1)/L 1 '
zj(.:laﬁ))/ >z on Q_(t,a,8), i=1,...,1,

in particular, for ¢ with a; # 0 we get

zi < ~1/(n— 1)z31(/Lﬁ) on Q_(t,«, B).
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Thus using the bounds for vy and the fact that 22:1 o; < L we can conclude as follows

l l
Q V0 (n=1)/L n—1
|3 w0 = Y e
=1

(wp)er =1
l
—ai/(n—1) al/L (n 1)/L
<y |/ o 1 e/
(a,ﬂ)GRQ Q_ (aaﬁ) 1= 1,(11-;&0
(n—=1)/L S (n+L—1)/L
S Z /Q ZJ( .B) +l) J( .B) dz < C/ (1+ Z Zj(a,@) )dm
,ﬂ)GRQ (a ﬁ) Q j=l+1
< (1+ Z uijLz).
j=l+1

As last terms we have to estimate

¢ [ 5l de < [ 50+ 1 do < el + el el
Q Q

< dllzjllLr + ell 2| 2 lJwill L2 [[will

IN

Dollewilis + eIzl + lzsll3llwil3:)
< lwnlids + elzsllon + (g — wle + 1) w32 )
Since ||2;|| o (r,,z1) < ¢, this together with the previous estimates of step 6 yields

t m m
)
< [Cer S0 {R ot + (2 (s =315 + 1) sl + 1) .
=1 =1

7. Finally, the estimates from step 1 up to step 6 imply

t m
0
vetznwz ||Lz<c2||wz ) + / e {143 { = Flwill + w2
=1

m

e > (s = w12 + g = w570 ) lwsll3= | d.

=1

From the properties of U; and %; in (2.2) the terms |lw;(0)||3, are bounded by a
constant depending only on the data. Moreover, by (7.3) and Young’s inequality we

obtain

2(n—1)/n|| Z||2/n

Hwi H%? < c||wi||L2(n—1)/n

2(L+n—2)/(L4+n—1 2/(L+n—1
lwill2, < el | 2o B ) g, | 2 (D)

(L+n-1)/L

< willds + ellzsll S Yk enany, i=l+1,...,m

< Qlwnllys + el i, ooy i=1oesl,

Y
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and using (4.2) for n — 1 we arrive at

m
'Y w2 < e(n,enn)e’
i=1

t m m
[ ee SO (= w33 + s = w0 il s

i=1 j=1

;'nzl (HU’J - U;||2L2 + |luj — u;-||”'”r,) be-
longs to L' (R ) we can apply some special form of Gronwall’s lemma (see Lemma 7.1)
and obtain

Since by Corollary 3.6 the time function g := )

m t
3 w0l < '+ [ eeryle) el ds < et fglae, el < o
=1

for all t € R,. Dividing this inequality by e’ and writing it in terms of u we verify
inequality (4.2) for n and the assertion of the theorem is proved. O

Remark 4.2. Since 7’ = 2q/(q + 2) < 2 < 2%, Lemma 4.1 and relation (3.2) give
a constant ¢4 4 > 0 depending only on the data such that for a solution (u,v) to (P)

(4.4) Hvo(t)le,q <cgq Vte R+.
4.2. Upper bounds: Moser iteration

Theorem 4.3. In addition to our standard assumptions we suppose (2.6) and (3.6).
Then there exists a constant ¢ > 0 depending only on the data such that

ui(t) /Uil < ¢, i=1,...,m, VteR,

if (u,v) is a solution to (P). The same estimate holds for the L>°(I')-norms of u;(t)/u;
for a.a. t € Ry.

Proof. The proof is based on Moser estimates. Let z; := (u;/u; — K)™ with K :=
max{l, |Ui/@i||zs, ..., [|Un/Gm|z=}, wi = zf/2 where p > 2(L — 1). We use the
test function

vi=pet (0,207, ... 227 e L2 (R, X)
for (P). Additionally, we define k by
(4.5) K :=ci"y + 1 where r = 2¢/(q — 2), q from (3.2).

Note that volume and boundary reaction terms satisfy the restrictions (2.6). Since K
is a constant (defined by the data) and u; < z; + K for some suitable chosen § > 0 we



Electro—reaction—diffusion systems including cluster reactions 17

have
et i/ﬂi|wi(t)|2dx
=179
+ m
s -4 i2 i2 ; p—1 f p—1
< [ { [ {-ovu + (it + wlveol v+ wf +027) o

=1

+ cp/(ui +1)2P! dF} ds
r

t m
<[> { = luili + (I Fvolaall Tl (- + 1)
0

=1

2(p+L—-1
Nl PLEE + ey + 1) ) s

¢ m
s 0
< (oS { - gl +er? (19l + 1wl + 1)
el G5 ol s+ 32 w2+ 1) Y ds
/ Z {e(wralwills + 1) + il 2/ T2 4 g3 +1) b ds

stz’”’f/ P2 (el 1) ds

22 —2L+2
< cp® ke Z sup [|zi(s)[[P222P PR 1) v e Ry

i—1 S€R+

Therefore we obtain the estimate

i 2p/(p—2L+2)
>zl + 1< cep? K(Z sup ||z (s)|17,. + 1) Vi€ Ry
=1

1S€+

with c46 > 1 only depending on the data. We set p = 2%, k € N, k > ko where kg is
given by relation (4.1) and define

b == Z sup sz zk + 17 k> ko.

i—1 S€R+

From (4.6) we conclude that

{s
b < (22T)k (ca6K) bk—211€72L+2

k—1 2j

{Z‘“ ot (fo— 1)2’} {2’;0‘“0 12} {zk—ko} Mi=ro 57-271
< | (2%) (Kcag) b, .
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The last inequality can be proved by induction. Note that the product

0o .
2]
Cy = H 72j—L+1
Jj=ko

is finite and all of its factors are greater than 1. Moreover

k—ko—1 ‘ k—ko—1 ‘
Yootk N (B —0) 2t < 2P k> k,
=0 =0

such that
2k
bk (2 K C4.6 bko) .

Thus we arrive at

co
anz W ,ar < \F(z “46(2 sup [|zi(s) 2, +1)) vt e Ry, k> ko.

_1SER+

Passing to the limit £ — oo we obtain

co
anz M < \/*(247",1046(2 sup ||z(s ||L2"“0 +l)) vVt e Ry,

i=1 S€R+

Applying the result of Lemma 4.1 we find the desired estimates in 2. The estimates
at the boundary follow from (7.2). O

4.3. Lower bounds
Having once obtained global upper bounds we find global lower bounds for the

solution, too.

Theorem 4.4. Let additionally (2.6) and (3.6) be fulfilled. Then there exist con-
stants c1,co > 0 depending only on the data such that

|v; (D) |lpee < c1, essinfrequi(t) > co, i =1,...,m, Vt € Ry

if (u,v) is a solution to (P). The same estimate holds for the L>°(I')-norms of v; (t)
for a.a. t € R,.

Proof. If (u,v) is a solution to (P) Theorem 3.4 and Theorem 4.3 ensure the prop-
erties

F(u(t)) — F(u*) <e M(F(U) - F(u*)) Vt>0
|l Loo (ry Lo ()5 Ui/TillLoory Loy <€ T=1,...,m,

where ¢ depends only on the data. With these estimates the desired global lower
bounds for the solution follow from Theorem 5.4 in [9)]. O
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5. Asymptotic behaviour

Additionally to the result stated in Theorem 3.4 we find the following asymptotic
estimates concerning the densities and potentials.

Theorem 5.1. In addition to our standard assumptions we suppose (2.6) and (3.6).
Then there exist constants c, A\, > 0 depending only on the data such that

> (i) = ufllzs + Jvi(t) = villr ) < ce™ " ¥220,  where p € [1, +oc)
=0
if (u,v) is a solution to (P).
Proof. If (u,v) is a solution to (P) Theorem 4.3 and Theorem 4.4 ensure that
|lvi(®)||pe <e, t=1,...,m, VteR,.

Thus all assumptions of Theorem 5.5 in [9] are fulfilled and this theorem gives the
desired estimates. O

6. Solvability

6.1. The regularized problem (Py)

In order to prove the existence of a solution to (P) we will use some regularization
techniques. For any arbitrarily fixed time interval S := [0,7] we consider a problem
which arises from (P) by regularizing the volume and boundary reaction terms. Let,
for N € Ry, px:R™2 — [0,1] be a fixed Lipschitz continuous function such that

0 if |(y,2)lec > N,
PN(y,Z) = . ) |(y7z)|<>0 = ma’X{|y0|7"'7|ym|7|z|}
1 if |(y,2)|ec < N/2

and let the functions g%,: ¥ x R™*! x R — R be defined by

gxi(z,y,2) == pn(y, 2) Z Rgﬁ(a:,y, 2)(a; — Bi), T=Q, I, i=1,...,m.
(o, B)ER>

We introduce the operator Anx: W — X* by
(Anv, D) = / > {Dﬂievivg -V + g v, W(Uo))zz} dz
Q=1

+A;ﬁwmw%w
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We are looking for solutions to the following regularized problem

P) u'(t) + Anv(t) =0, u(t) = Ev(t) fa.a. t € S, u(0) =T,
: u€ HY(S, X*), ve L3S, X) N L°(S, L>(Q,R™T)).

Theorem 6.1. For each N € Ry there exists a unique solution to (Py).

Proof. The functions g%, satisfy the Carathéodory conditions and easily one verifies
the following properties where especially (2.10) and (2.11) have to be used:

|g]2\:72~(33,y, Z)| <cx faa. x € E, V(y,z) - RerQ,
|g]Z\372(x’y’ Z) - g]z\:h(x7y7z)| S LE |(y - @,z - z)|oo
faa. € X, V(y, 2), (7,Z) € R™2,

> i@y, 2) (Wi + qivo) > 0 faa. x €, V(y,2) € R™H?,
=1

gni(z,y,2) <cse¥i faa. xeX Yy, z) € R™? with y; <O0.

Thus we can apply [10, Theorem 6.1] for electro—diffusion systems with weakly non-
linear volume and boundary source terms to obtain the assertion. a

6.2. Estimates for the solution to (Py)

We are going to find estimates for solutions to (Px) which do not depend on N.
At first note, that for the solution to (Py) the relations in (2.7) are valid. The corre-
sponding dissipation rate Dy (v) := (Anv,v) is nonnegative for all v € W. Therefore
the results of Theorem 3.2 and Lemma 3.1 remain true for the solution to (Py) and

1PN (W)l L1(s) < ¢ Fu(@)), [u@®)lls llvo(@)]ar < ¢
(6.1) loo @)z, [lvo ()] (ry, [7(wo())] < co.1,

m
1o () [|wie < C(Z s (B)]] 2/ 2o + 1) vt € 8.
=1

All these estimates are independent of N and of the length of the time interval S. Next
we look for upper bounds for the concentrations. We intend to adapt the estimates
already done for (P). But let us note that the global assertions of Corollary 3.6 are not
available for (Py). Using other arguments corresponding inequalities will be derived
now with right hand sides depending on the length 7' of the time interval.

Theorem 6.2. We assume (2.6). Then there exists a continuous increasing function
dg.o > 0 depending on the data, but not on N, such that for the solution (u,v) to (Pn)

(6.2) wi(t)/Tillpee < dg2(T),i=1,...,m,Vt €S.
The same estimate holds for the L*°(I')—norm of u;(t)/u; for a.a. t € S.
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Proof. We verify the validity of the assertions of Corollary 3.6 for (Py) on S as
follows. With u; = u;a;e” %%, i =1,...,m, we find from (6.1) that

IVai/ai =1z (s,22), [vo = vgllLee(s,mr) < ¢
and since S is a finite interval
I/t — laesis, Iv/adad -1z, < d(T)
where d does not depend on N. This leads (as in the proof of Corollary 3.6) to
lwi/ui = Ul prgpry <d(T)  forr€[2,00), 1/r+1/r"=1.

Note that the absolute value of pn can be estimated by 1. Thus we can now apply
exactly the same procedure as in the proof of Lemma 4.1 and Remark 4.2 (but now
only on the finite interval S) to obtain the estimate

(6.3) Z i (8) [T 2 < AT),  wo()[310 +1 < R(T) VEES

with continuous increasing functions d and k depending only on the data but not
on N, ko was defined in (4.1). After this Moser estimates as done in the proof of
Theorem 4.3 (now on S) supply the desired L>—estimates. O

Theorem 6.3. We assume (2.6). Then there exists a continuous increasing function
dg.4 > 0 depending on the data, but not on N, such that for the solution (u,v) to (Pn)

(6.4) lv; ()|~ < dga(T),i=1,...,m,Vt€S.
The same estimate holds for the L*(I')-norm of v; (t) for a.a. t € S.

Proof. We start with (6.1), Theorem 6.2 and (6.3). By the ideas of the proof of
Lemma 4.2 in [9] we find a continuous increasing function d, not depending on N and
p such that for p > 2 and ¢+ = 1,..., m the recursion formula

65) o+ K@ <dT) [ er @) (1K) (@), +1) ds

holds for all t € S where K := max{1,In |[u;/U;||rs, ..., 1n||@m/Unl|L=}, «(T) from
(6.3), 7 =2q/(q — 2), q from (3.2). Continuing this estimate for p = 2 by

e ll(vi + K)~ (O < celll(vi + K)~(@)]]F2 < d(T) / e (0 K) (6)Bs +1) ds
and applying Gronwall’s Lemma we obtain that
(6.6) (v + K)~ ()| 22 < d(T)eX™) < d(T) vteS.
Similar as in the proof of Lemma 4.6 in [4] we find now from (6.5) that
I+ ) (@) e < dCT)(T) (sup (wr + K)~(5) e +1) Ve S

which together with (6.6) supplies the estimate ||v; (t)||z < d(T'). The estimate for
the boundary norm follows from (7.2). O
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6.3. Existence and uniqueness result

Theorem 6.4. Under the additional assumption (2.6) there exists a unique solution
to (P).

Proof. We define a mapping from R to L>®(Q, R™*1) x L>°(Q,R™*!) by

(u(t), v(t)) = (ugr () (£); V() (£)) for £ >0,
(u(0),v(0)) = (U, Ey 'Up, In[Uy/u1], ..., In[Up, /Unn,])

where (ug ), Vg(4)) is the solution to (Pg,)) on S :=[0,1] and

N

N(t) := 2 max {cﬁ_l, In dg »(t), d6,4(t)}.

Since N(t) > N(s) for t > s and since the solution to each problem (Py) is unique we
get

(g () (8): V() (8) = (g (8), vy (5)), 5 < 2.
Thus we obtain that the pair of time functions (u, v)|( is a solution to (P ;) on

[0,¢]. By the choice of N(t) we guarantee that the operators A (1) and A coincide on
the solution to (P ;). Therefore (u,v) defined here is a solution to (P). Uniqueness
(even without using assumption (2.6)) has been proved in [9, Theorem 3.1]. O

7. Appendix

Here we collect some results which are relevant for the investigations of the paper.
We assume that Q € R? is a bounded (strictly) Lipschitzian domain. We use the
following imbedding result which can be derived from [16, p. 317, equ. (5)] by a
modified application of the Holder inequality

(7.1) 1ol ey < cadllvll oo g lvllai@), veH (Q), ¢>2.

By means of this trace inequality we get

(72) ey < ol Vo€ () N HY(Q).

As a special case of the Gagliardo—Nirenberg inequality (see [3, 17]) we use the estimate

(7.3) lwllze < epi 0] 5P |lw] i7" vw e HYNQ), 1 <k < p < oo

Especially, for p from compact intervals

1 1-1
lollze < e w2 llwln” Yo e HYQ), pr <p <ps.
From Trudingers imbedding theorem (see [18]) we get

(7.4) He|w|HLp <d,([lw| gr) Vwe Hl(Q), 1<p<oo.
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Finally, we make use of an extended form of Gronwall’s Lemma (see [19]).

Lemma 7.1. Letg € L([0,T],R) with g > 0 a.e. in [0,T] and let ¢, a € C([0,T], R)
with

o(t) < alt) —I—/O g(s)o(s)ds Vt e [0,T].

Then it holds

#(t) <a(t)+ /Ot a(s)g(s) el 9MdTqs it € [0, 7).
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