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Abstract

Recovering the frequency of incoming data sequences in optical transmission lines

is important for signal processing. It has been suggested to use all-optical devices,

for instance lasers diodes, for this purpose. Recently, self-pulsations have experimen-

tally been discovered in multi-section distributed-feedback lasers. If a self-pulsating

laser is exposed to an external data signal, it is expected that the frequency of the

self-pulsation locks to the frequency of the data signal, and clock recovery would

be obtained. Mathematically, this problem amounts to investigating frequency lock-

ing of periodic solutions, that is self-pulsating laser states, on invariant tori under

external forcing which represents the external data sequence. In this article, Mel-

nikov functions are derived for periodic forcing, and results on frequency locking

under aperiodic forcing are given. The results are applied to a model describing the

multi-section distributed-feedback lasers which have been used in experiments.

AMS subject classi�cation. 35B10,34C15,78A60.
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1 Introduction

In recent years all-optical signal-processing systems have attracted much interest. Suppose

that optical �bers are used to transmit a data signal. Typically, data signals are encoded

by slow modulations of a rapidly-oscillating carrier wave traveling through the �ber. At

the end of the �ber, the data sequence should be processed and regenerated. It is desirable

to use optical devices for this purpose. Indeed, cumbersome electro-optic conversions could

then be avoided. Figure 1 contains a schematic picture of an all-optical signal-processing

device.

In a �rst step, the power frequency with which consecutive bits in the data sequence arrive

at the processing device has to be recovered. The power frequency is only approximately

known beforehand since it may change during transmission in the �ber due to dispersion

and dependence of the refraction index on the intensity. It is necessary to obtain the

precise value of the power frequency since otherwise the data signal cannot be recovered

accurately. In fact, there are two frequencies which will play a role. The �rst is the

aforementioned power frequency !, that is the frequency of the data signal, the second

is the optical frequency 
 which corresponds to the rapid oscillations of the carrier wave.

All-optical clock recovery may be realized using lasers, see Figure 1. Suppose that the laser

has a free-running quasiperiodic state which is given by

E(z; t) = e
i
0t	(z; !0t); (1.1)

where 	(z; �) is 2�-periodic. In other words, the free-running state has power frequency !0

and optical frequency 
0 with 
0 >> !0. Suppose that the laser can be tuned such that

its frequencies are close to the one of the incoming data signal, that is !0 � ! and 
0 � 
.

Clock recovery would work provided the frequencies of the laser would lock when exposed

laser

decision

circuitoptical

�ber

data signal 1101

Figure 1: All-optical clock recovery using laser diodes. The self-pulsating laser locks to

the frequency of the incoming data signal. The decision circuit uses the laser output to

check whether a bit is set or not. If the frequency of the laser output is di�erent from the

frequency with which bits arrive at the decision circuit, the data signal is not regenerated

exactly.
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to a data signal

e
i
t
g(!t)

for some 2�-periodic function g(�). Note that this requires locking of two rather than one

frequencies.

In the second step, the incoming periodic signal g(!t) is changed to an arbitrary function

ga(!t) encoding a bit sequence a = (ak) with ak 2 f0; 1g. The question is then whether

the laser still stays su�ciently close to the locked state described above. Otherwise, clock

recovery fails. This requires then a perturbation analysis of quasiperiodic solutions of the

form (1.1) under aperiodic forcing.

Whether a laser is suitable for clock recovery depends on whether it supports a free-running

state with frequencies close to those expected from the data signal. Distributed-feedback

semiconductor lasers can be designed in that way. Their main feature is a spatial grating

of the active waveguide. The spatial period of the grating selects the optical frequency 
0.

Self-pulsations can be generated by decomposing the semiconductor into several sections

with di�erent optical properties. In addition, these sections are exposed to di�erent injected

currents.

In experiments, fast self-pulsations have recently been discovered in multi-section DFB

lasers at the Heinrich-Hertz-Institute [14, 18]. These self-pulsations exhibit power frequen-

cies from 10 to 80GHz and are therefore of great technical interest. Within the range of

about 10 to 20GHz, their existence has been explained theoretically in [3, 4, 19]. Theory

and experiment are compared in great detail in [3] for a 3-section DFB laser. Frequency

locking of these self-pulsations to an injected signal with sinusoidal modulation has been

demonstrated experimentally in [9]. The applicability of these self-pulsations for clock re-

covery has been shown experimentally at 18GHz [8]. In [13], locking regions have been

calculated numerically for a three-dimensional ODE model using direct simulations.

Based on a mathematical model of multi-section DFB lasers introduced recently by Ban-

delow et al. [4], we will derive conditions which will lead to frequency locking. Moreover,

we investigate the dynamical behavior of the locked laser under aperiodic forcing. If cer-

tain conditions on the free-running laser state are satis�ed, we will prove that the laser

will remain near the locked state for low-powered external data signals. These conditions

are formulated such that they can easily be veri�ed numerically by computing only the

self-pulsating state and certain solution of the adjoint linearization about this state. We

will give an algorithm for the accurate numerical computation of the adjoint solutions.

Mathematically, we study a partial di�erential equation

ut = Au+ f(u) + �h(!t; u; �); (1.2)

where A generates a C0-semigroup. Here, u describes the amplitudes of the electric �eld
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and the carrier densities in the semiconductor laser. This equation has a S1-symmetry

since the electric �eld is only determined up to a phase. For � = 0, equation (1.2) has a

solution e

0�tp0(!0t), where p0(t) is 2�-periodic in t and � generates the smooth group

action e�� with � 2 S1. This solution corresponds to the free-running quasiperiodic state

of the laser. We will derive bifurcation equations, the so-called Melnikov functions. A zero

of the Melnikov functions corresponds to a quasiperiodic solution

e
�(
0+�
̂)tp�((!0 + �!̂)t)

of equation (1.2) for � 6= 0 and some 2�-periodic function p�(t).

Similar results have been obtained in [5, 6, 17] if (1.2) is an ordinary di�erential equation.

In these articles, Ljapunov-Schmidt reduction has been used. Unfortunately, their proofs

do not cover the case when A is a generator of a C0-semigroup. Indeed, when applying

Ljapunov-Schmidt reduction, time has to be rescaled such that the period is constant and

the parameter ! appears as a factor on the right-hand side. However, taking derivatives

with respect to ! results in a loss of regularity since d
d!
e
!At = Ate

!At. If A were sectorial,

this would be compensated by smoothing properties of the semigroup. C0-semigroups,

however, do not enjoy these properties.

Besides, we are mainly interested in a more geometric description in order to tackle aperi-

odic forcing which has not been addressed before. Therefore, and to avoid the aforemen-

tioned functional-analytical problems, we show that the invariant, attracting 2-torusn
e
��
p0(

�

!0
) : (�; �) 2 S1

� S
1
o

persists for � 6= 0. Therefore, we only have to consider suitable Poincare maps on the

perturbed invariant torus. We will then prove that the Melnikov functions are the �rst-

order terms in � of the Poincare map restricted to the torus. Afterwards, aperiodic forcing

is considered, and algorithms are presented which allow for the numerical computation of

the Melnikov functions.

This paper is organized as follows. In Section 2, the mathematical model describing DFB

lasers will be introduced. The main results are then given in Section 3 in an abstract

setting. They are proved in Section 4. Finally, in Section 5, we apply the results to the

model introduced in Section 2. Conclusions are also given.

2 The mathematical model

Here, we describe a model describing DFB lasers, which has been introduced in [4]. The

laser consists of m sections given by intervals Sj = [lj�1; lj], j 2 f1; :::;mg, where 0 = l0 <

l1 < ::: < lm = l and l is the longitudinal length of the laser. As mentioned above, the

waveguide is corrugated, that is, it has a spatially periodic grating of period �.
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Under reasonable assumptions, the amplitude of the main component of the electric �eld

in laser is a superposition of forward and backward traveling waves

E(z; t) = e
�i�z

�  +(z; t) + e
i�z
�  �(z; t):

Here, time and spatial longitudinal variable are t and z, respectively. The spatial period

of the grating of the waveguide is �. The grating will induce a feedback between forward

and backward waves.

With this ansatz, the dynamics of an m-section laser can be described by the amplitudes

 (z; t) = ( +(z; t);  �(z; t)) 2 C
2

and the carrier densities

N(t) = (N1(t); :::; Nm(t)) 2 R
m
+

of the electrons in the m sections of the laser. For the sake of simplicity, the space-

dependence of the carrier densities will not be taken into account.

The time evolution of  is governed by the traveling-wave equation

 t = H(N; z) ; 0 < z < l;

where H(N; z) is the matrix operator

H(N; z) = vg

0
@ �@z � i�(N; z) i�+

i�� @z � i�(N; z)

1
A :

Here, vg is the group velocity of light in the laser medium, and �+, �� 2 C are the coupling

coe�cients due to the presence of the grating. The propagation constant �(N; z) 2 C is

constant in each section, that is, �(N; z) = �j(Nj) for z 2 Sj , j 2 f1; :::; mg. It is modeled

by

�j(Nj) = Ij
�Ij

lj
+ �Nj(

Nj

Vj
�Ntj) +

i

2
(Gj(Nj)� �0j) +

�

�
;

see [2], using the gain model

Gj(Nj) = djNtj ln(
Nj

VjNtj

):

All parameters described above are positive and their value depend on the section which is

indicated by the index j. The individual sections are exposed to the injection currents Ij .

The currents may lead to heating which is accounted for by the parameters �Ij . Similarly,

the carrier contribution is subsumed in the parameters �Nj , and Vj is the volume of the

section. Absorption in the waveguide is denoted by �0j . Finally, dj and Ntj are gain and

transparency density, respectively.

The dynamics of the carrier numbers is now governed by the balance equation

_Nj = Fj(Nj ;  ) (2.1)
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with

Fj(Nj ;  ) =
Ij

e
�
Nj

�j
�
Gj(Nj)

~
�h

Z
Sj

(j +j
2 + j �j

2) dz; (2.2)

where e is the elementary charge, ~
�h � 
0�h is the energy of a single photon, and �j is the

carrier lifetime in section Sj .

Summarizing we consider the equation

_N = F (N; );

 t = H(N; z) ; z 2 (0; l):
(2.3)

where F (N; )j = Fj(Nj ;  ).

At the facets of the laser, we assume re
ection boundary conditions for the traveling-wave

amplitudes

 +(0; t) = r0 �(0; t) + � e
i
t
ga(!t); (2.4)

 �(l; t) = rl +(l; t);

where r0, rl 2 C are re
ection coe�cients with jr0j; jrlj < 1. The function ga : R ! C

represents the data signal injected at the left facet of the laser and � � 0 is the power of

this signal. The constants 
 and ! are optical and power frequencies of the data signal.

We will consider the following data signals. Choose any bit sequence ak 2 f0; 1g with

k 2 N. The bit sequence a = (ak) is then encoded into a data signal according to

ga(t) = ak ĝ(t) for t 2 [2k�; 2(k+ 1)�); k 2 N0;

where ĝ(t) is a suitable 2�-periodic function.

We assume that for � = 0 and Ij = I
0
j the DFB laser is in a stable self-pulsating state

(N(t);  (z; t)) = (Np(t); ei
0t	p(z; t));

where Np(t) and 	p(z; t) are 2�
!0
-periodic in t. We remark that the existence of self-

pulsations has been shown numerically in [4, 13, 20].

In order to describe equation (2.3)-(2.4) as an autonomous, semilinear evolution equation on

an appropriate Hilbert space with a small periodic perturbation, we introduce the following

transformation. For � = 0, the boundary-value problem (2.3)-(2.4) is equivariant with

respect to the S1-action

(N; ) �! (N; ei� ):

Therefore, we introduce new coordinates

 (z; t) = e
i
t e	(z; t)
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to have a pure periodic forcing. Furthermore, we set

e	(z; t) = 	(z; t) + �G(z; !t);

where

G(z; !t) =
l� z

l
ga(!t)

0
@ 1

0

1
A :

This will transform the inhomogeneous boundary conditions into homogeneous conditions.

We obtain

_N = F (N;	+G(z; !t)) (2.5)

	t = (H(N; z)� i
)	 + �(H(N; z)� i
� @t)G(z; !t);

with boundary conditions

	+(0; t) = r0	�(0; t)

	�(l; t) = rl	+(l; t):
(2.6)

Equation (2.5)-(2.6) then has a 2�
!0
-periodic solution (Np(t);	p(z; t)) for 
 = 
0 and � = 0.

In Section 5, we show that equation (2.5) is in the abstract class of equations which will

be introduced in the next section.

3 Results for a general setting

We consider the abstract evolution equation

ut = Au � 
�u+ f(u) + �h(!t; u; �); (3.1)

where u belongs to a real Hilbert space X equipped with the scalar product h�; �i and norm

k � k. Furthermore, (�; !;
) 2 R3 are parameters, and t � 0 denotes the time variable. We

assume the following on A, �, f and h.

(A1) A : X ! X is a closed operator with dense domain D(A) and generates a C0-

semigroup on X .

(A2) f 2 Ck(X;X), h 2 Ck(R �X �R; X) for some k � 2 and h(t; u; �) is 2�-periodic

in t.

(A3) The operator � 2 L(X) generates a smooth group action e�� with � 2 S1 =R=2�Z

and e2�� = id. For � = 0, equation (3.1) commutes with this action.

We remark that the results presented here can be generalized to more general compact

groups.

In addition, we assume the existence of a periodic solution for � = 0.
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(P) Equation (3.1) has a periodic solution p0(t) 2 D(A) of minimal period T0 = 2�
!0

for (�;
) = (0;
0). We assume that the functions _p0(t) and �p0(t) are linearly

independent.

The assumption on linear independence of _p0(t) and �p0(t) implies that p0(t) is not con-

tained in the group orbit fe�� p0(0) : � 2 S
1
g of p0(0). In other words, p0(t) is not a

relative equilibrium.

We denote the evolution operator of the variational equation

vt = (A� 
0� +Df(p0(t)))v (3.2)

associated with p0(t) by U(t; �) 2 L(X) for t � � . It can be shown that the spectrum

spec(U(t+ T0; t))nf0g of the period maps is independent of t. Indeed, the proof of Henry's

result [10, Lemma 7.2.2] for analytic semigroups works also for C0-semigroups.

(S) The eigenvalue � = 1 of U(t+T0; t) has multiplicity two and the rest of the spectrum

supfj�j : � 2 spec(U(t+ T0; t)); � 6= 1g < 1

is strictly contained in the unit circle.

It is clear that � = 1 has at least multiplicity two on account of Hypothesis (P) since _p0(t)

and �p0(t) are T0-periodic solutions of (3.2).

3.1 Frequency locking

In order to study the dynamics of (3.1) for non-zero �, we introduce the variable s = !t 2 S
1

and consider the autonomous equation

ut = Au� 
�u + f(u) + �h(s; u; �);

_s = !;

(3.3)

with (u; s) 2 X � S
1. Assumptions (P) and (S) imply that equation (3.3) has a semi
ow-

invariant and exponentially attracting 3-torus T in D(A) for (�; !;
) = (0; !0;
0). The

3-torus T is given by the union W(0;!0;
0) � fsg of 2-tori

W(0;!0;
0) =
n
e
��
p0

�
�

!0

�
: (�; �) 2 S1

� S
1
o
:

It can be parametrized by

(�; �; s) �!
�
e
��
p0

�
s+ �

!0

�
; s

�
: (3.4)

This parametrization corresponds to a transformation into a moving frame. The �rst result

is straightforward. It states that the invariant torus persists upon varying (�; !;
).
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Proposition 1 Assume that (A1)-(A3), (P), and (S) are met. Then, for any (�; !;
)

close to (0; !0;
0), equation (3.3) has a unique semi
ow-invariant 3-torus close to T in

D(A). It depends smoothly on (�; !;
) and is exponentially attracting. Moreover, it can be

parametrized by a smooth map

(�; �; s) 7�! (�(�; �; s; �; !;
); s) 2 D(A)� S
1

such that �(�; �; s; 0; !0;
0) coincides with (3.4). In addition, the 3-torus is given by a

union W(�;!;
)(s)� fsg of 2-tori with s 2 S
1
.

In the next step, we should determine the dynamics on the perturbed 3-torus. Note that

the last equation in (3.3) can be solved explicitly. Moreover, the 2-tori W(�;!;
)(s) are

invariant under the time-2�
!

map. It su�ces therefore to investigate the time-2�
!
map

~�(�;!;
) : W(�;!;
)(0) �! W(�;!;
)(0) (3.5)

associated with (3.1) restricted to one of the 2-tori.

Using the parametrization provided by Proposition 1, the map ~� can be represented by a

map

�(�;!;
) : S
1
� S

1
�! S

1
� S

1

(�; �) 7�! �(�;!;
)(�; �):

We have

�(0;!;
)(�; �) = (�+ 2�(
!0

!
� 1); � +

2�

!
(
� 
0)); (3.6)

and, in particular,

�(0;!0;
0) = id :

In order to calculate the perturbed Poincare map, we need to exploit the adjoint variational

equation

wt = �(A � 
0� +Df(p0(t)))
�
w: (3.7)

Note that under the assumptions imposed on A the adjoint operator A� satis�es (A1) since

X is a Hilbert space, see [16, Section 1.10].

On account of (P), equation (3.7) has two T0-periodic solutions w1, w2 which, after a

suitable normalization, satisfy

hw1(t); _p0(t)i = !0; hw1(t);�p0(t)i = 0;

hw2(t); _p0(t)i = 0; hw2(t);�p0(t)i = 1;
(3.8)

for t 2 R. This normalization is possible since the scalar product hw(t); v(t)i of any two

solutions w(t) and v(t) of (3.7) and (3.2), respectively, does not depend on time. We then
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de�ne

M1(�; �; !̂; 
̂) = �T0!̂ +

Z T0

0

D
w1(t); e

���
h(!0t � �; e

��
p0(t); 0)

E
dt (3.9)

M2(�; �; !̂; 
̂) = �T0
̂ +

Z T0

0

D
w2(t); e

���
h(!0t� �; e

��
p0(t); 0)

E
dt;

with (�; �) 2 S1
� S

1 and (!̂; 
̂) 2 R2. Let

M
(!̂;
̂)

(�; �) = (M1;M2)(�; �; !̂; 
̂):

The functions Mj are the Melnikov integrals which will determine existence and stability

of periodic solutions of (3.1) close to the group and time orbit of p0(t).

Theorem 1 Assume that (A1)-(A3), (P), and (S) are met. Let (!;
) = (!0+�!̂;
0+�
̂)

for (!̂; 
̂) in some compact set K � R2
. There exists then an �0 > 0 such that for any

j�j < �0 the Poincare map �(�;!;
) is given by

�(�;!;
)(�; �) = (�; �) + �M(!̂;
̂)(�; �) + O(�2);

with the aforementioned relation between (!;
) and (!̂; 
̂). The remainder term is smooth

and O(�2) uniformly in (�; �; !̂; 
̂).

The proofs of the theorem and the following results are contained in Section 4.

We state the existence and stability of periodic solutions of (3.1) with frequency !0 + �!̂

as corollaries.

Corollary 1 Suppose that there exists (!̂0; 
̂0) 2 K and (�0; �0) such that

M(!̂0;
̂0)
(�0; �0) = 0 and D(�;�)M(!̂0;
̂0)

(�0; �0) is invertible.

There exist then numbers �0 > 0 and �0 > 0 with the following property: For any (�; !̂; 
̂)

with 0 < � < �0 and j!̂ � !̂0j+ j
̂� 
̂0j < �0, there exists a unique
2�

!0+�!̂
-periodic solution

of (3.1) close to e��0 p0(
�0
!0
). This solution depends smoothly on its arguments.

Corollary 2 Suppose that in addition to the assumptions of Corollary 1 the matrix

D(�;�)M(!̂0;
̂0)
(�0; �0)

has only eigenvalues with real part less than �0 for some �0 < 0. Choose �0 > 0 such that

kD
2
(�;�)M(!̂0;
̂0)

(�; �)k �
j�0j

�0
for all (�; �) with j�� �0j+ j� � �0j < �0

There exists then an �0 > 0 such that for any 0 < � < �0 the associated
2�

!0+�!̂
-periodic

solution of (3.1) attracts an �0-neighborhood with rate 1 + 1
2��0.
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In terms of the application, the above corollaries state that the laser locks to the injected

periodic signal provided the assumptions of the corollaries are satis�ed. These conditions

are computable provided the self-pulsating laser state and the signature ĝ(t) of the data

signal are known beforehand.

Remark 3.1 Suppose that the nonlinearity f depends on additional parameters � 2 Rp
,

that is f = f(u; �), and the assumptions of the theorem and the corollaries are met for

� = �0. The statements of Theorem 1 and its corollaries remain then true even if �0 is

changed to �0 + ��̂ provided the additional termsZ T0

0

D
wj(t); D�f(p0(t); �0)�̂

E
dt

are added to the Melnikov integrals in equation (3.9).

Remark 3.2 Similarly, the forcing term h = h(!t; u; �; �;
) may depend on (�;
) for

� 2 Rp
. The statements in this section remain then true without any change.

Remark 3.1 can be used to characterize locking regions if other parameters, for instance

the injected currents, are also varied upon exposing the laser to a periodic data signal.

3.2 Aperiodic forcing

We assume that the bit sequence ak = 1 for all k generates a stable periodic solution of

(3.1).

(B) Assume h(t; u; �) satis�es (A2). Suppose that there are (�0; �0) and (!̂0; 
̂0) such

that M(!̂0;
̂0)
(�0; �0) = 0 and the eigenvalues of D(�;�)M(!̂0;
̂0)

(�0; �0) are simple

and have real part less than �0 for some �0 < 0.

Since h satis�es (A2), we may apply Corollary 1 and 2.

We will now consider general input data signals. Choose any bit sequence ak 2 f0; 1g with

k 2 N. The bit sequence a = (ak) is encoded into a data signal according to

ha(t; u; �) = akh(t; u; �) for t 2 [2�k; 2�(k+ 1))

with k 2 N. The semi
ow of (3.1) with h replaced by ha is then a suitable composition of

the semi
ows associated with

_u = Au� (
0 + �
̂)�u+ f(u);

_s = !0 + �!̂;

(3.10)

and

_u = Au � (
0 + �
̂)�u+ f(u) + �h(s; u; �);

_s = !0 + �!̂:

(3.11)
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We denote the corresponding time- 2�
!0+�!̂

maps of (3.10) and (3.11) by �0 and �1, respec-

tively. These maps are then composed in the order given by the sequence a = (ak). In

other words,

u

� 2�k

!0 + �!̂

�
= �ak �ak�1 :::�a0 u(0)

for k 2 N coincides with the solution of (3.1) with initial value u(0) and with h replaced

by ha.

Clock recovery, as explained in the introduction, only works if u( 2�k
!0+�!̂

) stays in a small

neighborhood of e��0p0(
�0
!0
) for all k 2N. This is clearly impossible if ak = 0 for all k and

�!̂ 6= 0. Indeed, the solution

u

� 2�k

!0 + �!̂

�
= (�0)

k
u(0)

drifts away, see (3.6). To avoid this behavior, ak = 1 is required for su�ciently many

indices k. Therefore, for �xed n 2 N, we will consider bit sequences in the set

�n = fa : for any k 2 N; there is at least one j 2 f0; :::; n� 1g with akn+j = 1g:

By Hypothesis (B), the matrix

D(�;�)M(!̂0;
̂0)
(�0; �0)

has simple eigenvalues. We denote the associated normalized eigenvectors by e1 and e2.

Let V be the 2� 2 matrix with columns given by e1 and e2. We de�ne

N (�; C) =
n
u = e

��
p0(

�

!0
) + v 2 X : jvj < C� and jV �1(�� �0; � � �0)j < �

o
:

Theorem 2 Assume that (A1)-(A3), (P), (S), and (B) are met. Choose �1 > 0 such that

kD
2
(�;�)M(!̂0;
̂0)

(�; �)k �
j�0j j detV j

�1
for all (�; �) with j�� �0j+ j� � �0j < �1;

with V as de�ned right before the theorem. Suppose that � <
1
2�1 and

4(n� 1)T0 sup(j!̂j; j
̂j) < �j�0j j detV j (3.12)

for the constants appearing in (B). There is then a constant C0 > 0 such that for any

sequence a 2 �n, C > C0, and 0 < � < �0 the following is true. If u(0) 2 N (�; C), then

u( 2�k
!0+�!̂

) 2 N (� +O(�); C) for all k 2 N.

This theorem is of relevance for clock recovery. Indeed, suppose that the external data

signal begins with a periodic sequence. The self-pulsating laser would then lock to the

power frequency of the signal provided the assumptions of Corollary 1 and 2 are met.

Afterwards, the true data signal encoding a bit sequence is being sent. The laser should
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remain in the locked state, or at least stay close to it. Theorem 2 shows that it will provided

(3.12) is satis�ed. We point out that this condition is again computable provided the self-

pulsating laser state and the signature ĝ(t) of the data signal are known. The inequality

(3.12) re
ects a competition of the failure of frequency entrainment for ak = 0 and the

attraction to the locked state for ak = 1.

3.3 Numerical computation of w1 and w2

Consider equation (3.1)

ut = Au� 
�u+ f(u) (3.13)

for � = 0. We will give an algorithm for the numerical calculation of the solutions w1 and

w2 mentioned above. Assume that a T0-periodic solution of (3.13) has been computed.

A standard approach is to consider the operator

~L : C
1((0; T0); X)\ C0([0; T0]; D(A)) �! C

0([0; T0]; X)

w 7�! wt + (A� 
0� +Df(p0(t)))
�
w;

together with boundary and normalization conditions. Unfortunately, this approach fails

in the context of C0-semigroups since the operator ~L is not invertible. Indeed, even the

inhomogeneous linear equation

wt +A
�
w = h(t); h 2 C

0([0; T0]; X);

will not have a solution which is C1 in time, see [16].

The evolution operator of the adjoint variational equation

wt = �(A� 
0� +Df(p0(t)))
�
w

is given by U(�; t)� for t � � , see [10], where U(�; t) denotes the evolution operator of the

linearization about p0(t).

We then introduce the linear operator

L(w; �) =

0
BBBBBBBB@

w(t)� U(T0; t)
�
w(T0)

w(T0)� w(0) + �1 _p0(0) + �2�p0(0)Z T0

0
hw(t); _p0(t)i dtZ T0

0
hw(t);�p0(t)i dt

1
CCCCCCCCA
; (3.14)

with (w; �) 2 C0([0; T0]; X)�R2. Let

C
0
T0
([0; T0]; X) := fh 2 C

0([0; T0]; X) : h(T0) = 0g:

12



Note that the solution of

wt + (A� 
0� +Df(p0(t)))
�
w = ~h(t)

is given by

w(t) = U(T0; t)
�
w(T0) +

Z t

T0

U(�; t)�~h(�) d� =: U(T0; t)
�
w(T0) + h(t);

and, in particular, h(T0) = 0. Therefore, the above de�nition makes sense. We then have

the following Theorem.

Theorem 3 The operator

L : C0([0; T0]; X)�R2
! C

0
T0
([0; T0]; X)�X �R�R

is an isomorphism. Moreover,

(w1; 0) = L
�1(0; 0; 2�; 0); (w2; 0) = L

�1(0; 0; 0; T0)

are the T0-periodic solutions of (3.7) satisfying (3.8).

Note that the arti�cial parameters � 2 R2 are needed to guarantee that L is invertible.

They can be used as error indicators if the linearization is not evaluated about p0(t) but

about a slightly perturbed function, that is, if

wt = �(A� 
0� +Df(p0(t)))
�
w + B(t)�w

is solved with kBk small. The operator L then becomes a operator called LB with is given

by (3.14) with the �rst component replaced by

w(t)� U(T0; t)
�
w(T0)�

Z t

T0

U(�; t)�B(�)�w(�) d�:

If kBk < kL
�1
k
�1, we can still invert the operator LB and obtain the estimate

kL
�1
B � L

�1
k � C kBk; C :=

kL
�1
k
2

1� kL�1k kBk
:

Self-pulsating solution can be found by solving the equation0
BBBBBBB@

ut � !(Au� 
�u + f(u))

u(2�)� u(0)

h�p0(0); u(0)� p0(0)iZ 2�

0

D
_p0(

t

!0
); u(t)� p0(

t

!0
)
E
dt

1
CCCCCCCA
= 0;

for (u; !;
). We are, however, unable to prove convergence of this algorithm due to the

functional-analytic di�culties mentioned before.
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4 Proofs

The proof of Proposition 1 is straightforward and will be omitted, see, for instance, [11].

4.1 Proof of Theorem 1

The equation under consideration is

_u = Au � 
�u+ f(u) + �h(s; u; �);

_s = !:

(4.1)

Under the assumptions of Theorem 1, we have

(!;
) = (!0 + �!̂;
0 + �
̂): (4.2)

We shall prove the expansion

�(�;!;
)(�; �) = (�; �) + �M(!̂;
̂)(�; �) + O(�2);

where M(!̂;
̂) has been given in (3.9). Note that �(�;!;
) represents the time-
2�
! map

~�(�;!;
) :W(�;!;
)(0) �! W(�;!;
)(0);

see (3.5). In particular, we have s(0) = 0 in (4.1).

It follows from Proposition 1 that the center manifold of (4.1) is parametrized by

(�; �; s) 7�! (�(�; �; s; �; !;
); s) for (�; �; s) 2 S1
� S

1
� S

1
:

Moreover, � is smooth in all its arguments. In addition, we have

�0(�; �; s) := �(�; �; s; 0; !0;
0) = e
��
p0(

s+ �

!0
): (4.3)

Using (4.2), we may then write � according to

�(�; �; s; �; !;
) = �0(�; �; s) + ��1(�; �; s; �; !;
); (4.4)

for some suitable smooth and bounded function �1. In particular, we have

D�� =
1

!0
e
�� _p0(

s+ �

!0
) + O(�);

D�� = �e��p0(
s + �

!0
) + O(�); (4.5)

Ds� =
1

!0
e
�� _p0(

s+ �

!0
) + O(�);

where the remainder terms are uniform in all arguments.
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The 
ow on the center manifold can now be calculated by substituting u = �(�; �; s; �; !;
)

into equation (4.1). We obtain

_�D�� + _�D�� + _sDs� = A� � 
�� + f(�) + �h(s; �; �);

_s = !;

and, after substituting the expression for _s,

_�D�� + _�D�� + !Ds� = A� � 
�� + f(�) + �h(s; �; �): (4.6)

This equation should be solved with values in X . Note that A� 2 X exists since � is a

smooth map into D(A). For � = 0, we get

_�D��0 + _�D��0 + !0Ds�0 = A�0 � 
0��0 + f(�0);

_s = !0:

Therefore, s(t) = !0t, and it remains to solve

_�D��0 + _�D��0 + e
�� _p0(t+

�

!0
) =

(A� 
0�)e
��
p0(t+

�

!0
) + f(e��p0(t+

�

!0
));

which is only satis�ed with _� = _� = 0 by assumptions (A3) and (P). In particular, the

(�; �) components of the vector �eld on the center manifold are of order �. Using this fact

together with (4.2) and (4.4), we can expand equation (4.6) to �rst order in �:

_�D��0 + _�D��0 + �!̂Ds�0 + �!0Ds�1 =

�

�
A�1 � 
0��1 +Df(�0)�1 � 
̂��0 + h(s; �0; 0)

�
+O(�2);

that is,

_�D��0 + _�D��0 = �

�
� 
̂��0 + h(s; �0; 0)� !̂Ds�0+

A�1 � 
0��1 +Df(�0)�1 � !0Ds�1

�
+O(�2):

(4.7)

We recall that w1(t) and w2(t) satisfy the adjoint variational equation (3.7)

wt = �(A� 
0� +Df(p0(t)))
�
w

and are normalized according to (3.8). Taking the scalar product of equation (4.7) with

e
����

w1(
s+ �

!0
) and e��

��
w2(

s+ �

!0
);

and using (4.5) and the aforementioned normalization, we obtain

_� = �

D
w1(

s+ �

!0
); e���F

E
+O(�2);

_� = �

D
w2(

s+ �

!0
); e���F

E
+O(�2);

_s = !;
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where F = F (�; �; s; !̂; 
̂) is de�ned by

F = h(s; �0; 0)� 
̂��0 � !̂Ds�0 + (A� 
0� +Df(�0))�1 � !0Ds�1: (4.8)

Since s(t) = !t, we have

_� = �

D
w1(

!t+ �

!0
); e���F (�; �; !t; !̂; 
̂)

E
+O(�2); (4.9)

_� = �

D
w2(

!t+ �

!0
); e���F (�; �; !t; !̂; 
̂)

E
+O(�2):

We have the following elementary averaging lemma.

Lemma 4.1 Consider _x = �f(t; x; �) for x 2 Rn
. Assume that f is smooth in (t; x; �).

Then, for any �xed T 2 R,

x(T ) = x(0) + �

Z T

0
f(t; x(0); 0) dt+ O(�2)

uniformly for x in compact sets and � su�ciently small.

Proof. We have

x(t) = x(0) + �

Z t

0
f(�; x(�); �)d�:

Therefore,

x(T ) = x(0) + �
R T
0 f(t; x(t); �) dt

= x(0) + �
R T
0 f

�
t; x(0) + �

R t
0 f(x(�); �) d�; �

�
dt;

and expansion to �rst order in � proves the lemma.

Therefore, the time-2�! map associated with equation (4.9) is given by

�(�;!;
)(�; �) = id +�

0
BBB@
Z 2�

!

0

D
w1(

!t+ �

!0
); e���F (�; �; !t; !̂; 
̂)

E
dtZ 2�

!

0

D
w2(

!t+ �

!0
); e���F (�; �; !t; !̂; 
̂)

E
dt

1
CCCA+ O(�2);

with F given by (4.8). It remains to calculate the integrals

Z 2�

!

0

D
wj(

!t+ �

!0
); e���F (�; �; !t; !̂; 
̂)

E
dt

=

Z 2�

!0

0

D
wj(t+

�

!0
); e���F (�; �; !0t; !̂; 
̂)

E
dt+ O(�)

=

Z 2�

!0

0

D
e
����

wj(t +
�

!0
); h(!0t; �0; 0)� 
̂��0 � !̂Ds�0 +

(A� 
0� +Df(�0)� @t)�1

E
dt+O(�):

Since wj and �1 are
2�
!0
-periodic in t up to order �, wj satis�es (3.7), and (3.7) is equivariant

with respect to e�
�� , we have

Z 2�

!0

0

D
e
����

wj(t+
�

!0
); (A� 
0� +Df(�0)� @t)�1

E
dt = O(�):
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For the remaining terms, we substitute �0 from (4.3). Exploiting equivariance, shifting

time, and using periodicity of the integrand, we obtain

Z 2�

!0

0

D
wj(t); e

���
h(!0t� �; e

��
p0(t); 0)� 
̂�p0(t)�

!̂

!0
_p0(t)

E
dt+O(�):

Using the normalization (3.8), we get the expression

�(�; �) = (�; �) + �M(�; �) + O(�2);

with

M
(!̂;
̂)

(�; �) =

0
BBB@

�T0!̂ +

Z 2�

!0

0

D
w1(t); e

���
h(!0t� �; e

��
p0(t); 0)

E
dt

�T0
̂ +

Z 2�

!0

0

D
w2(t); e

���
h(!0t� �; e

��
p0(t); 0)

E
dt;

1
CCCA :

This proves Theorem 1.

4.2 Proofs of the Corollaries

In this paragraph, we will omit the subscript (!̂; 
̂). The corollaries follow from Theorem 1

upon examining the map

�(�; �) = (�; �) + �M(�; �) + O(�2)

for given (!̂; 
̂). Indeed, �xed points (�0; �0) of � satisfy

M(�; �) + O(�) = 0;

which can then be solved using an implicit function theorem provided M(�0; �0) = 0 and

DM(�0; �0) is invertible.

If the eigenvalues of DM(�0; �0) have negative real part, then the map

id+�DM(�0; �0)

has eigenvalues of modulus strictly less than one. In particular, it is a contraction. The �xed

point x�(�) = (�0; �0) +O(�) obtained by the implicit function theorem is then attracting.

Indeed, using the coordinate y de�ned by (�; �) = x�(�) + y, the dynamics is given by

y 7�! y + �DM(�0; �0)y + �

�
M((�0; �0) + y)�M(�0; �0)�DM(�0; �0)y

�
+O(�2)

= y + �DM(�0; �0)y + O(�2 + �jyj
2):

This map is still a contraction for y in an �0-neighborhood of zero independent of � provided

kD
2
M((�; �) + y)k �

�0

�0

for all y with jyj < �0, and � is su�ciently small. Indeed, then the Lipschitz constant of

the remainder term is less than 1
2�0� +O(�2), and the map is a contraction.

17



4.3 Proof of Theorem 2

We will �rst study the time- 2�
!0+�!̂

maps �� and ~�� of equation (3.10) and (3.11), re-

spectively. These maps restricted to the center manifold will be denoted by �� and ~��,

respectively.

First, consider the autonomous equation (3.10)

ut = Au� (
0 + �
̂)�u+ f(u): (4.10)

The center manifold is given by

n
e
��
p0(

�

!0
) : (�; �) 2 S1

� S
1
o

independently of �. We set � = 0 and consider the time-2�!0 map �0. We recall that

�0 = id. By Hypothesis (S), the linearized map D�0(e
��
p0(

�
!0
)) about a point in the

center manifold has two eigenvalues equal to one and the rest of its spectrum is strictly

inside the unit circle. Let P0(�; �) denote the projection onto the generalized eigenspace

associated with the latter stable spectral set of D�0(e
��
p0(

�
!0
)) with kernel given by the

tangent space of the center manifold. Note that P0(�; �) depends smoothly on (�; �) by

Dunford-Taylor calculus. For any u in a small neighborhood of the center manifold we then

have

u = e
��
p0(

�

!0
) + v; v 2 R(P0(�; �))

for unique (�; �) and v 2 R(P0(�; �)). Moreover, this decomposition is smooth, that is,

(�; �; v) depends smoothly on u. We will use this parametrization from now on. Let

L0(�; �) = D�0(e
��
p0(

�

!0
))jR(P0(�;�)):

Expanding the map �0 and using invariance of the center manifold, we obtain

�0(�; �; v) = (�; �; L0(�; �)v) +R0(�; �; v); jR0(�; �; v)j � C0jvj
2
;

for some C0 > 0. For � 6= 0, we then have

��(�; �; v) = (�+ 2�( !0
!0+�!̂

� 1); � + 2�
!0+�!̂

�
̂; L0(�; �)v) +R�(�; �; v)

=
�
(�� 2�

!0
�!̂; � + 2�

!0
�
̂) + O(j�j2); L0(�; �)v

�
+R�(�; �; v)

(4.11)

with

jR�(�; �; v)j � C0jvj(j�j+ jvj); (4.12)

possibly after increasing C0. Indeed, the center manifold is still invariant.

Next, we shall consider (3.11), that is,

ut = Au� (
0 + �
̂)�u + f(u) + �h((!0 + �!̂)t; u; �): (4.13)
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Using the aforementioned coordinates (�; �; v) introduced for ��, we can parametrize the

center manifold ~W
(�;!̂;
̂)

associated with (4.13) by

(�; �; v) 2 ~W(�;!̂;
̂) () v = �(�;!̂;
̂)(�; �);

with

j�(�;!̂;
̂)(�; �)j � C1�; (4.14)

for some constant C1 > 0, see, for instance, [11]. We introduce new coordinates (~�; ~�; ~v)

by

(~�; ~�; ~v) := (�; �; v� �(�;!̂;
̂)(�; �)): (4.15)

In other words, (~�; ~�; 0) parametrizes the center manifold ~W(�;!̂;
̂). In these coordinates,

we have

~��(~�; ~�; ~v) =
�
(~�; ~�) + �M(~�; ~�) + O(j�j2); L0(�; �)~v

�
+ ~R�(~�; ~�; ~v); (4.16)

with

j ~R�(~�; ~�; ~v)j � C0j~vj(j�j+ j~vj);

using (4.14) and after possibly changing C0.

Before we compute the iterated map, a positively invariant neighborhood N of the center

manifolds of (4.10) and (4.13) will be constructed. By assumption,

j�j < � < 1 for any � 2 spec(L0(�; �))

for some � < 1, and

jL0(�; �)
n
vj � C2�

n
jvj

for some constant C2 > 0 and n 2 N. Using the equivalent norm

jvjnew := sup
n�0

jL0(�; �)
n
vj; jvj � jvjnew � C2jvj;

we have

jL0(�; �)
n
vjnew � �

n
jvjnew:

In particular, L0 maps a ball of radius one in the new norm into a ball of radius �. Let

N(�;�)(�) :=
n
v 2 R(P0(�; �)) : jvjnew <

2�C1C2

1� �
�

o
:

As a consequence, we have the following.

Lemma 4.2 Let v = v1 + v2 such that v1 2 N(�;�)(�) and jv2j � C1�. We then have

L0(�; �)v 2 N(�;�)(�).
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Proof. Indeed,

jL0(�; �)vjnew � �jvjnew � �(jv1jnew + jv2jnew) � ��(2�C1C21�� + C2jv2j)

� ��(2�C1C2
1��

+ C1C2) � �(1 + �)C1C2
1��

� � 2�C1C2
1��

�;

which proves the claim.

Let

N = f(�; �; v) : v 2 N(�;�)(�)g;

suppressing the dependence of N on �. In order to prove Theorem 2, it su�ces to show

that

~��(��)
j(�; �; v) 2 N

for (�; �; v) 2 N and j � 2(n� 1).

Therefore, let (�; �; v) 2 N . In particular, jvj = O(�). Using (4.11) and (4.12), we obtain

(��)
j(�; �; v) = (��

2�

!0
�j!̂; � +

2�

!0
�j
̂; L0(�; �)

j
v) + O(j�j2):

Transforming into the other coordinates according to (4.15), we get

(~�; ~�; ~v) = (��
2�

!0
�j!̂; � +

2�

!0
�j
̂; L0(�; �)

j
v ��(�;!̂;
̂)(�; �)) + O(j�j2): (4.17)

Finally, we apply the map ~�� given in (4.16) to (4.17) and obtain

(�̂; �̂; v̂) :=
�
(~�; ~�) + �M(~�; ~�); L0(�; �)~v

�
+O(j�j2): (4.18)

We claim that v̂ is contained inN(�̂;�̂). Indeed, this follows easily from (4.14) and Lemma 4.2

applied to

v1 = L0(�; �)
j
v; and v2 = �(�;!̂;
̂)(�; �):

It remains to show that

(�̂; �̂) = (~�; ~�) + �M(~�; ~�) + O(j�j2);

with

(~�; ~�) = (��
2�

!0
�j!̂; � +

2�

!0
�j
̂) + O(j�j2);

see (4.17) and (4.18), is close to (�0; �0). Therefore, consider

(�̂; �̂)� (�0; �0) (4.19)

= (~�; ~�) + �M(~�; ~�)� (�0; �0) + O(j�j2)

= (�; �) +
2�

!0
�j(�!̂; 
̂) + �M(�; �)� (�0; �0) + O(j�j2)

= (�; �) + �M(�; �)� (�0; �0)� �M(�0; �0) +
2�

!0
�j(�!̂; 
̂) + O(j�j2);
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using M(�0; �0) = 0, see Hypothesis (B). We have to show that

���V �1�(�̂; �̂)� (�0; �0)
���� � �;

that is, upon substituting (4.19),

���V �1�(�; �) + �M(�; �)� (�0; �0)� �M(�0; �0) +
2�

!0
�j(�!̂; 
̂)

����+O(j�j2) � �:

Denoting x = (�; �) and x0 = (�0; �0), we have

x� x0 + �M(x)� �M(x0) = (id +�DM(x0))(x� x0) + �R̂x0(x� x0);

with jR̂x0(x � x0)j �
1
2
j detV j j�0j jx� x0j by assumption. In addition, since the columns

of the matrix V are the eigenvectors of DM(x0), we have

jV
�1(id+�DM(x0))(x� x0)j � (1� �j�0j) jx� x0j:

Therefore,

���V �1�(id+�DM(x0))(x� x0) + R̂x0(x� x0)
���� � (1�

1

2
�j�0j) jx� x0j;

and

���V �1�(�; �) + �M(�; �)� (�0; �0)� �M(�0; �0) +
2�

!0
�j(�!̂; 
̂)

����+ O(j�j2)

� (1�
1

2
�j�0j)� +

1

j detV j
�jT0 sup(j!̂j; j
̂j) + O(j�j2);

which is smaller than � provided

4T0(n� 1) sup(j!̂j; j
̂j) < j detV j j�0j�;

and � > 0 is su�ciently small. Here, we used the worst-case j = 2(n� 1). This completes

the proof of Theorem 2.

4.4 Proof of Theorem 3

We shall prove that the operator

L : C0([0; T0]; X)�R2
! C

0
T0
([0; T0]; X)�X �R�R

de�ned in (3.14) is invertible. Therefore, consider

w(t) = U(T0; t)
�
w(T0) + h(t) (4.20)

w(T0)� w(0) + �1 _p0(0) + �2�p0(0) = b (4.21)R T0
0 hw(t); _p0(t)i dt = a1 (4.22)R T0

0 hw(t);�p0(t)i dt = a2; (4.23)
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for (h; b; a1; a2) 2 C
0([0; T0]; X)�X �R �R with h(T0) = 0.

For any w(T0) 2 X , equation (4.20) de�nes w(t) for t 2 [0; T0). This equation is also

satis�ed for t = T0 since h(T0) = 0. Substituting w(0) into equation (4.21), we obtain

(id�U(T0; 0)
�)w(T0) + h(0) + �1 _p0(0) + �2�p0(0) = b: (4.24)

On account of Hypothesis (S), the operator U(T0; 0)
� is invertible when restricted to the

space

E
s
�
= fw 2 X : hw; _p0(0)i = hw;�p(0)i = 0g:

In particular, we may write

w(T0) = d1w1(0) + d2w2(0) + w3

with d1, d2 2 R and w3 2 E
s
�
. Since w1(t) and w2(t) are T0-periodic, equation (4.24) is

given by

(id�U(T0; 0)
�)w3+ h(0) + �1 _p0(0) + �2�p0(0) = b;

which can be solved uniquely for (�1; �2) 2 R
2 and w3 2 E

s
�
. Also,

j(�1; �2; w3)j � C3(jbj+ jhj);

for some positive constant C3. Equations (4.22) and (4.23) are then given by

Z T0

0
hd1w1(t) + d2w2(t); _p0(t)i dt = a1 + B1(b; h)Z T0

0
hd1w1(t) + d2w2(t);�p0(t)i dt = a2 + B2(b; h)

for some bounded linear functional B1 and B2. Using the normalization (3.8), these equa-

tions are easily solved. Finally, the claim

(w1; 0) = L
�1(0; 0; 2�; 0); (w2; 0) = L

�1(0; 0; 0; T0)

follows directly from the proof given above.

5 Multi-section DFB lasers

As mentioned in the introduction, the dynamics of multi-section DFB lasers can be modeled

by equation (2.5) with boundary conditions (2.6).

We will �rst show that equation (2.5) is well-posed in a suitable Banach space. It is

then shown that the Spectral Theorem is applicable to the linearization of the period map

associated with a periodic solution of (2.5). Finally, the Melnikov integrals are simpli�ed

using the special structure of (2.5).
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5.1 Existence and uniqueness

We consider equation (2.5) in the open subset

Y = Rm
+ � L

2((0; l);C2)

of the real Hilbert space

X = Rm
� L

2((0; l);C2)

with the usual scalar product

D
(N;	); (M;�)

E
= N �M +Re

1

l

Z l

0
	(z) � �(z)dz

for (N;	), (M;�) 2 X . Here, R+ refers to the set of strictly positive real numbers.

Equation (2.5) can be rewritten in the form

ut = Au� 
�u+ f(u) + �h(!t; u;
; �); (5.1)

where A = Ad +Ar and

u =

0
@ N

	

1
A ; � = i

0
@ 0 0

0 id2

1
A ;

Ad =

0
BBB@
� diag( 1

�j
) 0

0

0
@ �vg@z 0

0 vg@z

1
A
1
CCCA ;

Ar =

0
BBB@

0 0

0

0
@ 0 ivg�+

ivg�� 0

1
A
1
CCCA ;

f(u) =

0
@ F (N;	)

�i(vg�(N; z) + 
)	

1
A ;

h(!t; u; �;
) =

0
@ F (N;	+ G(z; t))� F (N;	)

(H(z; n)� i
� @t)G(z; t)

1
A :

We then have the following result.

Lemma 5.1 The operator A with domain

D(A) = f(N;	) 2 X : 	 2 H
1((0; l);C2); 	+(0) = r0	�(0) and 	�(l) = rl	+(l)g

is the generator of a C0-semigroup.

Proof. Since Ar is bounded from X into X , it su�ces to consider Ad. The statement

of the lemma follows from the Lumer-Phillips Theorem (see, for instance, [16, Theorem

1.4.3]). Indeed, the operator Ad is dissipative, and it is easy to check that R(Ad) = X for

r0rl 6= 1 and R(Ad � id) = X if r0rl = 1.
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The nonlinearities u 7! f(u) and (u;
; �) 7! h(!t; u;
; �) are analytic functions from Y

into X and X �R � R into X , respectively. Furthermore, t 7! h(!t; u;
; �) is smooth.

Hence, we have the following existence and uniqueness result.

Theorem 4 For every u0 = (N0
;	0) 2 Y \D(A), there exists a unique strong and globally

de�ned solution of equation (5.1) with ujt=0 = u0, that is,

u 2 C
1(R+

; Y ) \ C0(R+
; D(A))

and u satis�es (5.1) with values in X. In addition, the solution depends smoothly on its

initial value u0.

Proof. Local existence, uniqueness, and dependence on initial values follows immediately

from [16, Theorem 6.1.5] and its proof. Note that Rm
+ is positively invariant under the

semi
ow, see (2.1) and (4.9).

For global existence, it su�ces to consider the equation for N . Indeed, for � = 0, the

equation for 	 is linear in 	 and therefore solutions of equation (5.1) exist for all time.

Using equation (2.3), we have

d

dt
(Nj(t)� VjNtj)

2 +
2

�j
(Nj(t)� VjNtj)

2

= 2
�
Ij

e
�
VjNtj

�j

�
(Nj(t)� VjNtj)

�2
djNtj

�h~


Z
Sj

(j	+(z; t)j
2+ j	�(z; t)j

2) dz ln
�
Nj

VjNtj

�
(Nj(t)� VjNtj)

�
1

�j
(Nj(t)� VjNtj)

2 + �j

�
Ij

e
�
VjNtj

�j

�2
:

Therefore,
d

dt

�
e
�

1

�j

t
(Nj(t)� VjNtj)

2
�
� �je

�
1

�j

t
�
Ij

e
�
VjNtj

�j

�2
;

and we obtain

(Nj(t)� VjNtj)
2
� e

�t=�j(Nj(0)� VjNtj)
2 + �

2
j

�
Ij

e
�
VjNtj

�j

�2
:

5.2 The spectrum of the period map

Assume now that for 
 = 
0 and � = 0 equation (5.1) has a T0-periodic solution

p0(t) = (Np(t);	p(t)) 2 Y:

Equation (5.1) then �ts into the setting of Section 3 provided the linearization about the

periodic orbit

vt =
�
A� 
0� +Df(p0(t))

�
v (5.2)
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satis�es condition (S). Denote the evolution operator of equation (5.2) by U(t; s) 2 L(X)

for t > s. Before we describe the spectrum of the period map U(T0; 0), we introduce more

notation. Let


j = 1
2
maxt2[0;T0]Gj(N

p
j (t)); k 2 f1; :::;mg;


 = maxf
1; :::; 
mg;

�0 = minf�01; :::; �0mg:

Theorem 5 The essential spectrum of U(t; s) is contained in the circle of radius

jr0 rlj
n exp(vgR(t� s)) for t � s 2

�2ln
vg

;
2l(n+ 1)

vg

�
;

where

R = 
 �
�0

2
:

The remainder part of the spectrum consists of isolated eigenvalues with �nite multiplicity.

Theorem 5 is much weaker than assumption (S) since neither the multiplicity of the eigen-

value one nor the number of isolated eigenvalues outside the essential spectrum is known.

The spectral estimate shows the balance between absorption, gain, and loss of energy

through the facets of the laser measured, respectively, by �0, 
, and (r0; rl).

Proof. Neves, Ribeiro and Lopes considered in [15] the spectrum of a general class of

homogeneous hyperbolic systems which includes equation (5.2). In their Theorem A they

compare the hyperbolic system with its diagonal part which is in our case

vt =
�
Ad � 
0� +Bd(p0(t))

�
v; (5.3)

where Bd(p0(t)) is the diagonal part of Df(p0(t)). Let Sd(t; s) 2 L(X) be the evolution

operator of equation (5.3) for t > s. On account of [15, Theorem A], we have:

Lemma 5.2 For any t � s, the di�erence S(t; s)�Sd(t; s) : X ! X is a compact operator.

It su�ces to study the 	 part of Sd(t; s) in order to prove Theorem 5 since any two

bounded operators whose di�erence is compact have the same essential spectral radius,

see, for instance, [12]. We recall that the equation for 	 = (	+;	�) is given by

@t	+ = vg(�@z � i
0 � i�(Np(t); z))	+;

@t	� = vg(@z � i
0 � i�(Np(t); z))	�;

with boundary conditions

	+(0; t) = r0	�(0; t); 	�(l; t) = rl	+(l; t):
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For �(Np(t); z) � 0, the associated C0-semigroup is given by

	+(z; t) = e
�i
0 t

8<
: r0(r0 rl)

n	0
�
(�z + vgt � 2nl) 0 � �z + vgt � 2nl < l

(r0 rl)
n	0

+(z � vgt+ 2nl) 0 � z � vgt+ 2nl < l;

	�(z; t) = e
�i
0 t

8<
: r0(r0 rl)

n	0
�
(z + vgt � 2nl) 0 � z + vgt � 2nl < l

(r0 rl)
n+1	0

+(�z � vgt + (2n+ 1)l) 0 � z + vgt � (2n+ 1)l < l;

with t > 0 and n := [vgt=l] = maxfn 2 N : n � vgt=lg. In particular,

k	(t)k � jr0 rlj
n for t 2

�2ln
vg
;
2l(n+ 1)

vg

�
;

again only for � � 0.

In case � 6� 0, the method of characteristics may be used to derive the result. Indeed,

�(N(t); z) is piecewise constant in z. We will omit the tedious calculations.

5.3 The Melnikov functions

In this part, we compute the functions (M1;M2) associated with (2.5). On account of

Lemma 5.1, Theorem 4 and Remark 3.2, the results in Section 3 can be applied to equation

(5.1).

We denote the T0-periodic solutions of the adjoint variational equation

wt = �

�
A� 
0� +Df(p0(t))

�
�

w

by

w1(t) =

0
BBB@

~N1(t)

�
1
+(z; t)

�
1
�
(z; t)

1
CCCA and w2(t) =

0
BBB@

~N2(t)

�
2
+(z; t)

�
2
�
(z; t)

1
CCCA :

By the de�nitions of h and f , and with Ĝ(z; t) = (0; G(z; t)), we obtain

Z T0

0

D
wj(t); e

���
h(!0t� �; e

��
p0(t); 0)

E
dt

=

Z T0

0

D
wj(t); e

���(A+Df(p0(t))� @t)Ĝ(z; !0t � �)
E
dt

=

Z T0

0

D
(A� +Df(p0(t))

� + @t)wj(t); e
���

Ĝ(z; !0t � �)
E
dt

+
vg

l
Re

Z T0

0
e
i�
�
j
+(0; t) g(!0t � �) dt

=
vg

l
Re

Z T0

0
e
i�
�
j
+(0; t) g(!0t� �) dt;

for j = 1; 2. Here, we used equivariance and periodicity of wj and Ĝ in time.
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The Melnikov integrals are given by

M1(�; �; !̂; 
̂) = �T0!̂ +
vg

l
Re

Z T0

0
e
i�
�
1
+(0; t) g(!0t� �) dt; (5.4)

M2(�; �; !̂; 
̂) = �T0
̂ +
vg

l
Re

Z T0

0
e
i�
�
2
+(0; t) g(!0t� �) dt;

for (�; �) 2 S1
� S

1, using the normalization (3.8)

Re
�
~N1(0)

d

dt
N

p
(0) +

1

l

Z l

0
�
1(z; 0)

@

@t
	
p
(z; 0) dz

�
= !0

Im
1

l

Z l

0
�
1(z; 0)	

p
(z; 0) dz = 0;

Re
�
~N1(0)

d

dt
N

p
(0) +

1

l

Z l

0
�
2(z; 0)

@

@t
	
p
(z; 0) dz

�
= 0;

Im
1

l

Z l

0
�
2(z; 0)	

p
(z; 0) dz = �1:

at t = 0.

The equation M = 0 can be written

!̂ =
vg

l T0
Re

Z T0

0
e
i�
�
1
+(0; t) g(!0t� �) dt; (5.5)


̂ =
vg

l T0
Re

Z T0

0
e
i�
�
2
+(0; t) g(!0t� �) dt:

Since the right-hand side does not depend on (!̂; 
̂), it su�ces to compute the image of

the left-hand side to obtain the range of admissible frequency shifts (!̂; 
̂).

5.4 Conclusions

In this paper, we derived conditions guaranteeing frequency locking and clock recovery. The

Melnikov functions which we derived depend only on the periodic solution and additional

solutions of the adjoint linearization about the periodic orbit. They can therefore be

veri�ed numerically by solving boundary-value problems rather than using expensive direct

simulations. Furthermore, we can calculate ranges of admissible frequency perturbations

(!̂; 
̂) at once by computing the image of the right-hand side of (5.5).

We proved that the model introduced in [4] �ts into our setting. As remarked before, the

existence of self-pulsations has been shown numerically in [4] and [20].

In [2], the results of this paper have already been compared with the experiments described

in [3]. For that purpose, we used a one-mode approximation of the PDE for 	 which has

been developed in [19]. Self-pulsations and solutions to the associated adjoint variational

equation were then computed numerically using the algorithm described in Section 3. This

algorithm was implemented in Auto97 [7]. Afterwards, using a sinusoidal modulation for
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the signal, we determined regions in (!̂; 
̂)-space for which

M
(!̂0;
̂0)

(�0; �0) = 0

with M given by (5.4) has a solution such that DM
(!̂0;
̂0)

(�0; �0) has negative spectrum.

By Corollary 1, we then have frequency locking. Finally, we compared these locking regions

with those obtained experimentally. Theory and experiment appeared to agree well even

though we used only a one-mode approximation.

We hope to apply the conditions developed in this paper directly to the full PDE model. It

should then be possible to optimize laser parameters such as lengths of the section, injection

currents and optical properties of the waveguides such that locking regions are maximal.

We would also like to test the predictions of Theorem 2 by simulating the PDE directly.

This is work in progress.
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