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A general thermodynamical model for finitely-strained continuum
with inelasticity and diffusion, its GENERIC derivation in Eulerian

formulation, and some application
Alexander Mielke, Tomáš Roubíček

Abstract

A thermodynamically consistent visco-elastodynamical model at finite strains is derived that
also allows for inelasticity (like plasticity or creep), thermal coupling, and poroelasticity with
diffusion. The theory is developed in the Eulerian framework and is shown to be consistent
with the thermodynamic framework given by General Equation for Non-Equilibrium Reversible-
Irreversible Coupling (GENERIC). For the latter we use that the transport terms are given in terms
of Lie derivatives. Application is illustrated by two examples, namely volumetric phase transitions
with dehydration in rocks and martensitic phase transitions in shape-memory alloys. A strategy
towards a rigorous mathematical analysis is only very briefly outlined.

1 Introduction

In this article, we give a systematic derivation of a fairly general visco-elastodynamical model with

possibly certain internal variables at large strains (also called finite strain) in the Eulerian setting. The

mechanical attributes can be summarized as follows:

(i) hyperelasticity for the elastostatic part (i.e. the conservative part of the Cauchy stress comes

from a free energy ψ),

(ii) Jeffreys’ rheology (also called anti-Zenner rheology) with the multiplicative decomposition of the

deformation gradient into the elastic and the inelastic (plastic/creep) distortions,

(iii) Fick-type diffusion of an intensive variable (like phase field),

(iv) Fick-type diffusion of an extensive variable (like a conserved chemical species),

(iv) and the heat equation (either as an energy- or an entropy-balance equation).

Our goal is to devise a model in the Eulerian formulation, consistent with sound thermodynamical

principles of energy conservation, entropy entropy-production balance, an non-negativity of

temperature. These properties might still be satisfied by various other models, hence we show that

our class of models also fits into the so-called GENERIC framework, which is the acronym standing

for General Equation for Non-Equilibrium Reversible-Irreversible Coupling. This name which was

introduced in [21] but this class of models has its origins in the metriplectic theory developed in [45,46],

cf. the survey [47]. Over the last decade, the GENERIC framework has proved to be a versatile modeling
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A. Mielke, T. Roubíček 2

tool for various complex coupled models for fluids and solids, see e.g. [4, 16, 26, 35, 36, 42, 54–56, 76]

and the references therein. We also refer to [43] for a derivation of a dissipative GENERIC system from

(non-dissipative) Hamiltonian systems.

The plan of this paper is as follows: In Sect. 2 we recall the standard Eulerian kinematics in continuum

mechanics with Eulerian velocity v. Sect. 3 is devoted to the formulation of a rather general model

for compressible thermo-visco-elastodynamics with inelasticity motivated by the multiplicative split

F = FeFp but replaced by the kinematic equation

.
Fe = (∇v)Fe − Fe Lp ,

where the elastic part Fe ∈ Rd×d of the deformation will be a state variable while the inelastic

distortion rate tensor Lp will be given in terms of a flow rule involving the Mandel tensor. Additionally,

we allow for the diffusion of an intensive variable or extensive variable z. The model is phrased in the

classical mechanical approach using the heat equation in terms of the absolute temperature θ > 0

and the referential free energy ψ(Fe , z, θ).

To give a physically more sound justification, in Sect. 4 we do a step aside and derive a quite similar

general continuum model, but start from a completely different angle. Instead of studying balance

equations and constitutive laws, we follow the philosophy of GENERIC where the model is determined

by an energy and an entropy functionals E and S as well as geometric operators J and ∂R∗ describing

the Hamiltonian and the dissipative parts of the evolution, namely

∂

∂t
q = J(q)DE(q) + ∂ξR∗

(
q,DS(q)

)
.

A particular advantage of this theory is that it easily allows for coordinate changes and consistent

coupling of different effects, see [26,42,54–56,76]. In particular, it is useful that one is able to choose

an arbitrary thermodynamical variable w (e.g. the internal energy e, the entropy s, the temperature θ,

or its inverse 1/θ) when deriving the energy balance or the entropy imbalance. Using e = E(Fe , z, w)

and s = S(Fe , z, w) one has

θ = Θ(Fe , z, w) =
E ′w(Fe , z, w)

S ′w(Fe , z, w)
and ΣCauchy =

[
(E ′Fe−ΘS ′Fe )F>e + (E−ΘS)I

]
(Fe ,z,w)

for all choices of w. As a natural by-product, the GENERIC structure reveals in a transparent way which

source terms appear in the energy equation and which ones in the entropy equation. To the best of

our knowledge, this provides the first complete treatment of Eulerian elasticity in GENERIC.

In Sect. 5, we study the impact of the GENERIC formulation on the model developed in Sect. 3

formulated in terms of temperature and referential free energy. In Sect. 6, we illustrate the possible

application on two examples involving volumetric and spherical phase transitions, namely Earth’s

mantle dynamics with (de)hydration and martensitic phase transition with plasticity and possibly also

a metal-hydrid phase transition. Finally, we comment (mostly very technical) analytical aspects very

briefly and only conceptually in Sect. 7.

For readers’ convenience, let us summarize the basic notation used in what follows:
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y deformation,
v velocity,
L = ∇v velocity gradient,
% mass density,
ΣCauchy the Cauchy stress,
ΣMandel the Mandel stress,
Σdissip the dissipative stress,
F deformation gradient,
Fe elastic strain,
Fp inelastic strain,
Lp inelastic distortion rate,
z content of diffusant (α or β),
µ chemical potential,
θ temperature,
e internal energy (= ψ + θs),
ψ free energy (actual),
ψ free energy (referential),
s entropy,
ξ return mapping,
D = symL = (L>+L)/2,
ρR referential mass density,
g gravity acceleration,

J = detF Jacobian = determinant of F ,
pheat heat production rate,
pmech mechanical power,
σprod entropy production rate,
jener energy flux,
jentr entropy flux,
Kheat heat conductivity,
Kdiff diffusivity/mobility (Adiff or Bdiff ),
Rplast inelastic entropy-production potential,
Asource source of intensive variable α,
tr(·) trace of a matrix,
dev(·) deviatoric part of a matrix
Rd×dsym set of symmetric matrices,

Rd×ddev = {A ∈ Rd×dsym ; trA = 0},
J Poisson operator in GENERIC,
K Onsager operator in GENERIC,
w general thermal variable (e.g. e, θ, 1/θ, s),
E(Fe , α, β, w) internal energy as function,
S(Fe , α, β, w) entropy as function,
Lv� Lie derivative w.r.t. the vector field v,
� a general placeholder (or the end of proofs).

Table 1. Summary of the basic notation used.

2 Kinematics

In the finite-strain (also called large-strain) continuum mechanics, the basic geometrical concept is a

deformation y : Ω → Rd as a mapping from a reference configuration Ω ⊂ Rd into the physical

space Rd. The inverse motion ξ = y−1 : y(Ω) → Ω, if it exists, is called a return (or sometimes a

reference) mapping. We will denote byX and x the reference (Lagrangian) and the actual (Eulerian)

point coordinates, respectively. The other basic geometrical object is the (referential) deformation

gradient FR(X) = ∇Xy.

If evolving in time, x = y(t,X) is sometimes called a “motion”. The important quantity is the

(referential) velocity vR = d
dt
y(t,X) with d/dt the derivative with respect to time of a time dependent

function. When composed with the return mapping ξ, we obtain the Eulerian representations

F (t,x) = FR(t, ξ(x)) and v(t,x) = vR(t, ξ(x)) . (2.1)

The Eulerian velocity v is employed in the convective time derivative

(·). =
∂

∂t
(·) + (v·∇)(·) (2.2)

with ∇ taken with respect to actual coordinates, to be used for scalars and, component-wise, for

vectors or tensors.
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Then the velocity gradient ∇v = ∇Xv∇xX =
.
FF−1, where we used the chain-rule calculus and

F−1 = (∇Xx)−1 = ∇xX . This gives the transport-and-evolution equation the so-called kinematic

equation) for the deformation gradient as

.
F = LF with L := ∇v . (2.3)

From this, we also obtain the kinematic equation for detF as
.

detF = (div v) detF .

Introducing a (generally non-symmetric) inelastic distortion tensor Fp , a conventional large-strain

plasticity is based on Kröner-Lie-Liu [31,37] multiplicative decomposition

F = FeFp . (2.4)

HereFe = FF−1
p is the elastic distortion. The interpretation ofFp is a transformation of the reference

configuration into an intermediate stress-free configuration, and then Fe transforms this intermediate

configuration into the current actual configuration.

Applying the material derivative on (2.4) and using (2.3), we obtainLF =
.
F =

.
FeFp +Fe

.
Fp and,

multiplying it by F−1 = F−1
p F−1

e , we eventually obtain

L =
.
FeF

−1
e︸ ︷︷ ︸

elastic
distortion

rate

+ Fe

.
FpF

−1
p︸ ︷︷ ︸

inelastic
distortion

rate =: Lp

F−1
e , (2.5)

which is used mostly in connection to plasticity, cf. e.g. [3, 14, 22, 23, 29, 38, 58]; the term “distortion

rates” is due to [22, 23] while sometimes Lp is called a “plastic dissipation tensor” [3] or “velocity

gradient of purely plastic deformation” in [38], etc. By the algebraic manipulation, we can eliminate Fp

and see that (2.5) is equivalent to the kinematic equation for Fe :

.
Fe = LFe − FeLp . (2.6)

In principle, if one is interested also in the inelastic distrotion itself, we can reconstruct Fp from (2.5)

when re-arranging it to the plastic-distortion evolution rule
.
Fp = LpFp and by prescribing an initial

condition Fp |t=0.

3 A thermo-visco-elastodynamics with diffusion

To come straight to a quite general model, which represents a concrete motivation for the next section.

We first formulate it in a manner which is quite common in engineering and physics, specifically using

a free energy from which one can read both the internal energy and the entropy. Moreover, it is quite

standard to use the referential free energy ψ = ψ(Fe , z, θ) considered in J/m−3=Pa, i.e. a specific

energy per referential volume, and the heat equation formulated in terms of temperature. For another,

also a standard setting involves a referential free energy considered in J/kg, see Remark 5.1 below.

The other ingredient is the dissipation potential r = r(z, θ; ·, ·) : Rd×d × Rd×d
dev → R acting on the

velocity gradient L (or here rather only on its symmetric part) and the inelastic distortion rate Lp .
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A Eulerian thermodynamical model for finite-strain continua 5

For the sake of generality, we distinguish two cases concerning the content or concentration variable

z: extensive or intensive, later in Section 4 denoted respectively by α and β, the former case leading

to some additional terms. To write the equations more “compactly” for both cases, we will use the

“switch”

sEXT =

{
1 if z is intensive,
0 if z is extensive.

(3.1)

This affects the conservative Cauchy stress ΣCauchy in (3.2b) and the diffusion equation (3.2d) as

well as the temperature equation (3.2f) below. The system for the six-tuple (%,v,Fe , z,Lp , w)

is composed from the six equations, namely the mass-density continuity equation, the momentum

equation, the kinematic equation (2.6), the diffusion equation, the inelastic flow rule, and the heat

equation:

∂%

∂t
+ div(%v) = 0 (3.2a)

∂

∂t
(%v) + div(%v⊗v) = %g + div

(
ΣCauchy+Σdissip

)
with Σdissip = [r∗]′D(z, θ;D,Lp )

and ΣCauchy =
ψ′Fe (Fe , z, θ)F

>
e − sEXTzψ

′
z(Fe , z, θ)I

detFe

, (3.2b)

.
Fe = (∇v)Fe − FeLp , (3.2c)

.
z + sEXTz div v = div

(
Kdiff∇

µ

θ

)
with µ =

ψ′z(Fe , z, θ)

detFe

, (3.2d)

r′Lp
(z, θ;D,Lp ) = devΣMandel with ΣMandel =

F>e ψ
′
Fe

(Fe , z, θ)

detFe

, (3.2e)

c(Fe , z, θ)
.
θ = pheat − div

(
Kheat∇

1

θ

)
+ θ

ψ′′Fe θ(Fe , z, θ)F
>

e

detFe

:∇v − θ
F>e ψ

′′
Fe θ

(Fe , z, θ)

detFe

:Lp

− ψ
′
z(Fe , z, θ)−θψ′′zθ(Fe , z, θ)

detFe

.
z − sEXT

zψ′z(Fe , z, θ)

detFe

div v

with the heat production rate pheat = Σdissip:D + r′Lp
(z, θ;D,Lp ):Lp

and the heat capacity c(Fe , z, θ) = −θψ
′′
θθ(Fe , z, θ)

detFe

, (3.2f)

where Kdiff = Kdiff(Fe , z, θ) and Kheat = Kheat(Fe , z, θ) are the (symmetric positive definite)

matrices of diffusivity (mobility) and heat conductivity coefficients, and where r∗(z, θ; ·, ·) denotes

the convex conjugate to the dissipation potential r(z, θ; ·, ·). This system will be derived and

thermodynamically justified in Section 5 by exploiting a universal tool in the next Section 4.

To ensure non-negativity of temperature (sometimes called the 0th law of thermodynamics), the

ψ′z(Fe , z, θ)
.
z-term suggests the restriction ψ′z(Fe , z, 0) = 0. A particular and perhaps physically

most relevant ansatz to satisfy ψ′z(Fe , z, 0) = 0 is

ψ(Fe , z, θ) = θη(Fe , z) + φ(Fe , θ) . (3.3)

With this ansatz, the term (ψ′z(Fe , z, θ)−θψ′′zθ(Fe , z, θ))
.
z vanishes identically and also the heat

capacity c(Fe , z, θ) = −θψ′′θθ(Fe , z, θ)/detFe = −θφ′′θθ(Fe , θ)/detFe becomes independent of
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z, so that the diffusant content does not affect the heat capacity and, altogether, the diffusion does

not directly affect the heat equation at all. Anyhow, there is some experience that, in some situations,

diffusion can directly generate heat so that the ansatz (3.3) may be not entirely universal.

4 A general setup of the model for GENERIC

We consider a viscoelastoplastic material in an Eulerian domain Ω, which is further characterized by

the local temperature θ, an intensive variable α (like damage or aging or concentration of a diffusant)

and an extensive variable β (like a content of a diffusant). The material properties are encoded in the

actual free-energy density

ψ = ψ(Fe , α, β, θ) (4.1)

which is related with the referential free energy ψ used in Section 3 by

ψ(Fe , z, θ) =
ψ(Fe , z, θ)

detFe

. (4.2)

Both ψ andψ are in the physical unit Pa, i.e. J/m3, but m3 is meant as an actual volume vs a referential

volume, respectively. The latter option can alternatively be considered in J/kg, cf. Remark 5.1 below.

For consistency with GENERIC to be studied below, we introduce the entropy density S and the internal-

energy density E via

S(Fe , α, β, θ) = −ψ′θ(Fe , α, β, θ) and E(Fe , α, β, θ) = ψ(Fe , α, β, θ) + θS(Fe , α, β, θ).

The system we want to study will be formulated in terms of the state q = (p,Fe , α, β, θ), where

p = %v is the linear momentum and

% =
ρR

detFe

. (4.3)

Here Fe is the elastic part of the deformation-gradient tensor F = FeFp, viz (2.3), but Fp is not

needed while only the inelatic distortion rate Lp will appear, viz (2.5)–(2.6).

Assuming trLp = 0, the system for (v,Fe , α, β, θ) takes the following form:

∂

∂t
(%v) + div(%v⊗v) = div

(
ΣCauchy − βψ′βI + Dvisc(q)D

)
, (4.4a)

∂Fe

∂t
+ (v·∇)Fe = (∇v)Fe − FeLp , (4.4b)

∂α

∂t
+ v·∇α = div

(
Adiff∇

µα

θ

)
− Asource

µα

θ
(4.4c)

∂β

∂t
+ div(βv) = div

(
Bdiff∇

µβ

θ

)
(4.4d)

∂e

∂t
+ div(ev) =

(
ΣCauchy − βψ′βI + DviscD

)
:D − div

(
Kheat∇

1

θ

)
, (4.4e)

where we have

ΣCauchy = ψ′Fe F
>

e + ψI, D =
1

2

(
∇v+(∇v)>

)
, µα = ψ′α, µβ = ψ′β, (4.4f)
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A Eulerian thermodynamical model for finite-strain continua 7

Lp = θM∗∂ηF
e
R∗plast

(
q,M(q)ΣMandel

)
withΣMandel = F>e ψ

′
Fe
, and (4.4g)

e = E(Fe , α, β, θ) , and % = ρR/detFe as in (4.3) . (4.4h)

On the left-hand sides of (4.4a-e), we can see the appropriate convective derivatives, which are in

fact Lie derivatives, see Proposition 4.2. The coefficient Asource = Asource(Fe , z, θ) in the intensive-

variable evolution (4.4c) can be used for modeling damage- or aging-type processes.

The aim of the following section is to show that this system can be cast in the GENERIC framework.

4.1 The principles of GENERIC

We consider states q in a state spaceQ which is either a flat space or a smooth manifold. A GENERIC

system is a quintuple (Q, E ,S, J,K), where the energy E and the entropy S are differentiable

functions on Q with differentials DE(q),DS(q) ∈ TqQ. The geometric structures are the Poisson

operator J for Hamiltonian dynamics and the Onsager operator K for dissipative dynamics, which

maps T∗Q to TQ. The evolution equation then takes the form

∂q

∂t
= J(q)DE(q) + K(q)DS(q).

The Poisson operator is defined by being skew-symmetric and safisfying the Jacobi identity, i.e.〈
ζ1,DJ(q)[J(q)ζ2]ζ3

〉
+ cycl. perm. ≡ 0 for all ζ1, ζ2, ζ3 ∈ T∗qQ. (4.5)

The Onsager operators are defined by the conditions of symmetry and positive semi-definiteness,

namely K(q)∗ = K(q) ≥ 0.

The main condition for GENERIC are the so-called non-interaction conditions, namely

J(q)DS(q) ≡ 0 and K(q)DE(q) ≡ 0 . (4.6)

Using the chain rule, a simple consequence of the second condition is energy conservation

along solutions, i.e. d
dt
E(q(t)) = 0, while the second condition implies entropy increase, namely

d
dt
S(q(t)) = 〈DS(q),K(q)DS(q)〉 ≥ 0. See [42, Sec. 2.2] and [53] for further properties of GENERIC

systems.

In fact, often the linear kinetic relation ζ 7→ K(q)ζ for the dissipative part needs to be generalized

to allow for nonlinear relations. In such cases, one uses the dual dissipation potential R∗ : T∗Q →
[0,∞], where R∗(q, ·) : T∗q → [0,∞] is a lower semicontinuous and convex functional satisfying

0 = R∗(q, 0) ≤ R∗(q, ζ). In the linear form it takes the form R∗(q, ζ) = 1
2
〈ζ,K(q)ζ〉. Then, the

kinetic relation takes the form ζ 7→ ∂ζR∗(q, ζ) ⊂ TQ, where ∂ζR∗ is the (possibly multi-valued)

convex subdifferential. The GENERIC evolution equation then reads

∂q

∂t
= J(q)DE(q) + K(q)DS(q) ,

and the second non-interaction condition is replaced by

R∗(q, λDE(q)) ≡ 0 for all λ ∈ R .

By convexity, the latter condition implies R∗(q, ζ+λDE(q)) = R∗(q, ζ) for all (q, ζ) ∈ T∗Q and

λ ∈ R. Again, energy conservation and entropy increase follow.
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4.2 Arbitrary thermal variable and stress tensors

Using the generalization of [42] (see also the recent usages in [4, 5]), we work with a general scalar

thermodynamic variable w that can denote either the temperature θ, the internal energy e, the entropy

s, or other. The only restriction is that both functions e = E(Fe , α, β, w) and s = S(Fe , α, β, w)

satisfy the relation

θ = Θ(Fe , α, β, w) =
∂wE(Fe , α, β, w)

∂wS(Fe , α, β, w)
> 0 , (4.7)

where θ is the absolute temperature.

Since the derivatives of the free energy with respect to Fe , α, and β at constant temperature play a

crutial role as thermodynamical driving forces, we recall from [42, Eqn. (2.13)] the important relations

ψ′Fe (Fe , α, β, θ)
∣∣
θ=Θ(Fe ,α,β,w)

= E ′Fe (Fe , α, β, w)−Θ(Fe , α, β, w)S ′Fe (Fe , α, β, w) and

(4.8a)

ψ′ζ(Fe , α, β, θ)
∣∣
θ=Θ(Fe ,α,β,w)

= E ′ζ(Fe , α, β, w)−Θ(Fe , α, β, w)S ′ζ(Fe , α, β, w) (4.8b)

for ζ = α, β. For general choices of the thermal variable w, the free energy is always given by

ψ(Fe , ζ, w) = E(Fe , ζ, w) − Θ(Fe , ζ, w)S(Fe , ζ, w). Note that, in view of (4.8a), the first Piola-

Kirchhoff tensor can be calculated by the same formula E ′Fe − ΘS ′Fe independent of the choice of

w, whereas the formula ψ′Fe gives the first Piola-Kirchhof tensor only for the choice w = θ. Similarly,

(4.8b) says that the chemical potentials can always be calculated by µζ = E ′ζ −ΘS ′ζ , but the formula

µζ = ψ′ζ only holds for w = θ.

Our densities E and S are defined with respect to the actual Eulerian volume dx. The first Piola-

Kirchhoff tensor T is the obtained by the derivative of the free energy (at fixed θ) when taking

with respect to the material (i.e. Lagrangian) volume measure dX . Using dx = detFe dX (recall

detFp = 1) we have T =
(

detFe ψ
)′
Fe

. The actual stress tensor in the Eulerian setting is the

Cauchy stress tensor ΣCauchy which is related to T via ΣCauchy = (1/detFe )TF>e , see e.g. [23,

Eqn. (48.2)]. Thus, exploiting (detFe )′Fe = Cof Fe = (detFe )F−>e and (4.8a) provides us with the

formula

ΣCauchy =
1

detFe

((
E detFe )′Fe −Θ

(
S detFe )′Fe

)
F>e =

(
E ′Fe−ΘS ′Fe

)
F>e +

(
E−ΘS

)
I.
(4.9)

4.3 The Hamiltonian part of Eulerian thermoelastoplasticity

We follow ideas from [27] for the Hamiltonian part of thermoelasticity in the Eulerian setting based on

the state variables (p,Fe , α, β,Fe , θ), see also [55] for a related form involving % as an additional

state variable.

Using that % = ρR/detFe , the total energy and total entropy can be written as

E(p,Fe , α, β, w) =

∫
Ω

( |p|2
2%

+E(Fe , α, β, w)
)

dx and S(Fe , α, β, w) =

∫
Ω

S(Fe , α, β, w)dx.

For generality we have introduced two scalar variables α and β, which are assumed to be intensive

and extensive, respectively. See [76] for the importance of treating intensive and extensive variables
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A Eulerian thermodynamical model for finite-strain continua 9

accordingly. Here, E and S are the energy and entropy densities with respect to the actual Eulerian

volume.

Taking into account p = %v with % = %(Fe ) from (4.3) so that %′Fe = −%F−>e , the differentials of E
and S take the form

DE(p,Fe , α, β, w) =


v

E ′Fe +
%|v|2

2
F−>e

E ′α
E ′β
E ′w

 and DS(p,Fe , α, β, w) =


0
S ′Fe
S ′α
S ′β
S ′w

 . (4.10)

In GENERIC, the Hamiltonian (or reversible) part of the evolution is given in the form

∂q

∂t
= J(q)DE(q),

where J satisfies three conditions:

skew symmetry: J(q)∗ = −J(q) ; (4.11a)

Jacobi’s identity:
〈
ζ1,DJ(q)[J(q)ζ2]ζ3

〉
+ cycl.perm ≡ 0 ; (4.11b)

first non-interaction condition: J(q)DS(q) ≡ 0 . (4.11c)

We construct a suitable J with the block structure

J(q) =


Jpp JpFe Jpα Jpβ Jpw
JFe p 0 0 0 0
Jαp 0 0 0 0
Jβp 0 0 0 0
Jwp 0 0 0 0

 (4.12)

We set

Jpp(q)ζ = − div(p⊗ζ)− (∇ζ)>p, JFe p(q)ζ = − (ζ·∇)Fe + (∇ζ)Fe ,

Jαp(q)ζ = − ζ·∇α, Jβp(q)ζ = − div(βζ).

Here Jpp(q) is different form the canonical co-symplectic structure for the incompressible Euler

equation (cf. [27, 55]); for the compressible case we follow [76]. The operator JFe p is chosen for the

transport of the tensor Fe , giving ∂
∂t
Fe + (v·∇)Fe = (∇v)Fe . In the lower line, Jαp and Jβp give

the simple transport of an intensive and an extensive scalar, respectively. The operator Jwp for the

transport of w will be more complicated, as it has to be compatible with the transport of the extensive

variable s = S(Fe , α, β, w), where w may be neither intensive (like w = θ) or extensive (like for

w ∈ {e, s}). The proof of the validity of Jacobi’s identity in Theorem 4.1 relies heavily on the fact that

the operators Jpp, JFe p, Jαp, and Jβp are given by classical Lie derivatives of tensors in the direction

of the vector field v = ζ.

In view of the desired skew symmetry (4.11a) we define

JpFe (q)Ξ = ∇Fe :Ξ + div
(
ΞF>e

)
, Jpα(q)a = a∇α, Jpβ(q)b = −β∇b .
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To find Jpw, we use the first non-interaction condition (4.11c) and observe that because of DpS(q) =

0 we only have to satisfy the relation

JpFe (q)S ′Fe + Jpα(q)S ′α + Jpβ(q)S ′β + Jpw(q)S ′w ≡ 0 .

Obviously, this is satisfied by the choice

Jpw(q)ω = −S∇
( ω
S ′w

)
− JpFe

( ω
S ′w
S ′Fe

)
− Jpα

( ω
S ′w
S ′α

)
− Jpβ

( ω
S ′w
S ′β

)
.

Finally, defining Jwp(q) = −Jwp(q)∗ we find

Jwp(q)ζ = − 1

S ′w
div(Sζ) +

1

S ′w
S ′Fe : JFe pζ +

1

S ′w
S ′αJαpζ +

1

S ′w
S ′βJβpζ

= − 1

S ′w

(
div(Sζ) + S ′Fe :

(
(ζ·∇)Fe−(∇ζ)Fe

)
+ S ′αζ·∇α + S ′βdiv(βζ)

)
.

Thus, we have J∗ = −J and the full skew symmetry (4.11a) is established.

Moreover, assuming purely Hamiltonian flow with ∂
∂t

(Fe , α, β, w) = (JFe p, Jαp, Jβp, Jwp)v, we find

∂

∂t

(
S(Fe , α, β, w)

)
= S ′Fe :

∂Fe

∂t
+S ′α

∂α

∂t
+S ′β

∂β

∂t
+S ′w

∂w

∂t
= −div

(
S(Fe , α, β, w)v

)
, (4.13)

which shows that the entropy density is transported as an extensive variable.

Theorem 4.1 (Poisson structure.) The operator J defined above is a Poisson structure satisfying

the conditions (4.11).

For the readers convenience we give an explicit and self-contained proof of the validity of the

Jacobi identity (4.5), however proofs for various restricted operators J exist in the literature, see

e.g. [27, 53, 55, 76]. Our proof will be based on two observations: (i) J has the block structure (4.12),

which will be analyzed in Appendix A, and (ii) that the components of J are given in terms of Lie

derivatives of tensors with respect to the underlying velocity field v.

For a general vector fieldw and a tensor field T , the Lie derivative is defined by taking the derivative

of T along the flow of thew. The important property of Lie derivatives is the commutator relation

Lv
(
LwT

)
− Lw

(
LvT

)
= L[[v,w]]T , (4.14)

where the commutator between vector fields is given by

[[v,w]] := Lvw = −Lwv = (v·∇)w − (w·∇)v = (∇w)v − (∇v)w.

The identity (4.14) cannot be found easily in the literature, but it is an easy consequence of its validity

for functions, vectors, and co-vectors (1-forms) and of the well-known derivation rule Lv(T⊗S) =

(LvT )⊗S + T⊗(LvS) by doing induction over the rank of the tensors.
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Proposition 4.2 (Lie derivatives) We have the following identities

−Jpp(q)v = L(d−1)-fo
v q = div(q⊗v) + (∇v)>q, (4.15a)

−JFe p(G)v = Lvec
v G = (v·∇)G− (∇v)G, (4.15b)

−Jαp(a) = L0-fo
v a = (v·∇)a = v · ∇a, (4.15c)

−Jβp(b) = Ld-fo
v b = div(bv), (4.15d)

where Ln-fo
v denotes the Lie derivatives of an n-form, where intensive variables are 0-forms (simple

functions) and extensive variables are d-forms (densities of volume forms with respect to the Lebesgue

measure).

Proof. The relations in (4.15c) and (4.15d) are in all textbooks on tensor calculus, see e.g. [41,

Sec. 4.3]. The same holds for (4.15b), if we observe that G 7→ JFe p(G)v acts on the columns of

G, i.e. we interpretG as a collection of column vectors.

To obtain (4.15a) we can use the duality between (d−1)-forms and vectors. With L1-fo
v ξ = (v·∇)ξ+

(∇v)>ξ we find∫
Ω

w · L(d−1)-fo
v (q) dx := −

∫
Ω

q · Lvec
v w dx =

∫
Ω

q ·
(
(v·∇)w − (∇v)w

)
dx

=

∫
Ω

w ·
(
div(q⊗v) + (∇v)>q

)
dx , (4.16)

which is the desired result. �

We are now ready to complete the

Proof of Theorem 4.1. The conditions (4.11a) and (4.11c) are satisfied by construction.

To show the Jacobi identity (4.11b), there are two classical ways: (i) one simply uses the definition

and evaluates the tri-linear form defined in (4.11b) or (ii) one uses the invariance of the Jacobi identity

under the coordinate transformation.

We choose the latter one and consider the new variables q = (p,Fe , α, β, s) with s =

S(Fe , α, β, w). By (4.7) we know that this mapping is invertible to obtain w = W (Fe , α, β, s) back

again. The new form of the energy density is E(p,Fe , α, β, s) = E
(
p,Fe , α, β,W (Fe , α, β, s)

)
and the entropy density is S(p,Fe , α, β, s) = s. In particular, using S

′
Fe

= 0, S
′
α = S ′β = 0, and

S
′
s = 1, the operator J transforms into

J(q) =


−L(d−1)-fo

� (p) JpFe (Fe ) �∇α −β∇� −s∇�
−Lvec

� (Fe ) 0 0 0 0
−L0-fo

� (α) 0 0 0 0
−Ld-fo

� (β) 0 0 0 0
−Ld-fo

� (s) 0 0 0 0

 ,

where we already inserted the results from Proposition 4.2.

Finally, we apply Proposition A.1 with n ∈ {1, . . . , N} replaced by a ∈ {p,Fe , α, β, s}, i.e. p plays

the special role of n = 1 in the block structure. We first observe that all the operators a 7→ Jap(a)

are linear, such that

DJap(a)[Jap(a)v]w = Jap
(
Jap(a)v

)
w = Law

(
Lava

)
,
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where Lav stands for L(d−1)-fo
v , Lvec

v , L0-fo
v , Ld-fo

v , and Ld-fo
v , respectively.

To establish the Jacobi identity for Jpp we use that Lvec
v w = [[v,w]] satisfies it (see e.g. [41, p. 143])

and dualize:〈
v1, Jpp

(
Jpp(p)v2

)
v3

〉
+ cycl. perm. =

〈
v1,L

p
v2
Lpv3p

〉
+ cycl. perm.

=
〈
Lvec
v3
Lvec
v2
v1,p

〉
+ cycl. perm. =

〈
[[v3, [[v2,v1]] ]] + cycl. perm.,p

〉
= 〈0,p〉 = 0.

Thus, (A.3a) and (A.3b) are established. To obtain (A.3c) fora ∈ {Fe , α, β, s}we use the commutator

property (4.14) for Lie derivatives.〈
ζa, Jap(Jap(a)v)w−Jap(Jap(a)w)v

〉
=
〈
ζa,L

a
wL

a
va−LavLawa

〉
(4.14)
=
〈
ζa,L

a
[[w,v]]a

〉
Xa

= −
〈
ζa,−Jap(a)[[v,w]]

〉
Xa

= −
〈
[[v,w]], Jpa(a)ζa

〉
Xp

= −
〈
Lvec
v w, Jpa(a)ζa

〉
Xp

(4.16)
=
〈
w,L(d-1)-fo

v Jpa(a)ζa
〉
Xp

=
〈
w, Jpp

(
Jpa(a)ζa

)
v
〉
.

Thus, (A.3c) is established as well and the proof is complete. �

We now discuss the terms arising from of the Hamiltonian part of the dynamics, namely ∂q
∂t

=

VHam(q) = J(q)DE(q). Using (4.10) we obtain the following system of equations

VHam(q) = J(q)DE(q) =


−div

(
%v⊗v

)
+ div

(
ΣCauchy − p(β)I

)
−v·∇Fe + (∇v)Fe

−v·∇α
−div(βv)

− 1

S ′w
div(Sv)− 1

S ′w

(
S ′Fe :

∂Fe

∂t
+ S ′α

∂α

∂t
+ S ′β

∂β

∂t

)

 , (4.17)

where the Cauchy stress tensorΣCauchy is defined via the free-energy density ψ = E−ΘS as follows

ΣCauchy = Σ̃F>e + ψ I with Σ̃ = E ′Fe (Fe , α, β, w)−Θ(Fe , α, β, w)S ′Fe (Fe , α, β, w) ,

see Section 4.2. Moreover, the extensive variable β generates the additional pressure

p(β) = β (E ′β −ΘS ′β) ,

see also [55, Eqn. (2.15e)].

All terms in (4.17) are clear except for the first one involving the Cauchy stress tensor. To obtain the

given compact form, we start from the definition

V p
Ham(q) = JppDpE + JpFe DFe

E + JpαDαE + JpβDβE + JpwDwE

= Jpp(p)v + JpFe (Fe )
(
E ′Fe +

%|v|2

2
F−>e

)
+ E ′α∇α− β∇(E ′β)

− S∇
(E ′w
S ′w

)
− JpFe (Fe )

(E ′w
S ′w

S ′Fe

)
−
(E ′w
S ′w

S ′α

)
∇α− β∇

(E ′w
S ′w

S ′β

)
.

For the terms involving v, we use p = %v and find an important cancellation (see also [76, Eqn. (4.6)]):

Jpp(p)v+JpFe (Fe )
(%|v|2

2
F−>e

)
= −div(%v⊗v)−(∇v)>(%v)+

%|v|2

2
F−>e :∇Fe +div

(%|v|2
2

I
)
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= −div(%v⊗v)− %∇
( |v|2

2

)
+

%|v|2

2 detFe

∇ detFe +∇
(
%
|v|2

2

)
= −div(%v⊗v),

because % = ρR/detFe implies ∇% = −(%/detFe )∇ detFe ; here we rely on that ρR is assumed

constant in space.

Setting Σ̃ = E ′Fe−ΘS ′Fe and using Θ = E ′w/S
′
w (note that ψ′Fe = Σ̃−SΘ′Fe 6= Σ̃) and

ψ = E −ΘS, we can also simply the other terms and find

V p
Ham(q) = − div(%v⊗v) + JpFe (Fe )Σ̃ + (ψ′α+SΘ′α)∇α− β∇(ψ′β+SΘ′β)− S∇Θ

= − div(%v⊗v) + JpFe (Fe )Σ̃ + ψ′α∇α− β∇ψ′β
+ SΘ′α∇α− β∇(SΘ′β)− S

(
Θ′Fe :∇Fe +Θ′α∇α+Θ′β∇β + Θ′w∇w

)
= − div(%v⊗v) + JpFe (Fe )Σ̃ − SΘ′Fe :∇Fe + ψ′α∇α− β∇ψ′β −∇(SβΘ′β) + ψ′w∇w ,

where, for the last term, we used the definition of ψ and Θ to find ψ′w = −SΘ′w. On the other hand

we have

div
(
Σ̃F>e + ψ I

)
= JpFe (Fe )Σ̃ − Σ̃:∇Fe +∇ψ

= JpFe (Fe )Σ̃ − E ′Fe :∇Fe + ΘS ′Fe :∇Fe + (E−ΘS)′Fe :∇Fe + ψ′α∇α + ψ′β∇β + ψ′w∇w

= JpFe (Fe )Σ̃ − SΘ′Fe :∇Fe + ψ′α∇α + ψ′β∇β + ψ′w∇w .

Combining the last two relations and exploiting ψ′β + Sθ′β = E ′β −ΘS ′θ yields

V p
Ham(q) = −div(%v⊗v) + div

(
Σ̃F>e +

(
ψ − β(E ′β−ΘS ′β)

)
I
)
, (4.18)

which shows the additional pressure correction β(E ′β−ΘS ′β) for the extensive variable β.

With this the form of VHam given in (4.17) is established. It can be checked easily, that when omitting

α and β and choosing θ = w = Θ(Fe , w) we exactly obtain the equations derived in [27, Sec. 3].

4.4 The dissipative part of Eulerian thermoelastoplasticity

As explained in [53, Sec. 2.3.2] (following [17]) and [42, Sec. 4.3], suitable nonlinear dissipation

potentials R or linear Onsager operators K are constructed by collecting the building blocks of the

dissipative mechanics and then combining them with a nontrivial operator NE in the form

R∗(q, ζ) = R∗simple(q,NE(q)
∗ζ) or K(q) = NE(q)Ksimple(q)NE(q)

∗.

In our model we can have five different dissipative processes:

(A) viscoelastic dissipation induced byD = 1
2

(
∇v+(∇v)>

)
,

(B) inelastic (or plastic) dissipation induced by Lp = F−1
e

(
(∇v)Fe− ∂

∂t
Fe−(v·∇)Fe

)
,

(C) diffusion and growth/decay for the intensive variable α,

(D) diffusion for the extensive variable β,

(E) heat flow induced by∇(1/θ).
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Thus, we can find a suitable dual dissipation potential in the additive form

R∗simple = R∗A +R∗B +R∗C +R∗D +R∗E.

However, we emphasize that this simplistic assumption is by far not necessary. Of course, it is

possible to construct much more general thermodynamically consistent models where there is a strong

interaction of the different dissipation mechanics (e.g. like cross diffusion). Nevertheless, we will restrict

our approach to the case of a simple block structure.

The advantage of using an operator NE is three-fold. First, it is used guarantee the second non-

interaction condition by asking

NE(q)
∗DE(q) = (0, ..., 0, 1)> and R∗simple

(
q, (0, ..., 0, λ)>

)
= 0 for all λ =∈ R. (4.19)

Here λ ∈ R stand for the constant (reciprocal of the) temperature 1/θ, which does not generate any

dissipation.

The second advantage is the fundamental observation in [42, Sec. 4.3] that now the dissipative (a.k.a.

irreversible) driving forces are now given by

η = NE(q)
∗DS(q) ,

which contains already information on E in a specific way because of (4.19).

Finally, the operator NE acting from the left on ∂R∗simple will encoded the dissipative terms that

generate the energy conservation, i.e. the terms that contributing to the entropy production.

For our special application, we recall the special form of DE and DS given in (4.10) and construct an

operator N∗E : Rd × Rd×d × R3 → Rd×d
sym × Rd×d × R3 as follows:

NE(q)
∗ =



D(�) 0 0 0 −�
E ′w

D

−%
2

(v·�)I F>e 0 0 −�
E ′w

F>e E
′
Fe

0 0 1 0 −E ′α/E ′w
0 0 0 1 −E ′β/E ′w
0 0 0 0 1/E ′w


.

For the later analysis, we introduce the vector of the reduced driving forces η = NE(q)
∗ζ ∈

Rd×d
sym × Rd×d × R3 via

η =


ηp

ηFe

ηα

ηβ

ηw

 = NE(q)
∗


ζp

ζFe

ζα

ζβ

ζw

 =


D(ζp)− (ζw/E ′w)v

F>e ζ
Fe − %

2
(v·ζp)I− (ζw/E ′w)F>e E

′
Fe

ζα − ζwE ′α/E ′w
ζβ − ζwE ′β/E ′w

ζw/E ′w

 .

Clearly, the first relation in (4.19) is satisfied, and using (4.10) again we have

NE(q)
∗DS(q) =



−(1/Θ)D

−(1/Θ)F>e
(
E ′Fe−ΘS ′Fe

)
−(1/Θ)(E ′α−ΘS ′α)

−(1/Θ)(E ′β−ΘS ′β)

1/Θ

 .
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The third and fourth component are given in terms of the chemical potentials µα,β in the form

ηα = −µα/Θ and ηβ = −µβ/Θ, because of (4.8b).

For the adjoint operator NE : Rd×d
sym × Rd×d × R3 → Rd × Rd×d × R3 we obtain

NE(q) =


div(�) −%

2
tr(�)v 0 0 0

0 Fe 0 0 0
0 0 1 0 0
0 0 0 1 0

−1
E ′w
D:� −1

E ′w
(F>e E

′
Fe

):� −E ′α/E ′w −E ′β/E ′w 1/E ′w

 .

The non-diagonal entries in the last line will provide energy conservation as well as entropy production,

see Section 4.6.

The full dual dissipation potential takes the form

R∗(q, ζ) = R∗simple(q,NE(q)
∗ζ) ,

and now assume thatR∗simple has a block structure

R∗simple(q,η) = R∗visc(q,η
p) +R∗plast(q,η

Fe ) +R∗α(q, ηα) +R∗β(q, ηβ) +R∗heat(q, η
w) .

Yet, hasten to say that this is a simplification that is not necessary at all and, actually (6.3) below would

need a fully general structure. In fact, it is one of the big advantages of the GENERIC framework that it

can easily handle coupling phenomena between different effects.

Even for the these five blocks we only write the simplest forms and leave the study of more general

dissipation potentials to future work.

R∗visc(q,η
p) =

∫
Ω

Θ

2
ηp:Dvisc(q)η

p dx, R∗plast(q,η
Fe ) =

∫
Ω

R∗plast

(
q,−ΘMηFe

)
dx,

(4.20a)

R∗α(q, ηα) =

∫
Ω

1

2
∇ηα·Adiff(q)∇ηα +

Asource(q)

2
(ηα)2 dx, (4.20b)

R∗β(q, ηβ) =

∫
Ω

1

2
∇ηβ·Bdiff(q)∇ηβ dx, R∗heat(q, η

w) =

∫
Ω

1

2
∇ηw·Kheat(q)∇ηw dx.

(4.20c)

With these choices we can write down the dissipative (irreversible) part of the evolution:

Virr(q) =



div
(
Dvisc(q)D +

%

2
tr(Lp )v

−FeLp

V α
irr(q) := div

(
Adiff∇

µα

Θ

)
− Asource

µα

Θ

V β
irr(q) := div

(
Bdiff∇

µβ

Θ

)
1

E ′w
D:DviscD +

1

E ′w
E ′Fe :(FeLp )− E ′α

E ′w
V α

irr −
E ′β
E ′w

V β
irr −

1

E ′w
div
(
Kheat∇

1

Θ

)


,

where

Lp = θM∗∂ηF
e
R∗plast

(
q,M(q)F>e (E ′Fe−ΘS ′Fe )︸ ︷︷ ︸

=Mandel-stress tensor
(symmetric)

)
.
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4.5 The full GENERIC evolution equation

We can now assemble the whole GENERIC evolution equations

.
q = VHam(q) + Virr(q) = J(q)DE(q) + K(q)DS(q).

This leads to the following system for (v,Fe , α, β, w):

∂

∂t
(%v)+div

(
%v⊗v) = div

(
ΣCauchy − β(E ′β−ΘS ′β)I + Dvisc(q)D

)
+
%

2
tr(Lp )v , (4.21a)

∂Fe

∂t
= −(v·∇)Fe + (∇v)Fe − FeLp , (4.21b)

∂α

∂t
= −v·∇α + div

(
Adiff∇

µα

Θ

)
− Asource

µα

Θ
, (4.21c)

∂β

∂t
= −div(βv) + div

(
Bdiff∇

µβ

Θ

)
, (4.21d)

∂w

∂t
= V S

Ham + V E
irr −

1

E ′w
div
(
Kheat∇

1

Θ

)
, (4.21e)

where % is from (4.3) and where we have

ΣCauchy =
(
E ′Fe−ΘS ′Fe

)
F>e + (E−ΘS)I, (4.22a)

Lp = θM∗∂ηF
e
R∗plast

(
q,M(q)ΣMandel

)
withΣMandel = F>e (E ′Fe−ΘS ′Fe ), (4.22b)

µα = E ′α −ΘS ′α and µβ = E ′β −ΘS ′β, (4.22c)

V S
Ham =

1

S ′w

(
−div(Sv)− S ′Fe :

∂Fe

∂t
− S ′α

∂α

∂t
− S ′β

∂β

∂t

)
, (4.22d)

V E
irr =

1

E ′w

(
− div(Ev) +D:DviscD + E ′Fe :(FeLp )− E ′α

∂α

∂t
− E ′β

∂β

∂t

)
. (4.22e)

4.6 Energy conservation and entropy production

By construction, the solutions of a GENERIC system automatically satisfy the conservation of the total

energy and the non-decay of the total entropy, namely

d

dt
E(q(t)) = 0 and

d

dt
S(q(t)) =

〈
DS(q(t)), ∂ζR∗

(
q(t),DS(q(t))

)〉
≥ 0.

However, in continuum mechanics it is also important to understand the local balance laws involving

the mechanical power pmech, the energy flux jener, the entropy flux jentr, and the entropy production

σprod in the form

∂E

∂t
+ div(Ev) = pmech − divjener and (4.23a)

∂S

∂t
+ div(Sv) = σprod − divjentr with σprod ≥ 0 in Ω . (4.23b)

Here pmech is due to the exchange of kinetic to the potential (=internal) energy. For deriving these

local balance laws, we take advantage of the possibility of choosing an arbitrary thermal variable w.

For deriving (4.23a) it is advantageous to choose w = e = E(Fe , α, β, e), while for deriving (4.23b)

it is advantageous to choose w = s = S(Fe , α, β, s).
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In particular, this subsection highlights the role of the specific form of the equation for w that involves

the terms V S
Ham and V E

irr. These terms arise in a specific way by the construction of the GENERIC

formulation.

The term V E
irr stems from NE and can be seen as a providing the heat production through the

dissipative processes. This is most elegantly seen by using our freedom to choose the thermal variable

at our will: if we now make

the specific choice w = e, i.e. E(Fe , α, β, e) = e ,

we find E ′Fe = 0, E ′α = 0 = E ′β , E ′e = 1 and S ′e = 1/Θ. With this choice, the equation for the

extensive variable w = e takes the form

∂e

∂t
= Θ

(
−div(Sv)− S ′Fe :

(
(v·∇)Fe − (∇v)Fe + FeLp

)
+ S ′αv·∇α + S ′βdiv(βv)

)
+D:DviscD − div

(
Kheat∇

1

Θ

)
.

With Θdiv(Sv) = div(ev) − (e−ΘS)I:D + Θ
(
S ′Fe :(v·∇)Fe + S ′αv·∇α + S ′βv·∇β

)
we see

several cancellations and arrive at

∂e

∂t
+ div(ev) =

(
ΣCauchy − β(E ′β−ΘS ′β)I + DviscD + FeLp

)
:D︸ ︷︷ ︸

=: pmech = the mechanical power (in W/m3)

− div
(
Kheat∇

1

Θ︸ ︷︷ ︸
=: jener

)
.

(4.24)

Here we used that, because of the choice w = e and E ′Fe = 0, the Cauchy stress tensor takes the

form ΣCauchy = −ΘS ′Fe F
>

e − ΘSI, see (4.9). This establishes (4.23a) and shows that the internal

variables α and β do not contribute to the energy flux, because the assumed block structure ofR∗simple

did not allow for cross diffusion.

Finding the local balance law for the entropy density S is most easily done by making

the specific choice w = s, i.e. S(Fe , α, β, s) = s.

Then, we find S ′Fe = 0, S ′α = 0 = S ′β , S ′s = 1 andE ′s = Θ. We also recall that V S
Ham is such that for

the purely Hamiltonian system the entropy density is simply transported as a extensive variable along

the vector field v, see (4.13). Thus, the term V w
irr will produce the terms for entropy production σprod

and for the entropy flux jentr.

Assembling the terms from the derivation in Sections 4.3 and 4.4, we find

∂s

∂t
+ div(sv) =

1

Θ

(
D:DviscD+E ′Fe :(FeLp )−E ′αV α

irr−E ′βV
β

irr−div
(
Kheat∇

1

Θ

))
= σprod − div

(
jentr

)
with

σprod =
1

Θ
D:DviscD + MΣMandel:∂ηF

e
R∗plast

(
MΣMandel

)
+∇µ

α

Θ
·Adiff∇

µα

Θ
+ Asource

(µα
Θ

)2

+∇µ
β

Θ
·Bdiff∇

µβ

Θ
+∇ 1

Θ
·Kheat∇

1

Θ
,

jentr =
µα

Θ
Adiff∇

µα

Θ
+
µβ

Θ
Bdiff∇

µβ

Θ
+

1

Θ
Kheat∇

1

Θ
, (4.25)

where the chemical potentials take the form µα = E ′α − Θ 0 and µβ = E ′β − Θ 0 because of the

choice w = s = S. This establishes (4.23b).
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5 How the system (3.2) arises from GENERIC

A basic ingredient of the model (3.2) is that the free energy is taken referential, whereas the actual free

energy ψ = E−ΘS is better fitted to directly fitted to the GENERIC approach in Sect. 4, but perhaps

less standard in engineering or physics, see (4.2) for the relation. As in Section 4, we use the actual

entropy s = −ψ′θ(Fe , z, θ), the actual chemical potential µ = ψ′z(Fe , z, θ), and the actual internal

energy (Gibbs’ relation) e = ψ + θs.

We willstart from the system (4.21)–(4.22) with the choice w = e to see the energy balance in its

standard form. However, we will then use the relation e = E(Fe , z, θ) for formulating the equations

in terms of the temperature. Moreover, we will simplify the approach in Sect. 4 by assuming further

trLp = 0 , M = dev : Rd×d → Rd×d
dev : A 7→ A− trA

d
I , and Asource = 0 . (5.1a)

Taking Rplast whose convex conjugate R∗plast occurs in (4.22b), we consider the dissipation potential
r used in (3.2) as

r(z, θ;D,Lp ) =
1

2
D:DviscD +Rplast

(
z, θ;

Lp

θ

)
with Dvisc = Dvisc(z, θ) . (5.1b)

It is to note that (5.1b) turns the kinetic equation (flow rule) (4.22b) into [Rplast]
′
Lp

(z, θ,Lp /θ) =

devΣMandel with the Mandel stress ΣMandel = F>e ψ
′
Fe

(Fe , z, θ), where we used that (M∗)−1 is

the identity on Rd×d
dev where Lp is valued. Again using (5.1b), we can write it as r′Lp

(z, θ;D,Lp ) =

devΣMandel. When using (4.21)–(4.22), we realize that E − ΘS = ψ. This altogether turns (4.21)–

(4.22) into the system:

∂

∂t
(%v) + div(%v⊗v) = %g + div

(
ΣCauchy+Σdissip

)
with Σdissip = r′D(z, θ;D,Lp )

and ΣCauchy = ψ′Fe (Fe , z, θ)F
>

e +
(
ψ(Fe , z, θ)− sEXTzψ

′
z(Fe , z, θ)

)
I , (5.2a)

.
Fe = (∇v)Fe − FeLp , (5.2b)
.
z + sEXTz div v = div

(
Kdiff∇

µ

θ

)
with µ = ψ′z(Fe , z, θ) , (5.2c)

r′Lp
(z, θ;D,Lp ) = devΣMandel with ΣMandel = F>e ψ

′
Fe

(Fe , z, θ) , (5.2d)

∂e

∂t
+ div

(
ev
)

= pheat − div
(
Kheat∇

1

θ

)
+
(
ψ′Fe (Fe , z, θ)F

>
e +ψ(Fe , z, θ)I

)
:∇v

− F>e ψ′Fe (Fe , z, θ):Lp − sEXTzψ
′
z(Fe , z, θ) div v

with the heat production rate pheat = Σdissip:D + r′Lp
(z, θ;D,Lp ):Lp

and the internal energy e = ψ(Fe , z, θ)− θψ′θ(Fe , z, θ) , (5.2e)

with sEXT from (3.1); note that we wrote (4.21c) and (4.21d) in a unified way so that z can be both α or

β and correspondingly Kdiff can be Adiff or Bdiff .

To inspect the internal energy equation (4.24) and the entropy equation (4.25), let us realize that

pmech =
(
ΣCauchy − z(E ′z−θS ′z)I +Σdissip

)
:D , (5.3a)

jener = Kheat∇
1

θ
, (5.3b)
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σprod =
pheat

θ
+∇µ

θ
·Kdiff∇

µ

θ
+∇1

θ
·Kheat∇

1

θ
with pheat = r′(D,Lp )(z, θ;D,Lp ):(D,Lp ) , (5.3c)

jentr =
µ

θ
Kdiff∇

µ

θ
+

1

θ
Kheat∇

1

θ
. (5.3d)

As articulated in Section 4, these general equations lead to the total energy balance and the total

enetropy balance, respectively. For this, we need to consider a fixed domainΩ ⊂ Rd and to prescribe

some boundary conditions; for simplicity, we use impermeable boundary by prescibing

v·n = 0 , jener·n = 0 , and jentr·n = 0 on ∂Ω (5.4a)

with n denoting the outward normal to the boundary ∂Ω of the domain Ω. Besides, we prescibe

(ΣCauchy+Σdissip)n = 0 , ∇θ·n = 0 , and ∇µ·n = 0 on ∂Ω . (5.4b)

Actually, the last two conditions in (5.4b) allow the last condition (5.4a) to be omitted.

Integrating (4.24) over Ω and using the specific form of pmech and the momentum equation (3.2b)

tested by v together with the mass continuity equation (3.2a) above, we obtain total energy balance:

d

dt

∫
Ω

e dx =

∫
Ω

pmech dx
(4.24)
=

∫
Ω

(ΣCauchy+Σdissip):D dx

=

∫
Ω

(
%g − ∂

∂t
(%v)− div(%v⊗v)

)
·v dx

(3.2a)
=

∫
Ω

%g·v dx− d

dt

∫
Ω

%

2
|v|2 dx .

(5.5)

It shows the conservation of the total energy
∫
Ω

1
2
%|v|2 + e dx if the gravitation would be neglected,

i.e. if g = 0.

Integrating (4.25) over Ω and using (5.3c), we obtain total entropy balance:

d

dt

∫
Ω

s dx =

∫
Ω

σprod dx =

∫
Ω

pheat

θ
+∇µ

θ
·Kdiff∇

µ

θ
+∇1

θ
·Kheat∇

1

θ
dx . (5.6)

Taking (4.25) multiplied by θ, i.e. θ
.
s = θσprod − θdiv jentr − θsdiv v, and substituting s =

−ψ′θ(Fe , z, θ), we can see the heat equation in the “engineering form” in terms of temperature θ

as an intensive variable:

c(Fe , z, θ)
.
θ = θσprod − θdiv jentr + θψ′′Fe θ(Fe , z, θ):

.
Fe + θψ′′zθ(Fe , z, θ)

.
z + θψ′θ(Fe , z, θ) div v

(5.3c,d)
= pheat + θ∇1

θ
·Kheat∇

1

θ
+ θ∇µ

θ
·Kdiff∇

µ

θ
− θdiv

(µ
θ
Kdiff∇

µ

θ
+

1

θ
Kheat∇

1

θ

)
+ θψ′′Fe θ(Fe , z, θ):

.
Fe + θψ′′zθ(Fe , z, θ)

.
z + θψ′θ(Fe , z, θ) div v

(3.2d)
= pheat − div

(
Kheat∇

1

θ

)
+ θψ′′Fe θ(Fe , z, θ):

.
Fe

+
(
θψ′′zθ(Fe , z, θ)−µ

).
z +

(
θψ′θ(Fe , z, θ)−sEXTzµ

)
div v

(2.6)
= pheat − div

(
Kheat∇

1

θ

)
+ θ
(
ψ′Fe (Fe , z, θ)F

>
e +ψ(Fe , z, θ)I

)′
θ
:∇v

− θF>e ψ′′Fe θ(Fe , z, θ):Lp −
(
ψ(Fe , z, θ)− θψ′θ(Fe , z, θ)

)′
z

.
z − sEXTzψ

′
z(Fe , z, θ) div v
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with the heat capacity c(Fe , z, θ) = −θψ′′θθ(Fe , z, θ) . (5.7)

Then we use the kinematic equation (2.6) with the algebra A:(BC) = (B>A):C = (AC>):B so

that, using also e = ψ − θψ′θ and realizing that e′θ(Fe , z, θ) = ψ′θ − (θψ′θ)
′
θ = −θψ′′θθ is the heat

capacity c, we can evaluate the left-hand side of (4.24) as

∂e

∂t
+ div(ev) =

.
e + ediv v

= e′Fe (Fe , z, θ):
.
Fe + e′z(Fe , z, θ)

.
z + e′θ(Fe , z, θ)

.
θ + e(Fe , z, θ)div v

= c(Fe , z, θ)
.
θ +

(
ψ′Fe (Fe , z, θ)−θψ′′Fe θ(Fe , z, θ)

)
:
.
Fe

+
(
ψ′z(Fe , z, θ)−θψ′′zθ(Fe , z, θ)

).
z +

(
ψ(Fe , z, θ)−θψ′θ(Fe , z, θ)

)
div v ,

(2.6)
= c(Fe , z, θ)

.
θ

+
(
ψ′Fe (Fe , z, θ)F

>
e +ψ(Fe , z, θ)I

)
:∇v − θ

(
ψ′Fe (Fe , z, θ)F

>
e +ψ(Fe , z, θ)I

)′
θ
:∇v

− F>e
(
ψ′Fe (Fe , z, θ)−θψ′′Fe θ(Fe , z, θ)

)
:Lp +

(
ψ′z(Fe , z, θ)−θψ′′zθ(Fe , z, θ)

).
z .

Thus, substituting for c(Fe , z, θ)
.
θ from (5.7), we obtain just (5.2e).

In terms of the referential free energy ψ instead of the actual free energy ψ used for GENERIC, the

system (5.2a-d) with (5.2e) written in the form (5.7) and completed with the mass continuity equation

transforms into the original system (3.2). Indeed, recalling (4.2), it is to be noted that the Cauchy stress

rewrites as

ΣCauchy = ψ′Fe (Fe , z, θ)F
>

e +
(
ψ(Fe , z, θ)−sEXTzψ

′
z(Fe , z, θ)

)
I

=
ψ′Fe (Fe , z, θ)F

>
e − sEXTzψ

′
z(Fe , z, θ)I

detFe

, (5.8)

which reveals the conservative part of the Cauchy stress in (3.2b). Here we used the algebra

F−1 = Cof>F/detF and the calculus det′(F ) = Cof F for

ψ′Fe (Fe , z, θ)

detFe

F>e =
ψ′Fe (Fe , z, θ)−ψ(Fe , z, θ)F

−>
e

detFe

F>e +
ψ(Fe , z, θ)

detFe

I

=

(
ψ′Fe (Fe , z, θ)

detFe

− ψ(Fe , z, θ)CofFe

(detFe )2

)
F>e +

ψ(Fe , z, θ)

detFe

I

=
[ψ(Fe , z, θ)

detFe

]′
Fe

F>e +
ψ(Fe , z, θ)

detFe

I (4.2)
= ψ′Fe (Fe , z, θ)F

>
e + ψ(Fe , z, θ)I . (5.9)

This calculation is to be used also for (5.7), which then gives the temperature equation (3.2f). The

diffusion equation (3.2d) arises directly from (5.2c) when considering (4.2), while (5.2d) relies on

trLp = 0.

Remark 5.1 (Energy in J/kg.) Another variant of the referential free energyψ often used in literature

is to express it in terms of J/kg instead of J/m3, i.e. Joule per a referential volume. This is actually the

original Einstein idea of expressing elastic moduli in such physical units, i.e. in fact in (m/s)2, which is

compatible with his famous formula “e/m=c2”. Then the actual free energy is, instead of (4.2), given

by ψ(Fe , z, θ) = %ψ(Fe , z, θ). The corresponding variant of the system (3.2) arises by replacing the

factor 1/ detFe by % everywhere in (3.2b,d–f).
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6 Examples of application

The general model (3.2) has many applications in finitely-strained continuum thermo-mechanics. Let

us illustrate it on two examples only, both involving interesting phenomena studied in continuum

mechanics, namely various phase transitions. They can be primarily volumetric or deviatoric

(isochoric), the former one being induced by high pressure [6].

Another highly developed part of continuum mechanics is poromechanics in a broader sense, cf.

[12, 13, 15]. Effects as advection and diffusion are typically accompanied or coupled with mechanical

swelling or squeezing, i.e. volumetric changes. In this way, the coupling with the mentioned volumetric

phase transitions can occur. Substantial volumetric changes are especially during various solid-

solid phase transitions with applications in geo-engineering (e.g. thawing of permafrost), petrology,

materials science (hydrogels or metal plasticity and hydrogenation metal-hydride transition during

hydrogen diffusion in metals), and geophysics (mantle dynamics and dewatering/dehydration of rocks).

We will briefly illustrate this rich variety of applications with two examples, one with the volumetric

phase transitions and the other with the deviatoric phase transitions. There is a hierarchy of various

kinds of models. Here we confine ourselves to a rather phenomenological Biot-type model.

6.1 Earth’s mantle dynamics, phase transitions and (de)hydration

The first example concerns with the volumetric phase transitions in Earth’s mantle associated with

mass density jumps at specific depths, combined also with “water” diffusion. In contrast to the general

model devised in [61] which uses additive decomposition and a linearized convective model as most

frequently used in geophysics, here we used a fully nonlinear model with a multiplicative decomposition

and a thermodynamically consistently formulated diffusion, as in the system (3.2).

In fact, the water in the mantle is chemically bonded rather than real liquid water in pores. Actually,

there are many hydrous minerals [52]. Altogether, most of the water on the planet Earth is not

in the oceans but in its mantle, the rough estimation being mostly from 1 to 10 times the ocean

mass. A particularly large amount of water (about 1–2 wt%) is located in the mantle transition zone

between 410 km and 660 km below Earth’s surface. On these interfaces (and also some others), phase

transitions are volumetric. We confine ourselves on unhysteretic situations governed by a model with

a convex energy.

A prominent modelling activity in geophysical mantle dynamics is the applications of descending

slabs undergoing dehydration. More in detail, it originates when oceanic plates subduct continental

plates. Being relatively cold and dense, they are descending deep into the Earth’s mantle. They are

originally hydrated by water from oceans, with water content being typically more than 1%. On their

route into Earth’s interior, they are subjected by ever increasing pressure and undergo a series of

phase transitions. The most important and sharp transitions are under pressures about 14 GPa and

24 GPa which are at the mentioned depth about 410 km and 660 km below Earth’s surface, where

transitions from olivine to wadsleyite and ringwoodite to bridgmanite/magnesiowustite are undergoing,

respectively. Both these phase transitions are accompanied by quite sharp increase of mass density.

Descending slabs can either stagnate on the 660 km-discontinuity or continue their journey into
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the lower mantle up to the core-mantle boundary deep in 2.900 km. While undergoing their phase

transition reaching 24 GPa pressure at 660 km depth, they tend to dehydrate while hydrating the

surrounding mantle, cf. [25, 52]. In this way, the mantle transition zone 410–660 km is hydrated so

that it now represents the by-far largest reservoir of (chemically bound) water on the planet Earth.

Understanding deep slab processes in the mantle and modelling fluid transport in subduction zones

was articulated as one of major directions in geophysical modelling [20]. For pure slab descent (without

dehydration), incompressibility is usually adopted while taking into account temperature effects as

in [8,9,11,59,72] or the dehydration and phase transitions are incorporated very phenomenologically

or rather indirectly [59,67,71], which is the main difference from our isothermal approach. In particular,

“slab dehydration also seems to be a possible mechanism to switch from stagnation to penetration” [2]

in addition to the viscosity increase in regions where seismic tomography has imaged slab stagnation

[66].

The conservative part of the model can use a neo-Hookean Biot-type free energy

ψ(Fe , z, θ) = κ(J, θ) +G
(
J−2/dtr(FeF

>
e )−d

)
+ θ

B

2
|z+b(J−JT)|2 + cθ(1−lnθ) + δ[0,1](z) ,

(6.1)

where J = detFe and δ[0,1] denotes the indicator function of the interval [0, 1]; therefore z is

understood as an intensive variable valued in [0, 1]. Note that (6.1) is consistent with the ansatz (3.3).

Another important ingredient is a proper viscosity. Although there are quantitatively not much precise

ideas about the radial viscosity profile in Earth mantle, there seems a general agreement that there

is a substantial increase of viscosity at the 660km-interface, cf. [30] for comparison of various profiles

in literature. The Maxwellian-type viscosity potential ν2(z, θ; ·) in (4.20) can be quadratic in terms of

Lp (then it models so-called diffusion creep in the mantle) or polynominal with the exponent p 6= 2.

For p ∼ 1.3, it is used to model so-called dislocation creep. Such power-law fluids with p < 2 models

are known in mathematical fluid theory under the name of shear-thickening non-Newtonian viscous,

or here viscoelastic (in the Jeffreys rheology) fluids. Such shear-thickening rheology is an important

modelling aspect leading to certain “lubrication” effects that facilitate an easy descent of cold slabs in

the surrounding warmer Earth mantle, cf. [8,10,68].

Physically, there are various simplifications when having in mind the geophysical applications

mentioned above. In particular, we do not distinguish between bound water and free water, assuming

that it can be roughly modelled by varying water mobility suitably, while for a “multi-water” variant we

refer to [75]. Anyhow, our thermo-hydro-mechanical model we have devised seems well competitive

with the usual geophysical models for rock dehydration in subducting slabs like [48, 75, 76] which

typically involve many simplifications as the mentioned incompressibility or ignoring temperature

variations etc.

Remark 6.1 (State equation and phase transitions.) Considering B = 0 in (6.1) for a moment,

the actual bulk stored energy κ(J, θ) = κ(J, θ)/J with κ from (6.1) yields the (actual) pressure

p = −κ′J(J, θ). This determines the state equation p = π(%, θ) := −κ′J(%R/%, θ). Then % is a

function of pressure and temperature % = ρ(p, θ), namely % = %R/J = %R/[κ′J(·, θ)]−1(−p) =

%R/[κ∗(·, θ)κ]′p(−p) =: ρ(p, θ) where κ∗(·, θ) denotes the convex conjugate to κ(·, θ) acting on

−p. The mentioned mass-density discontinuities and the corresponding volumetric phase transitions
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can be modelled by a convex smooth function κ(·, θ) which has two linear segments. Thus the

dependence of the pressure p = −κ′J(·, θ) on J has two horizontal plateaus (here taking the

values 14 GPa and 24 GPa); cf. Figure 1. Then ρ(·, θ) is discontinuous with two jumps at 14 GPa

and 24 GPa. We should then speak rather about a set-valued function and write the state equation

as % ∈ ρ(p, θ). In general, the mentioned phase transitions at specific pressures thus depend also

on temperature. The thermic character of these phase transitions is related to the so-called Clapeyron

slope ∂p/∂θ = π′θ(%, θ) = −[κ]′′Jθ(%R/%, θ). For positive (resp. negative) ∂p/∂θ, the corresponding

phase transition is exothermic (resp. endothermic). Adiabatic effects due to volume changes still

contribute slightly to this thermic character but, in fact, this contribution is rather minor in the phase

transitions in Earth’s mantle. Specifically, the transition from lower-density ringwoodite (above 660 km)

to higher-density perovskite (below 660 km) is endothermic with the Clapeyron slope −2.5 MPa/K,

while the transition from olivine (above 410 km) to wadsleyite (below 410 km) is opposite with the

Clapeyron slope 1.6 MPa/K. This temperature dependence is not depicted in Figure 1, however.

Figure 1: A schematic illustration of an isothermal phase transition (rock compaction) occuring at
two specific pressures 14 GPa (at∼ 410 km depth) and 24 GPa (at∼ 660 km depth) in Earth’s mantle
modelled by a convex functionκ(·, θ).

6.2 Martensitic phase transition with plasticity and diffusion

Our second example is the martensitic phase transformation in so-called shape-memory alloys,

extensively studied for decades in hundreds of articles and also in monographs such as [1, 7, 57].

At the single-crystal level, it is modelled by a nonconvex multi-well free energies with 1 +n wells

as orbits of the types SO(d)Fi with F0 = I for the cubic austenite and Fi with i = 1, .., , n
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for n lower symmetrical variants of martensite; in the 3-dimensional case, n = 3 for tetragonal,

n = 6 for orthorhombic, or n = 12 for monoclinic martensite. The transition between particular

martensitic phases (variants), i.e. re-orientation of martensite, is isochoric (i.e. volume preserving)

and the transition between cubic austenite and a particular martensitic variant is (almost) isochoric,

too. For this, detFi = 1 is assumed and the potential ψ(·, θ) is multi-well in its deviatoric part only. A

certain (slightly academical) example can be

ψ(Fe , θ) = κ(detFe , θ) + min
i=0,...,n

(
Gi

(tr(FeF
>

e F
−>
i F−1

i )

(detFe )2/d
− d
)
− ciθ ln

θ

θT

)
(6.2)

with the transition temperature θT at which austenite is energetically equilibrated with martensite and

ci the heat capacities of particular phases; typically c0 > c1 = ... = cn, which ensures that austenite

is energetically dominant for θ > θT and vice versa.

This isochoric phase transition can be accompanied by another isochoric process, plasticity. Plasticity

in shape-memory alloys is a studied phenomenon in materials science, see e.g. [24, 70]; for a model

in a Lagrangian isothermal quasistatic situation see [33].

The transitions between these 1 +n phases as well as the plasticity are activated processes and, in

order to evolve, they need (and dissipate) some specific activation energy. As in [32], the former one

can be modelled by a 1-homogeneous contribution to the dissipation potential involving a nonlinear

“phase indicator” function λ : Rd×d → 4 ⊂ R1+n where4 = {(λ0, ..., λn); λi ≥ 0,
∑n

i=0 λi =

1} denotes the so-called Gibbs simplex. For Fe in the mentioned wells, λ(Fe ) takes values in on

of the vertex of 4. The corresponding term in the dissipation potential is then |
.

λ(Fe )|, as devised

in [60] in the Lagrangian setting. Another contribution σ|Lp | models the plasticity with σ = σ(θ) > 0

playing the role of a yield stress needed to activate the plastification. To put this contribution into the

form r(Fe , z, θ;∇v,Lp ) acting on the rates∇v and Lp as in (4.20), we use (2.6) and the calculus

|
.

λ(Fe )| = |λ′(Fe )
.
Fe | = |λ′(Fe )((∇v)Fe−LpFe )|. Overall, the nonsmooth dissipation potential

r(Fe , θ; ·, ·) reads as

r(Fe , θ;L,Lp ) =
∣∣λ′(Fe )(LFe−LpFe )

∣∣+ σ(θ)|Lp | with L a placeholder for∇v . (6.3)

Of course, the partial derivative occurring in (3.2b) and (5.2d) should then be the convex

subdifferentials. Yet, the potential depending onD is now to be generalized for the full velocity gradient

L = ∇v and, moreover, the general coupling between L and Lp in (6.3) does not comply with

the (slightly simplified) analysis in Sect. 4.3 which then should be enhanced by allowing more cross-

effects.

Remark 6.2 (Metal-hydride phase transition.) The deviatoric martensitic phase transition and

plasticity can even be combined with the diffusion, particularly of hydrogen, and the associated

volumetric transition, known as the metal-hydride phase transition. For experimental evidence and

small-strain models we refer e.g. to [28,69] and [34,39,40,74], respectively.

7 Notes to analysis

There is a certain agreement that models of solids at large strains analytically require usage of some

higher-gradient theories, unless some very week (e.g. of measure-valued-type) solution concepts are
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used. It is used in the conservative part for the Lagrangian setting while rather in the dissipative part

for the Eulerian setting. The latter case, which can be used here, is referred as multipolar continua,

devised by Mindlin [44] and Toupin [73] and later used e.g. by [19,49–51]. Such multipolar modification

(regularization), which expands the dissipative stress by a term like −div(ν|∇2v|p−2∇2v) with

p > d and ν = ν(θ) > 0, has been used in isothermal situations with inelastic deformation without

diffusion and without inertia in [62] and with diffusion but without inelastic deformation in [64], while

an anisothermal model without diffusion and without inelastic deformation in [63] and with inelastic

deformation in [65]. In addition, another dissipative gradient term can be used for Lp , which expands

the kinetic equation (3.2d) by a Laplace-type term.

The a-priori estimation strategy (to be applied for a suitable Galerkin semi-discretization such as

in [62–65]) is to use first the total-energy balance (5.5), which gives a uniform-in-time L1(Ω)-estimate

of
∫
Ω

1
2
%|v|2 + e dx.

Then, one should estimate the dissipative terms. Actually, if it were no diffusion, one can use the

dissipation-energy balance arising from the sole mechanical part of the system, i.e. from (3.2a-c,e)

tested successively by 1
2
|v|2, v (while using also (5.2b)), and Lp , which would give an L1-estimate

for the dissipation rate which would be then use in the L1-theory for the heat equation to obtain

an estimate for ∇θ. Yet, with diffusion, it must to be more tricky. To this aim, one should use the

entropy balance (5.6) which, on the other hand, can yield directly an estimate on ∇θ under suitable

assumption. The last point, developed in the context of viscoelastic fluids in [18, Sect. 2.2.3], seems an

advantageous technique even if diffusion would not be involved. More specifically, we integrate (5.6)

in time with using (5.1b) to obtain∫ T

0

∫
Ω

Dvisce(v):e(v)

θ
+

[Rplast]
′
Lp

(
z, θ;Lp /θ

)
:Lp

θ
+∇µ

θ
·Kdiff∇

µ

θ
+∇1

θ
·Kheat∇

1

θ
dxdt

=

∫
Ω

ψ′θ(Fe (0), z(0), θ(0))− ψ′θ(Fe (T ), z(T ), θ(T )) dx < +∞ .

Under appropriate assumptions (in particular, assuming a polynomical-type growth of the heat capacity

rather than a constant heat capacity), the right-hand side can be shown bounded by using the already

proved apriori estimates. Then, assuming suitable growth of Dvisc = Dvisc(θ), Kdiff = Kdiff(θ), and

Kheat = Kheat(θ), we can obtain a-priori estimates of e(v),∇µ, and∇θ. Analogously, also Lp can

be estimated under suitable assumption on Rplast. The mentioned multipolar modification can yields

an estimate on∇2v.

The last mentioned estimate would imply that the velocity field v is Lipschitz continuous in space,

which in turn guarantees a certain regularity of Fe and %, including bounds on ∇Fe and positivity of

detFe and %. Assuming uniform convexity of ψ(Fe , ·, θ), from ∇µ and ∇Fe and also ∇θ we can

estimate∇z; realize that µ = ψ′z(Fe , z, θ) so that

∇z =
∇µ− ψ′′Fe z(Fe , z, θ)∇Fe − ψ′′zθ(Fe , z, θ)∇θ)

ψ′′zz(Fe , z, θ)
.

The details concerning the above estimated and relevant assumption on the data are rather technical

and we avoid specifying them.

All these kinds of estimates would allow for a limit passage in a suitable (semi) discretization

constructed similarly as in [62–65]. In such a way, one could prove the existence of suitably defined

weak solutions of an initial-boundary-value problem on a finite time interval [0, T ].
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A Appendix: Jacobi’s identity for Poisson operators with block
structure

In many applications, the Poisson operator J has a block structure on the product space X =

X1 × · · · ×XN , namely for q = (q1, , q2, . . . , qN) we have

J(q) =


J11(q1) J12(q2) · · · J1N(qN)
J21(q2) 0 · · · 0

...
...

. . .
...

JN1(qN) 0 · · · 0

 with Jn1(qn)∗ = −J1n(qn) . (A.1)

Note that the operators Jn1 and J1n are allowed only to depend on the component qn. The following

result provides necessary and sufficient conditions for such J to satisfy Jacobi’s identity〈
ζ1,DJ(q)[J(q)ζ2]ζ3

〉
+ cycl.perm ≡ 0 for all q ∈ X and all ζ1, ζ2, ζ3 ∈ X∗. (A.2)

Proposition A.1 (Jacobi’s identity) Assume that X has the block structure X = X1 × · · · × XN

for some N ≥ 2 and assume that J satisfies (A.1). Then, J satisfies Jacobi’s identity (A.2) if and only

if the following conditions hold:

J11 satisfies Jacobi’s identity on X1; (A.3a)

DJ11(q1) = DJ11(0) =: A : X1 → Linskw(X∗1 , X1), i.e. J11(q1) = J11(0) + Aq1; (A.3b)

for n ∈ {2, . . . , N} and all ζ ∈ X∗n, v, w ∈ X∗1 , qn ∈ Xn we have the identity〈
v,
(
AJ1n(qn)ζ

)
w
〉
X1

=
〈
ζ,DJn1(qn)

[
Jn1(qn)v

]
w
〉
Xn
−
〈
ζ,DJn1(qn)

[
Jn1(qn)w

]
v
〉
Xn
. (A.3c)

Proof. Writing ζa = (ζa1 , . . . , ζ
a
N) ∈ X∗1 × · · · ×X∗N and using the special form of J in (A.1) gives

〈
ζ1,DJ(q)[J(q)ζ2]ζ3

〉
=
〈
ζ1

1 ,DJ11(q1)[J11(q1)ζ2
1 ]ζ3

1

〉
+

N∑
n=2

(〈
ζ1

1 ,DJ11(q1)[J1n(qn)ζ2
n]ζ3

1

〉
+
〈
ζ1

1 ,DJ1n(qn)[Jn1(qn)ζ2
1 ]ζ3

n

〉
+
〈
ζ1
n,DJn1(qn)[Jn1(qn)ζ2

1 ]ζ3
1

〉)
.

Adding cyclic permutations and considering first ζan = 0 for n ≥ 2, we see that it is necessary that

J11 satisfies Jacobi’s identity on X1, which is the assumption (A.3a).

The remaining terms are linear in
(
ζan
)
a=1,2,3, n≥2

and bilinear in ζa1 . Fixing one n ∈ {2, . . . , N}
and setting ζam = 0 for m 6∈ {1, n}, we obtain a linear expression in ζan for each a ∈ {1, 2, 3}.
Considering all cyclic permutations this leads to the three terms that have to sum up to 0. Choosing

one a and denoting by b and c the other two indices, the condition reads

0 =
〈
ζb1 ,DJ11(q1)[J1n(qn)ζan]ζc1

〉
+
〈
ζc1,DJ1n(qn)[Jn1(qn)ζb1 ]ζan

〉
+
〈
ζan,DJn1(qn)[Jn1(qn)ζc1]ζb1

〉
.

Since the first term depends on q1 but not the other two, this relation can only hold if DJ11 is

independent of q1, which provides the condition (A.3b).

Moreover, using J1n = −J∗n1 we see that the last condition is the same as (A.3c). Hence, the necessity

of (A.3) is established. However, by construction the sufficiency is clear. �
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[60] T. Roubíček. Models of microstructure evolution in shape memory alloys. In B. Gambin P. Ponte
Castañeda, J.J. Telega, editor, Nonlinear Homogenization and its Applications to Composites,
Polycrystals and Smart Materials. Springer, 2004.
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