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Petr Pelech1, Karel Tůma2, Michal Pavelka2, Martin Šípka2, Martin Sýkora2

submitted: July 15, 2021

1 Weierstrass Institute
Mohrenstr. 39
10117 Berlin
Germany
E-Mail: petr.pelech@wias-berlin.de

2 Faculty of Mathematics and Physics, Charles University
Sokolovská 83
186 00 Prague 8
Czechia
E-Mail: ktuma@karlin.mff.cuni.cz

pavelka@karlin.mff.cuni.cz
sipka@karlin.mff.cuni.cz
martin.sykora@mff.cuni.cz

No. 2856

Berlin 2021

2020 Mathematics Subject Classification. 76A02, 76A05, 76A10, 76A15.

Key words and phrases. Complex fluids, mathematical foundations, general fluid mechanics, non-Newtonian flows, rheology, viscous
flows.

We are indebted to Josef Málek for encouraging this line of research, for teaching us the NCF framework, and for his generous support.
P.P., K.T., M.P. and M.Š. were supported by Charles University Research program No. UNCE/SCI/023. P.P., K.T., M.S. and M.Š. were
supported by Czech Science Foundation, project no. 18-12719S. MS was supported by Grant Agency of Charles University, student
project no. 282120.



Edited by
Weierstraß-Institut für Angewandte Analysis und Stochastik (WIAS)
Leibniz-Institut im Forschungsverbund Berlin e. V.
Mohrenstraße 39
10117 Berlin
Germany

Fax: +49 30 20372-303
E-Mail: preprint@wias-berlin.de
World Wide Web: http://www.wias-berlin.de/

preprint@wias-berlin.de
http://www.wias-berlin.de/


On compatibility of the natural configuration framework
with general equation for non-equilibrium reversible-irreversible coupling

(GENERIC): Derivation of anisotropic rate-type models

Petr Pelech, Karel Tůma, Michal Pavelka, Martin Šípka, Martin Sýkora

Abstract

Within the framework of natural configurations developed by Rajagopal and Srinivasa, evolution within
continuum thermodynamics is formulated as evolution of a natural configuration linked with the current
configuration. On the other hand, withing the General Equation for Non-Equilibrium Reversible-Irreversible
Coupling (GENERIC) framework, the evolution is split into Hamiltonian mechanics and (generalized) gradi-
ent dynamics. These seemingly radically different approaches have actually a lot in common and we show
their compatibility on a wide range of models. Both frameworks are illustrated on isotropic and anisotropic
rate-type fluid models. We propose an interpretation of the natural configurations within GENERIC and vice
versa (when possible).

Introduction

Non-equilibrium continuum thermodynamics is a lively evolving scientific field with various schools, frameworks,
and theories that are partly compatible and partly in disagreement. Mentioning just some of the possible ap-
proaches, the Classical Irreversible Thermodynamics [14], Rational Thermodynamics [94], Extended Irreversible
Thermodynamics [54], Rational Extended Thermodynamics [74, 73], Steepest Entropy Ascent [6], Internal Vari-
ables Theory [7], Principle of Virtual Power [27, 25, 41, 15], Symmetric Hyperbolic Thermodynamically Com-
patible (SHTC) equations [31, 30, 17, 18], GENERIC and metriplectic systems [78, 82, 8, 71], the framework
of Rajagopal and Srinivasa (NCF) and entropy production maximization; [87, 63]. Our goal is to compare the
latter two approaches in detail. Although they might seem as rather different at first sight, we show that they are
compatible in many cases.

Inspired by [61], Rajagopal and Srinivasa used the same equations as in [96], but brought up a new understand-
ing of the equations and unknowns; paper [87] was chosen as the best paper in 2000 in the journal. A partial
generalization of NCF for a subclass of anisotropic visco-elastic fluid followed shortly in [88]. The main idea of
this framework is that the overall evolution is split into the dissipative (irreversible) evolution from a reference to
a natural configuration and elastic (reversible) evolution from the natural to the current configuration; similarly
to the decomposition used in plasticity [10, 58, 60, 41, 12].

Such split resembles the way evolution equations are generated within the GENERIC framework, where the
reversible part is given by Hamiltonian mechanics and the irreversible by (generalized) gradient dynamics. It
was shown in [9, 47, 48] that visco-elasto-plastic solids can indeed be formulated within GENERIC, and a
comprehensive review has been given in [44]. In that review one can also find a statistical derivation of the
evolution equations for the deformation tensor while fluctuations of the deformation tensor where studied in [45].
In [37] the evolution of the field of labels and other fields coming from the three-particle kinetic theory were
derived. Anisotropy in the dissipative part was described by means of statistical mechanics in [49]. GENERIC
evolution of a director field was formulated in [8], p. 528, but (when dropping the momentum of rotation) it
only consists of advection of each of the three components of the directors as if they were scalar quantities.
A geometric way towards advection of vector and covector fields, using the theory of semidirect products, was
shown in [95].
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Our intention is to go beyond those works in the following sense: (i) item using the distortion (inverse of deforma-
tion gradient) rather than the deformation tensor itself or the field of labels, (ii) by explicitly considering general
evolution of transversally anisotropic systems (having the orientation vector as an extra state variable), and (iii)
and by providing a new interpretation of the GENERIC evolution for visco-elasto-plastic materials based on the
concept of natural configuration.

As a common ground for modeling within the two frameworks, we choose isotropic and anisotropic visco-elasto-
plastic materials (one may think e.g. about polymeric fluids, liquid crystals, or crystal plasticity). For the sake of
simplicity, we stay restricted to a very simple case of anisotropy – the transverse isotropy. In both frameworks,
we derive new kinematics and present two specific models, where in NCF we extend the model derived by [88].

Novelty of this manuscript lies in the following points: (i) Both frameworks are compared in detail and interpreted
within each other. (ii) The anisotropic model within the NCF is refined. (iii) A new derivation of the Poisson
bracket for the anisotropic fluid is shown (including the distortion). (iv) A formulation of irreversible dynamics of
anisotropic media is presented based on dissipation potentials and stress measures.

The structure of the article is the following. In Section 1 we explain the fundamental principles of GENERIC
on a one particle example, as this framework is supposed to be less known than other approaches based
on balance laws. In Section 2 we introduce both frameworks in a continuum setting and compare them on the
well known variant of the isotropic Giesekus model. Then in Section 3 we formulate anisotropic models in both
frameworks.

1 One-Particle Dynamics in GENERIC

The GENERIC framework will be illustrated on an as simple as possible toy model – damped harmonic oscillator
(e.g. a weight on a spring experiencing friction). We start by explaining how the evolution equations are derived,
and how this procedure can be simplified. We close the part by showing a modification suitable for a description
of isothermal processes.

The first step we have to make is to define the state variables, denoted here by q, which describe the oscillator
appropriately. The state variables characterize the level of description (the manifold of state variables). Here we
choose the position of the weight r ∈ R3, its momentum p ∈ (R3)∗(dual space to R3) and its total energy
E ∈ R. This is the so called entropic representation, where the fundamental thermodynamic relation for entropy
S = S(q) = S(r,p, E) completely specifies the ’material properties’ of the weight and the spring; see e.g.
[11]. On the other hand, one may use the energetic representation, where the state variables are r, p and S.
The fundamental thermodynamic relation is then E = E(q) = E(r,p, S) and can be obtained by inverting
the entropic one.

Note, however, that it is not always possible to switch between the representations and derive energy from
entropy or vice versa. In kinetic theory, where the state variable is the one-particle distribution function f(r,p),
the energy is simply the kinetic energy while entropy is the Boltzmann entropy and they can not be obtained
from each other. This is also a difference between the framework of Beris and Edwards [8], where only one
functional is needed to generate the dynamics, and GENERIC where both entropy S energy E are needed. In
the present paper, however, we always have energy or entropy as a state variable and so we can switch between
the representations.

Once having the state variables, energy, and entropy, we can proceed to formulate the evolution equations of
the state variables. The key idea is to compose the evolution equations from the reversible evolution (represent-
ing mechanics) and irreversible evolution (representing thermodynamics). For the former, we exploit the well
developed machinery of Hamiltonian mechanics while the latter is written as gradient dynamics; see e.g. [82] for
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more details.1 In our setting we have

ṙ = (ṙ)rev + (ṙ)irr ,

ṗ = (ṗ)rev + (ṗ)irr ,

Ṡ =
(
Ṡ
)

rev
+
(
Ṡ
)

irr
,

where the parts of the right hand side will be specified below. One possibility of how to distinguish between the
reversible and irreversible part is to observe the behavior with respect to the time reversal transformation (TRT),
which inverts the velocities of all particles; see [81].

1.1 Reversible Evolution

Let us first recall Hamiltonian mechanics. In general, a Poisson bracket is an antisymmetric bilinear form taking
functions (or functionals) of the state variables as its arguments fulfilling also the Leibniz rule and Jacobi identity

{B,C} = −{C,B} antisymmetry

{B,C +D} = {B,C}+ {B,D} bilinearity

{B,CD} = {B,C}D + C{B,D} Leibniz rule

{{B,C}, D}+ {{C,D}, B}+ {{D,B}, C} = 0 Jacobi identity,

see e.g. [82].

Consider now a general set of state variables q. Hamiltonian evolution of an arbitrary functional of the state
variables B(q) is then prescribed as

(Ḃ)rev = {B,E},

where E stands for the energy (or Hamiltonian). In particular, when localized, evolution of the state variables
reads

(q̇)rev = {q, E}. (2)

Both these equations are in a coordinateless form. For explicit computations in coordinates we introduce Poisson
bivector L := Lij ∂

∂qi
⊗ ∂

∂qj
, a twice contravariant antisymmetric tensor field whose coordinates are given by

Lij := {qi, qj},

where qi and qj ranges over all state variables. The Poisson bracket is then equivalently described by Poisson
bivector

{B,C} =
∂B

∂qi
Lij

∂C

∂qj
,

and the evolution equation (2) becomes

(q̇i)rev = {qi, E} = Lij
∂E

∂qj
.

Note that the derivative is to be understood as the functional derivative in general, particular realization of which
is the partial derivative.

The antisymmetry of the Poisson bracket means that the energy is conserved automatically. Assuming that we
can multiply the state variables, the Leibniz rule makes the Hamiltonian evolution consistent with the Leibniz

1 Especially when focused on differential geometry, the idea of having both Hamiltonian and thermodynamic evolution combined leads
to the metriplectic systems [71]. Such systems are equivalent to having GENERIC with a dissipative bracket instead of the dissipation
potential.
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rule for the time derivative. Jacobi identity can be interpreted as a self-consistency of the Hamiltonian evolution
[78]. Namely, the right hand side of the equation can be seen as a component of the Hamiltonian vector field
XE = L · dE (dE being the gradient of energy), and the Jacobi identity is equivalent to the Lie derivative of
the Poisson bivector L with respect to the Hamiltonian vector field XE being zero; see e.g. [24]. In other words,
the Poisson bivector is advected by the Hamiltonian evolution, which is the aforementioned self-consistency of
Hamiltonian mechanics.

Let us now return to the simple example of the damped oscillator. We shall adopt the energetic representation,
i.e. the state variables r,p and S, where S is the entropy of the oscillator (capturing the possible heating up).
Kinematics of the state variables is expressed by canonical Poisson bracket {·, ·}

{B,C}can =
∂B

∂r
· ∂C
∂p
− ∂C

∂r
· ∂B
∂p

, ∀B(r,p, S), C(r,p, S). (3)

The Poisson bivector is just a block-wise matrix in R7×7

L =

 0 I 0
−I 0 0
0 0 0

 ,

where I stands for identity on R3. Hamiltonian evolution of an arbitrary functional B(r,p, S) is then given by(
Ḃ
)

rev
= {B,E}can =

∂B

∂r
· ∂E
∂p
− ∂E

∂r
· ∂B
∂p

, (4)

where E(r,p, S) is the total energy of the system (or Hamiltonian). The evolution equations for the state
variables read

(ṙ)rev =
∂E

∂p
,

(ṗ)rev = −∂E
∂r

,(
Ṡ
)

rev
= 0.

These are the usual Hamilton canonical equations equipped with the trivial evolution of entropy.

Since the bracket (3) does not contain partial derivatives with respect to entropy, entropy does not evolve in this
setting at all. This is a general principle within GENERIC: the reversible evolution does not change the entropy.
In other words, the entropy is always assumed to be a so called Casimir of the Poisson bracket {·, ·}, i.e.

∀E = E(q) : {S,E} = 0, or in coordinates ∀j :
∂S

∂qi
Lij = 0. (6)

Entropy is thus a quantity intimately related to the geometry. At the same time, as already mentioned, the
antisymmetry of the bracket implies

Ė = {E,E} = 0,

i.e. the energy is automatically conserved. This represents the first law of thermodynamics.

Making this example more explicit, one may consider the usual form of energy

E(q) = E(r,p, S) =
|p|2

2m
+ V (r) + ε(S), (7)

which consists of kinetic (m denotes the mass of the weight), potential (typically V (r) = 1
2k|r|

2, k being
the “spring constant”) and internal contributions. The Hamiltonian evolution equations then gain the explicit form
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(ṙ)rev =
p

m
,

(ṗ)rev = −∂V
∂r

,

(Ṡ)rev = 0.

Let us briefly summarize the reversible kinematics. Reversible evolution in GENERIC is generated by Hamil-
tonian mechanics, i.e. a Poisson bracket and energy. The Poisson bracket corresponds to the choice of state
variables and can be altered only by changing the variables. The specific characters of the system (e.g. the ma-
terial properties) are specified by the energy as a function of the state variables. Once it is fixed, the reversible
evolution equations can be written down in a closed form. Moreover, entropy is required to be a Casimir of the
Poisson bracket, and this degeneracy condition implies that the entropy of an isolated system is not altered
by the Hamiltonian mechanics. Finally, the energy of a closed system is automatically conserved due to the
antisymmetry of the bracket.

1.2 Irreversible Evolution

Let us now turn to the irreversible kinematics and dynamics. Consider again an arbitrary set of state variables
q. Within GENERIC the irreversible evolution of the state variables is prescribed as a (generalized) gradient
dynamics, see [42, 29], i.e. as being generated by a dissipation potential Ξ,

(q̇)irr =
∂Ξ(q,q∗)

∂q∗

∣∣∣
q∗= ∂S

∂q

. (9)

The dissipation potential Ξ depends on the state variables and on the entropic conjugate variables q∗, and

it should satisfy the following criteria: (i) Positivity and with minimum at origin, Ξ ≥ 0 and ∂Ξ
∂q∗

∣∣∣
q∗=0

= 0.

(ii) Convexity (although this assumption can be weakened as shown in [53]). (iii) Degeneracy so that mass
and energy are conserved. (iv) Even parity with respect to TRT. The first criterion implies that the irreversible
evolution vanishes in the thermodynamic equilibrium q∗ = 0. The second combined with the first implies entropy
is being produced. In particular, the entropy of an isolated system grows,

Ṡ =
∂S

∂qi
(q̇i)irr =

∂S

∂qi
∂Ξ(q,q∗)

∂q∗

∣∣∣
q∗= ∂S

∂q

≥ 0,

see e.g. [83] for more details. The second law of thermodynamics is thus satisfied. The fourth property assures
that the evolution equations generated by the dissipation potential are irreversible with respect to time-reversal
transformation; this makes the separation into the reversible and irreversible part unambiguous, see [81].

In the original works on GENERIC [40, 79] and in book [78], the irreversible evolution is expressed also by a
dissipative bracket, see also [46], which is equivalent to having a metriplectic system mentioned before. This is
recovered when the dissipation potential is quadratic,

Ξ(q,q∗) =
1

2
q∗iM

ijq∗j , (10)

where M ij is called the dissipation matrix; see [38]. The dissipative evolution then becomes

(q̇i)irr = M ij ∂S

∂qj
,

which is the gradient dynamics in the sense of [80]. Moreover, the dissipation matrix is positive definite (due to
the convexity of Ξ), and the degeneracy ensuring the conservation of energy reads

∂E

∂qi
M ij = 0 ∀j. (11)
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P. Pelech, K. Tůma, M. Pavelka, M. Šípka, M. Sýkora 6

There is also a tight connection between the dissipation matrix and fluctuations via the fluctuation-dissipation
theorem; see [78].2

Let us now turn to the simple example of a damped oscillator. It is advantageous to choose the entropic rep-
resentation, i.e. q = (r,p, E), since the gradient dynamics then attains a simpler form. By inverting the
fundamental thermodynamic relation (7) we obtain

S = S(q) = S(r,p, E) = σ

(
E − |p|

2

2m
− V (r)

)
, (12)

which is equivalent to the original relation, σ(ε) being the inverse function to the internal energy density ε(S).
A simple choice of a dissipation potential corresponding to friction is

Ξ(q,q∗) = Ξ(r,p, E, r∗,p∗, E∗) =
1

2
ζ(p∗)2.

The irreversible evolution is then

(ṙ)irr = 0 (13a)

(ṗ)irr =
∂Ξ

∂p∗

∣∣∣∣
p∗= ∂S

∂p

= ζ
∂S

∂p
= − ζ

T

p

m
, (13b)(

Ė
)

irr
= 0, (13c)

where the derivative of entropy are eventually substituted for the conjugate variables. With our choice of the
dissipation potential Ξ we have obtained a friction force, which is proportional to the velocity v := ∂E

∂p = p/m
via the friction coefficient ζ/T , where

1

T
:=

∂σ

∂ ε
=
∂S

∂E
= E∗.

is the inverse temperature. The implied equation for entropy is then

(Ṡ)irr =
∂S

∂p

∂Ξ

∂p∗

∣∣∣
p∗= ∂S

∂p

=
ζ

T 2

( p

m

)2
≥ 0,

i.e. the second law of thermodynamics is clearly satisfied.

Since we already have the irreversible dynamics of r, p and S, we can readily add them to the reversible
dynamics of the variables. Note, however, that the gradient dynamics can be also transformed to the energetic
representation easily; see [83, 66].

1.3 Final Equations

Let us now combine the reversible and irreversible dynamics to the GENERIC set of evolution equations (again
for a general set of state variables q),

q̇i = Lij
∂E

∂qj
+
∂Ξ

∂q∗i

∣∣∣
q∗= ∂S

∂q

. (14)

The energy of an isolated system is conserved while its entropy is raised. Using the dissipation matrix instead
of a general dissipation potential leads to evolution equations

q̇i = Lij
∂E

∂qj
+M ij ∂S

∂qj
. (15)

2 The dissipation matrix is clearly symmetric when coming from a dissipation potential, but this assumption was later relaxed in [78]
to allow also for non-symmetric matrices; however, there is an ongoing controversy about whether to allow for the non-symmetric
dissipation operators, see e.g. the discussion in [46, 36, 81, 70, 69].
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For our toy example we obtain (in the energetic representation)

ṙ =
p

m
,

ṗ = −∂V
∂r
− T−1ζ

p

m
,

Ṡ = T−2ζ
( p

m

)2
.

Evolution of the state variables is the sum of the reversible Hamiltonian evolution and irreversible gradient dy-
namics. The Hamiltonian evolution conserves both energy and entropy while gradient dynamics conserves en-
ergy and produces entropy. It can be shown then the Onsager-Casimir reciprocal relations are satisfied auto-
matically in a generalized sense [78, 81, 82].

1.4 Time-Reversal Transformation

Let us now briefly return to the time-reversal transformation (TRT). This transformation inverts velocities of all
particles, r → r, p → −p, S → S, E → E. Momentum is called odd with respect to TRT while the other
variables even. If we apply TRT on the evolution equations, the time increment is also inverted and we obtain

−ṙ = − p

m
,

ṗ = −∂V
∂r

+ T−1ζ
p

m
,

−Ṡ = T−2ζ
( p

m

)2
.

The first equation is clearly unaffected by TRT, it is fully reversible. The second equation contains a reversible
contribution (the first term of the r.h.s., which transforms as the l.h.s.) and an irreversible contribution (the second
term, sign of which is flipped). The third equation is fully irreversible (sign flipped). Hence, TRT is a mean how
to distinguish between reversible and irreversible evolution; see [81] for more details and for the geometric
definition of the transformation ..

1.5 Dual Dissipation Potentials

One can perform the Legendre transformation of the dissipation potential Ξ

Ξ∗(q,q◦) = −Ξ(q,q∗(q◦)) + q◦ · q∗,

The gradient dynamics (9) can then be rewritten in terms of Ξ∗

∂Ξ∗

∂q◦

∣∣∣
q◦=q̇−L·dE

=
∂S

∂q∗
(18)

and one has the liberty to decide which dissipation potential and formulation of GENERIC to work with, be it
either for physical or mathematical reasons; see e.g. [2, 97, 68, 55], or for nonconvex dissipation potentials also
[53, 13].

1.6 Isothermal Case

For temperature θ as a state variable, i.e. q = (q̃, θ), the generating potentials are the total Helmholtz free
energy F (q̃, θ) and (i.e. including also the kinetic contribution, as opposed to internal Helmholtz free energy)
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and free entropy P
(
q̃, 1

θ

)
(sometimes also called Massieu potential), in the energetic and entropic represen-

tation respectively. In the isothermal case, where T denotes the heat bath temperature, we define resembling
functionals (not thermodynamic potentials in the strict sense)

B(q̃, θ) := E(q̃, S(q̃, θ))− TS(q̃, θ), (19)

which is called exergy (available energy), and

C

(
q̃,

1

θ

)
:= S

(
q̃, E(q̃,

1

θ
)

)
− 1

T
E

(
q̃,

1

θ

)
, (20)

which satisfy the relations

C

(
q̃,

1

θ

)
= − 1

T
B(q̃, θ), (21)

and

∂B

∂θ

∣∣∣∣
θ=T

= 0. (22)

For simplicity we also assume that the dissipation potential Ξ is quadratic. Then we can use the single functional
F̃ (q̃) := B(q̃, T ) = F (q̃, T ) to generate the evolution equations for q̃ around the equilibrium temperature T .
Indeed, expressing E and S from the relations (19) and (20) respectively, and plugging them into the evolution
equation (15) yields3

q̇i = Lij
∂E

∂qj
+M ij ∂S

∂qj

= Lij
∂B

∂qj
+ T Lij

∂S

∂qj︸ ︷︷ ︸
=0

+M ij ∂C

∂qj
+

1

T
M ij ∂E

∂qj︸ ︷︷ ︸
=0

= Lij
∂B

∂qj
− 1

T
M ij ∂B

∂qj
=

(
Lij − 1

T
M ij

)
∂B

∂qj
.

where the degeneracies (6) and (11) were employed. Using the equilibrium property (22) we can neglect for
θ ≈ T the last column of L and M, while the last equation for the temperature θ is satisfied approximately,
provided that the latent and dissipative heat production are relatively small compared to the transfer with the
heat bath; see e.g. [67, sec. 2.6] for more details. The evolution equations for the reduced state variables q̃
hence become

˙̃qi = L̃ij
∂F

∂q̃j
− 1

T
M̃ ij ∂F

∂q̃j
= L̃ij

∂F̃

∂q̃j
− 1

T
M̃ ij ∂F̃

∂q̃j
, (23)

where L̃ij and M̃ ij are obtained respectively from Lij and M ij by dropping the last row and column. In a co-
ordinateless form we have

Ḋ = {D, F̃}iso − 1

T
dD · M̃ · dF̃, (24)

for every functional D = D(q̃).

In the isothermal case with a fixed temperature T , it is hence enough to have the total free energy F̃ (q̃) =
F (q̃, T ), which then generates both reversible and irreversible evolution. Plugging it into (24) yields the dissi-
pation rate

− ˙̃F = −{F̃, F̃}iso +
1

T
dF̃ · M̃ · dF̃ =

2

T
Ξ ≥ 0, (25)

3 Here we exploit the simple relation between the differentials of E, S, B, and C , which is valid since T is a constant and not a spatial
dependent field. It has to be stressed that for general free energy or entropy (depending e.g. on gradients of the fields) in non-isothermal
case no such naive relation holds; see [68].
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Natural configuration framework and GENERIC 9

where the antisymmetry of the Poisson bracket and the positive 2-homogeneity of the quadratic dissipation
potential (10) were used. Free energy is thus reduced. By integrating (25) from time t1 to t2 one arrives at
energy equality

F̃ (t2) +
1

T

∫ t2

t1

2Ξ dt = F̃ (t1).

In our toy model, the isothermal case is driven by total free energy

F̃ (q̃) = F (r,p, T ) =
|p|2

2m
+ V (r) + ε(S(r,p, T ))− TS(r,p, T )

and by the same equations as before. The difference between the isothermal and non-isothermal regime be-
comes apparent in the continuum case where also gradients of temperature play a role, see e.g. [56].

1.7 Summary

Let us now summarize the construction of GENERIC. One first needs the set of state variables q. Once they are
chosen, the Poisson bracket expressing their kinematics is usually known (typically by a geometric argument).
This is one of the key elements of GENERIC, to focus on geometric mechanics instead of, for instance, on
conservation laws, which are then rather a consequence of symmetries in the thermodynamic system. For a
specific energy, one can write the reversible equations in a closed form. Irreversible evolution is generated by
(generalized) gradient dynamics. The dissipation potential is typically convex in the conjugate variables and has
a minimum at zero. After conjugate variables are identified with derivatives of the prescribed entropy, also, the
irreversible evolution gets a closed form. Complete evolution equations of the state variables q are the sum
of the reversible and irreversible contributions. The evolution of any functional D(q) is given by the General
Equation for Non-Equilibrium Reversible and Irreversible Coupling

Ḋ = {D,E}+

〈
δD

δq
,
δΞ

δq∗

∣∣∣
q∗= δS

δq

〉
,

in a coordinateless form, or by the evolution equations of the state variables (14). In the isothermal case one
uses the analogues (24) and (23).

2 Isotropic Model

Having introduced the fundamental concepts of GENERIC, we move now to explaining the basics of NCF
on a continuum level and then to illustrating both frameworks on a simple continuum model for non-Newtonian
fluids – the isotropic Maxwell, Oldroyd-B, and Giesekus models. For simplicity, we shall be constrained to isother-
mal processes.

2.1 Framework of Natural Configurations

This framework is suitable for phenomenological non-equilibrium continuum thermodynamics; originally devel-
oped in [87], later refined in [64, 65] and summarised in [63]. Within this framework one introduces a so called
natural configuration and assumes that evolution between a reference configuration and the natural configura-
tion is irreversible (or dissipative) while evolution between the natural configuration and a current configuration
is reversible (i.e. purely elastic). In particular, one can diminish the role of the reference configuration, which
gradually loses its physical importance, for instance due to plastic deformations; [26]. This splitting resembles
the GENERIC splitting of the evolution equations into mechanics and thermodynamics. Let us describe the NCF
in more detail.
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2.1.1 Balance Laws

The framework builds on the balance equations in continuum mechanics. We list them in the simplest possible
form including only the terms important for our further derivations; c.f. [41]. We start with the balance of mass
that we will use in the standard form

ρ̇ = −ρdivv, (26)

where ρ is density, v fluid velocity and ρ̇ := ∂ρ
∂t +v·∇ρ denotes hereafter the convective, or material, derivative.

Balance of linear momentum reads
ρv̇ = divT, (27)

where T denotes the Cauchy stress tensor; note that we suppose no external body force. We will further con-
sider continuum with no internal moment of inertia, where the only moment interaction is due to the moment
of the surface forces. This gives us the balance of angular momentum in the simple, algebraic form

T = T>. (28)

For the internal energy balance, we will not consider any external heat source in the body of our fluid. Therefore

ρė = T : L− divq, (29)

where e is the internal energy, and q is the heat flux and L denotes the velocity gradient, i.e. L := ∇v.

2.1.2 Thermodynamics

To formulate the thermodynamics we rewrite the balance of internal energy in terms of entropy η, which then
takes the form

ρη̇ = −divqη + ζ, (30)

where we introduced the entropy flux qη and the entropy production ζ . The second law of thermodynamics
states that ζ ≥ 0.

If we assume that the thermodynamic temperature is constant4, i.e. T = const., and moreover that the entropy
flux is strictly related to the heat flux by qη = qe/T , we can arrive by subtracting (29)− T (30) at the reduced
thermodynamic identity

0 ≤ ξ := Tζ = T : L− ρψ̇, (31)

where ξ is the dissipation rate per volume and ψ := e − Tη is the internal Helmholtz free energy density.
The constitutive relation for T and the evolution equations of the remaining quantities (i.e. except velocity) has
to be such that the inequality (31) is satisfied.

2.1.3 Kinematics of the Natural Configuration

Besides standard reference configuration κR and current configuration κt, we define a natural configuration
κp(t), see Figure 1. It is a configuration of the body associated with the current configuration κt at time t
that would be obtained if the external stimuli are suddenly removed. In general, κp(t) does not exist globally.
For more details on this notion see [87]. We also refer to [12] for a discussion about validity and limits of this
decomposition in the context of macroscopic plastic deformations.

Because during the sudden relaxation of the current configuration only the elastic (reversible) part of the defor-
mation occurs, we can suppose that the internal free energy of the system is hidden only in the deformation of

4 In fact the temperature can not be constant because the energy dissipates in the body. However, we can assume that either the
heat capacity is so large that the temperature changes only negligibly, or the body is placed in the big thermal reservoir and the body
conducts the heat so fast that the energy is transfered away almost immediately.

DOI 10.20347/WIAS.PREPRINT.2856 Berlin 2021



Natural configuration framework and GENERIC 11

κR
κt

κp(t)

G

F

Fκp(t)

Figure 1: Natural configuration.

the natural configuration. Hence we split the total deformation gradient F into the purely elastic reversible de-
formation described by Fκp(t) (hereafter just Fκ for the sake of brevity) and irreversible dissipative deformation
described by G, such that

F = FκG. (32)

For description of the kinematics of the natural configuration, that is defined locally by (32), we chose quantities
analogical to those in the standard kinematics. There the velocity gradient and its symmetric part are related to
the deformation gradient F through

L = ḞF−1, D =
1

2
(L + L>). (33)

Hence we postulate the velocity gradient in the natural configuration (and its symmetric part) to be

Lκ := ĠG−1, Dκ :=
1

2
(Lκ + L>κ ). (34)

Material time derivative of Fκ and Bκ then reads

Ḟκ = LFκ − FκLκ, Ḃκ = LBκ + BκL> − 2FκDκF>κ . (35)

2.1.4 Derivation of Models

The derivation is based on prescribing two scalar functions. The first one – the internal Helmholtz free energy ψ
– is responsible for the elastic part of the response, the other – rate of dissipation ξ – describes how the energy
in the body dissipates. For the family of viscoelastic models, we assume the internal Helmholtz free energy has
the form

ψ = ψ(T, ρ,Fκ) = ρψ0(T, ρ) + ρψel(T,Fκ), (36)

where T is the constant temperature. Using the reduced thermodynamic identity and the balance of mass we
arrive at

0 ≤ ξ = T : L− ρψ̇ = T : L− ρ∂ψ0

∂ρ
ρ̇− ρ∂ψel

∂Fκ
: Ḟκ

=
(
T + ρ2∂ψ0

∂ρ
I− ρ∂ψel

∂Fκ
F>κ
)

: D + ρ
∂ψel

∂Fκ
:
(
LFκ − Ḟκ

)
, (37)

=
(
T + ρ2∂ψ0

∂ρ
I− ρ∂ψel

∂Fκ
F>κ
)

: D + ρ
∂ψel

∂Fκ
: FκLκ,

where we used the symmetry of T + ρ2 ∂ψ
∂ρ I − ρ

∂ψ
∂FκF

>
κ . The equations are closed by prescribing a relation

between
{
T + ρ2 ∂ψ

∂ρ I− ρ
∂ψ
∂FκF

>
κ ,LFκ − Ḟκ

}
and

{
D, ρ ∂ψ

∂Fκ

}
, eventually involving ρ and Fκ, in such a way

the prescribed rate of dissipation ξ is met. Note that this closure is unique when the entropy production is
quadratic, but might become more subtle in non-quadratic cases, see [52].
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2.1.5 Specific Example

We repeat the derivation of variant of an isotropic viscoelastic Giesekus rate-type fluid model, following [64, 65].
The full Giesekus model [28] has been derived within the framework of natural configuration in [16] and it reads

divv = 0, (38)

ρv̇ = divT, T = −pI + 2µD +GB, (39)

Ḃ− LB− BLT = −1

τ
(αB2 + (1− 2α)B− (1− α)I), (40)

where τ is the relaxation time and α ∈ (0, 1]. In this paper we present the derivation for α = 1. The model
uses the dissipation rate function

ξ = 2µ|D|2 + Λ
∣∣∣ρ∂ψel

∂Fκ
F>κ
∣∣∣2, (41)

where µ and Λ are material constants and |A| =
√
AijAij is the Frobenius norm. The first term corresponds

to Newtonian viscous dissipation. The second depends on the elastic Cauchy stress resulting from a defor-
mation between the current and the natural configuration, which is described by Fκ; this term hence gives
the dissipation caused by the evolution of the natural configuration. By closing (37) one obtains

T = −pthI + 2µD + Tel,

Ḟκ = LFκ − ΛTelFκ (42)

Tel = ρ
∂ψel

∂Fκ
F>κ , (43)

with the usual formula for pressure

pth := ρ2∂ψ0

∂ρ
. (44)

To close the equation (43) we prescribe

ψel(T,Fκ) =
G(T )

2
(|Fκ|2 − 3)− kBT ln det(FκF>κ ), (45)

which is the internal free energy of compressible neo-Hookean solid, kB being the Boltzmann constant and
G(T ) is the elastic modulus; see for example [77, 82]. The important fact here is that the logarithm appearing
in the free energy comes from entropy and not from the internal energy; for derivation of the entropy of elastic
dumbbells see Appendix A. Differentiating (45) gives

∂ψel

∂Fκ
= G(T )

(
Fκ −

2kBT

G(T )
F−>κ

)
, (46)

and then inserting it into (43) yields

Tel = ρG(T )

(
FκF>κ −

2kBT

G(T )
I
)
, (47)

Finally, to obtain the more standard evolution equation for Bκ := FκF>κ , we sum (42) · F>κ + Fκ · (42)> and
arrive at the Giesekus model

ρ̇ = −ρdivv,

ρv̇ = div (−pthI + 2µD + Tel) ,

Ḃκ = LBκ + BκL> − 2ΛTelBκ,

Tel = ρG(T )

(
Bκ −

2kBT

G(T )
I
)
,

where we used that both Tel and Bκ are symmetric and in our special case commute.
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Remark 1. The isotropic Oldroyd-B model is obtained by choosing the rate of dissipation

ξ = 2µ|D|2 + Λ
∣∣∣ρ∂ψel

∂Fκ

∣∣∣2, (48)

depending rather on the stress tensor between the natural and the current configuration. Putting the solvent
viscosity µ = 0 leads to the Maxwell model.

In summary, once the internal free energy density and entropy production rates are known, the NCF leads to
a system of closed evolution equations for ρ, v, and Fκ, where the constitutive relation for the Cauchy stress
tensor T is known.

2.2 GENERIC

Having moved from the finite dimensional setting to continuum, the state variables are no longer elements of
Rn, n ∈ N being the dimension, but we work with Lagrangian or Eulerian fields instead. First, we derive the
reversible kinematics (Poisson brackets) in the Lagrangian and Eulerian frames; when energy is chosen, the
reversible evolution becomes explicit. Subsequently, we prescribe quadratic dissipation potentials leading to the
well known Maxwell, Oldroyd-B, and Giesekus models.

2.2.1 Lagrangian Reversible Continuum Mechanics

Let us now generalize the above model of one particle to infinitely many continuum particles, where each
material point of the continuum has its own label X (Lagrangian position). The actual Eulerian position of
the material point in an laboratory frame is denoted by mapping y(X). Compared with the setting of particle
mechanics in the Sec. 1, this mapping is a continuum analogue of position r of the i-th particle, just the index is
now continuous. Therefore, one may anticipate a momentum density field M(X) being the analogue of p. The
last state variable would be the entropy field s(X), i.e. its density w.r.t. the volume in the reference configuration;
the total entropy is then given by

S =

∫
R3

s(X) dX.

However, since we want to work in the isothermal setting, we drop it.5

2.2.2 Lagrangian Kinematics

The analogical Poisson bracket is

{B,C}Lagrange =

∫
R3

(
δB

δyi
δC

δMi
− δC

δyi
δB

δMi

)
dX, (49)

see e.g. [32, 92, 84] for the definition of the bracket and [72] for an explanation of the functional derivative δF
δy

and the related calculus. Roughly speaking, the sum is replaced by an integral (or a suitable duality pairing),
the partial derivatives by functional ones. This bracket can be alternatively derived from the principle of least
action, having Lagrangian dependent on field y and ẏ in the same fashion as the usual Hamiltonian canonical
equations follow from the minimization of action.

5 It is a matter of a straightforward calculation to verify that such a shortcut is compatible with the definition of the isothermal evolution
in subsection 1.6, i.e. the restriction of the Poisson bivector L to the variables (y,M) is not affected by changing the last state variable
from entropy to temperature.
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As in the finite dimensional case, by comparing the both sides of Ḋ = {D, F̃} we see that the evolution
equations implied by bracket (49) are (

∂yi

∂t

)
rev

=
δF

δMi
(50a)(

∂Mi

∂t

)
rev

= − δF
δyi

. (50b)

This dynamics can be extended to cover also irreversible (plastic) evolution; see e.g. [43].

2.2.3 Lagrangian Elastic Dynamics

Typical dependence of energy on fields y and M is

F̃ (y,M) = F (y,M, T ) =

∫
R3

(
|M|2

2ρ0(X)
+ ρ0(X)ψ

(
T,

∂y

∂X

))
dX,

where ρ0(X) is the field of reference density and ψ(T,F) is the internal Helmholtz free energy. The function
W (F) := ρ0ψ(T,F) is sometimes called the stored elastic energy. Equations (50) then become(

∂yi

∂t

)
rev

=
Mi

ρ0
, (51a)(

∂Mi

∂t

)
rev

=
∂

∂Xj

(
ρ0

∂ψ

∂ ∂yi

∂Xj

)
=

∂

∂Xj

(
∂W

∂ ∂yi

∂Xj

)
, (51b)

where the first equation expresses how the material points move and the second how momentum of the points
is changed.

2.2.4 Reversible Kinematics of Distortion

The Lagrangian description, used in Sec. 2.2.1, is very detailed, we know positions and momenta of every point
of the continuum; however, we aim at Eulerian description of visco-elastic fluids, where rougher state variables
are sufficient. We may switch from the state variables (y,M) to (ρ,m,A), the latter being the Eulerian fields
of density, momentum, and distortion, where the last is defined as the inverse deformation gradient

(A)Ii = AIi :=
∂XI

∂yi
=

(
∂yi

∂XI

)−1

.

The reason for taking the inverse deformation gradient as a new state variable, and not the deformation gradi-
ent itself, is that it naturally depends on the Eulerian position in the current configuration, which always exists
globally; see e.g. [30]. To draw a connection to literature we note that all the models in this paper involving the
distortion can be considered as part of the SHTC framework, which is compatible with GENERIC as shown in
[85]. Although we consider the distortion as the more suitable variable, for a better comparison with NCF we then
rewrite the reversible evolution in state variables (ρ,m,Fκ). Note that the reversible evolution of Fκ := A−1

coincides with the evolution of the deformation gradient F as far as no dissipation is present. In the final equa-
tions, where both the reversible and the irreversible evolution are sum together, the evolution of A−1 coincides
with Fκ, but differs from the evolution of F. Nevertheless, we will still denote the distortion in both cases by A.

Let us now move to the derivation of the kinematics of distortion by the standard method called projection. The
idea is very simple, just a mere substitution of functionals dependent on the Lagrangian variables only through
the Eulerian variables, which is a standard way towards Eulerian Poisson brackets. Abarbanel et al. [1] used the
transformation to derive the bracket of fluid mechanics, Edwards and Beris [19, 8] extended the procedure to
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viscoelasticity (having the conformation tensor as an Eulerian state variable). An assumption about curl of the
deformation tensor being zero was employed in the latter two works, which we can not afford when working with
distortion, since the distortion can generally have non-zero curl (e.g. in the case of dislocations [59]). Details
of the Lagrange → Euler transformation without that assumption can be found in [84]. The resulting Poisson
bracket bracket for the Eulerian state variables, (ρ,m,A), consists of a ‘fluid mechanics’ part, i.e. the bracket
for density and momentum, and two additional terms for the distortion

{B,C}A = {B,C}FM

+

∫
R3

AIi

(
∂

∂xj
δB

δAIj

δC

δmi
− ∂

∂xj
δC

δAIj

δB

δmi

)
dx

+

∫
R3

(
∂AIi
∂xj
−
∂AIj
∂xi

)(
δB

δAIj

δC

δmi
− δC

δAIj

δB

δmi

)
dx,

where {B,C}FM is the Poisson bracket expressing kinematics of fluid mechanics,

{B,C}FM =

∫
R3

ρ

(
∂

∂xi
δB

δρ

δC

δmi
− ∂

∂xi
δC

δρ

δB

δmi

)
dx

+

∫
R3

mi

(
∂

∂xj
δB

δmi

δC

δmj
− ∂

∂xj
δC

δmi

δB

δmj

)
dx.

Note that this Poisson bracket is no longer canonical, which is typical in Eulerian continuum thermodynamics
[20, 33].

The same localization procedure as for the Lagrange bracket leads to evolution equations(
∂ρ

∂t

)
rev

= − ∂

∂xi

(
ρ
δF

δmi

)
, (52)(

∂mi

∂t

)
rev

= − ∂

∂xj

(
mi

δF

δmj

)
− ρ ∂

∂xi
δF

δρ
−mj

∂

∂xi
δF

δmj
−AJj

∂

∂xi
δF

δAJj
(53)

+
∂

∂xi

(
AJj

δF

δAJj

)
+

∂

∂xj

(
−AJi

δF

δAJj

)
, (54)

(
∂AIi
∂t

)
rev

= − ∂

∂xi

(
AIj

δF

δmj

)
+

(
∂AIj
∂xi
− ∂AIi
∂xj

)
δF

δmj
= −∂A

I
i

∂xj
δF

δmj
−AIj

∂

∂xi
δF

δmj
. (55)

Note that vi = δE
δmi

is the velocity and hence fluid mechanics (Euler compressible equations) are obtained when

the energy is independent of A. At the same time, the equation for A = F−1 is compatible with the standard
kinematics of the deformation gradient Ḟ = LF. Last but not least, these equations are valid for any energy
functional, e.g. not only for the standard energy of simple fluids, but also for Korteweg fluids and other; for more
details about this derivation see e.g. [82]. Concrete example of the free energy functional and the corresponding
explicit evolution equations are given in the next subsection.

2.2.5 Elastic Dynamics of Distortion

Assuming the typical form

F̃ (ρ,m,A) = F (ρ,m, T,A) =

∫
R3

f(ρ,m, T,A) dx (56)

=

∫
R3

(
|m|2

2ρ
+ ρψ(T, ρ,A)

)
dx =

∫
R3

(
|m|2

2ρ
+ ρψ0(T, ρ) + ρψel(T,A)

)
dx,

DOI 10.20347/WIAS.PREPRINT.2856 Berlin 2021
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we can now rewrite the evolution equation for momentum density to a more standard form. Since the density f
depends on the fields only in an algebraic manner, the functional derivatives of F are represented by the partial
derivatives of f . A direct computation leads to(
∂mi

∂t

)
rev

= − ∂

∂xj

(
mi
mj

ρ

)
− ρ ∂

∂xi
∂f

∂ρ
−mj

∂

∂xi
∂f

∂mj
−AJj

∂

∂xi
∂f

∂AJj
+

∂

∂xi

(
AJj

∂f

∂AJj

)
− ∂

∂xj

(
AJi

∂f

∂AJj

)

= − ∂

∂xj

(
mi
mj

ρ

)
− ∂

∂xi

(
−f + ρ

∂f

∂ρ
+mj

∂f

∂mj

)
+

∂

∂xj

(
−AJi

∂f

∂AJj

)

= − ∂

∂xj

(
mi
mj

ρ

)
− ∂

∂xi

(
ρ2∂ψ0

∂ρ

)
+

∂

∂xj

(
−ρAJi

∂ψ

∂AJj

)
.

Simplifying the other equations for this particular total free energy ansatz leads to the final system(
∂ρ

∂t

)
rev

= −div (ρv) ,(
∂m

∂t

)
rev

= −div (m⊗ v) + div(−pthI + Tel),(
∂A
∂t

)
rev

= −(∇A)v − AL,

Tel = −ρA>∂ψel

∂A
. (57)

where we defined

v :=
δF

δm
=

∂f

∂m
=

m

ρ
, pth := ρ2∂ψ

∂ρ
= ρ2∂ψ0

∂ρ
.

Rewriting these equations in terms of (ρ,v,Fκ) and the using the convective time derivative gives

ρ̇ = −ρdivv,

ρv̇ = div(−pthI + Tel),

Ḟκ = LFκ,

Tel = ρ
∂ψel

∂Fκ
F>κ .

For closing the part of momentum equation denoted by Tel we have to specify the energy ψel. A suitable choice
for suspensions of polymeric dumbbells is

ψel(T,A) =
G(T )

2
(|A−1|2 − 3)− kBT ln det(A−1A−>), (59)

or equivalently

ψel(T,Fκ) =
G(T )

2
(|Fκ|2 − 3)− kBT ln det(FκF>κ ), (60)

as it can be derived by methods of statistical physics, e.g. [39, 82] or Appendix A. This energy leads to the
elastic Cauchy stress tensor (57)

Tel = ρG(T )

(
A−1A−> − 2kBT

G(T )
I
)

= ρG(T )

(
FκF>κ −

2kBT

G(T )
I
)
, (61)

which is nothing but the standard compressible neo-Hookean model as Bκ = A−1A−> = FκF>κ .

Remark 2. Note that there is no material or phenomenological constant in front of the logarithm, only the
universal Boltzmann constant kB . It is therefore straightforward to see how the internal free energy should look
for the non-isothermal setting.
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2.2.6 Irreversible Evolution of Distortion

Since we work in the isothermal setting, the localized irreversible evolution in coordinates is given by the corre-
sponding part in (23). For q̃ = (ρ,m,A) and quadratic dissipation potential (10) this becomes(

∂ρ

∂t

)
irr

= − 1

T

δΞ

δρ∗

∣∣∣∣
ρ∗= δF

δρ

,(
∂mi

∂t

)
irr

= − 1

T

δΞ

δ(m∗)i

∣∣∣∣
(m∗)i= δF

δmi

,

(
∂AIi
∂t

)
irr

= − 1

T

δΞ

δ(A∗)iI

∣∣∣∣
(A∗)iI= δF

δAI
i

.

(62)

For the equivalent choice q̃ = (ρ,m,Fκ) the last equation is replaced by(
∂Fκ
∂t

)
irr

= − 1

T

δΞ

δF∗κ

∣∣∣∣
F∗
κ= δF

δFκ

. (63)

Note that gradient dynamics is invariant with respect to transformations of state variables, see e.g. [83]. Apart
from the standard properties of Ξ summarised in the subsection 1.2, the dissipation potential has to be such that
the total massM :=

∫
R3 ρ dx is conserved. This condition is for example satisfied when Ξ depends merely on

gradients of ρ∗. Here we suppose Ξ does not depend on ρ∗ at all. Momentum conservation can be ensured by
the analogical condition, but in the non-isothermal setting one gets a slightly more complex structure due to the
coupling with energy dissipation, see [82].

2.2.7 Dissipative Dynamics of Distortion

Let us now show how one can derive a variant of an isothermal Giesekus model of viscoelastic fluids. As in the
elastic case, we will specify the total Helmholtz free energy, which is more suitable for isothermal processes.
The conjugate variables, either (m∗,A∗) or (m∗,F∗κ), are then replaced by the corresponding derivatives of
total free energy. Using (56), we make the substitution

m∗ → ∂f

∂m
=

m

ρ
,

A∗ → ∂f

∂A
= ρ

∂ψel

∂A
,

F∗κ →
∂f

∂Fκ
= ρ

∂ψel

∂Fκ
.

In the isothermal setting the choice of dissipation potential is simply

Ξ(A,m∗,A∗) = T

∫
R3

µ |(∇m∗)sym|2 +
Λ

2

∣∣∣A>A∗∣∣∣2 dx = T

∫
R3

µ |D|2 +
Λ

2

∣∣∣∣ρA>∂ψel

∂A

∣∣∣∣2 dx, (64)

or equivalently

Ξ(Fκ,m∗,F∗κ) = T

∫
R3

µ |(∇m∗)sym|2 +
Λ

2

∣∣∣F∗κF>κ ∣∣∣2 dx = T

∫
R3

µ |D|2 +
Λ

2

∣∣∣∣ρ∂ψel

∂Fκ
F>κ

∣∣∣∣2 dx, (65)

where D stands for the symmetric velocity gradient6. The first term yields the standard viscous dissipation,
the second is chosen as being proportional to the elastic Cauchy stress. Note also that since the dissipation

6 For a non-isothermal variant see [82].
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potential is homogeneous of degree 2, it is half the dissipation rate, and prescribing the dissipation potential
is equivalent to prescribing the dissipation rate. It should be also noted that the dissipation drives the system
towards the stress-free configuration if the dissipation potential depends on some stress tensor. The derivatives
of Ξ are

δΞ

δm∗
= −T div(2µ(∇m∗)sym) = −T div(2µD),

δΞ

δA∗
= TΛAA>A∗ = −TΛA

(
−ρA>∂ψel

∂A

)
,

δΞ

δF∗κ
= TΛF∗κF>κ Fκ = TΛ

(
ρ
∂ψel

∂Fκ
F>κ
)
Fκ,

which yields the irreversible evolution(
∂m

∂t

)
irr

= div(2µD),(
∂A
∂t

)
irr

= ΛATel,(
∂Fκ
∂t

)
irr

= −ΛTelFκ,

Tel = −ρA>∂ψel

∂A
= ρ

∂ψel

∂Fκ
F>κ .

In particular, choosing ψel as in (59) and (60) yields Tel from (61).

2.2.8 Final Equations

Let the state variables be represented by (ρ,m,A). Their reversible evolution has been specified by the Poisson
bracket, leading to equations (2.2.4). Once the total free energy is specified (in the isothermal case), as in Eq.
(56), the reversible evolution can be written down explicitly. The irreversible evolution is given by dissipation
potential, e.g. the one in Eq. (64), and becomes explicit when the specific formula for free energy (or entropy
in the non-isothermal case) is invoked. The final evolution equations are then the sum of the reversible and
irreversible parts of the evolution:

∂ρ

∂t
+ div(ρv) = 0, (66a)

∂m

∂t
+ div(m⊗ v) = div (−pthI + 2µD + Tel) , (66b)

∂A
∂t

+ (∇A)v = −AL + ΛATel, (66c)

Tel = −ρA>∂ψel

∂A
, (66d)

which are compatible with literature[17]. Using the convective time derivative and Fκ := A−1 instead of the
distortion, they can be rewritten to

ρ̇ = −ρdivv,

ρv̇ = div (−pthI + 2µD + Tel) ,

Ḟκ = LFκ − ΛTelFκ,

Tel = ρ
∂ψel

∂Fκ
F>κ ,
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and in terms of the left Cauchy–Green tensor B := A−1A−> = FκF>κ they become

ρ̇ = −ρdivv,

ρv̇ = div (−pthI + 2µD + Tel) ,

Ḃκ = LBκ + BκL> − 2ΛTelBκ,

Tel = 2ρ
∂ψel

∂Bκ
Bκ,

where we can easily recognize the upper-convective derivative in the equation for B. This is compatible with the
standard results[34].

If we use the concrete energy (59), now written in terms of Bκ as

ψel(T,Bκ) =
G(T )

2
(TrBκ − 3)− kBT ln det(Bκ),

we recover a variant of the standard compressible Giesekus model ([28])

ρ̇ = −ρdivv,

ρv̇ = div (−pthI + 2µD + Tel) ,

Ḃκ = LBκ + BκL> − 2ΛTelBκ,

Tel = 2ρG(T )

(
Bκ −

2kBT

G(T )
I
)
.

Remark 3. If, instead of dissipation potential (64) and (65), we chose

Ξ(A,m∗,A∗) = T

∫
R3

µ |(∇m∗)sym|2 +
Λ

2

∣∣∣A>A∗A>∣∣∣2 dx = T

∫
R3

µ |D|2 +
Λ

2

∣∣∣∣ρA>∂ψel

∂A
A>
∣∣∣∣2 dx,

Ξ(m∗,F∗κ) = T

∫
R3

µ |(∇m∗)sym|2 +
Λ

2
|F∗κ|

2 dx = T

∫
R3

µ |D|2 +
Λ

2

∣∣∣∣ρ∂ψel

∂Fκ

∣∣∣∣2 dx,

i.e. the potentials are quadratic in a different stress tensor, we would obtain the Oldroyd-B model. Dropping the
viscous part would yield the Maxwell model.

Let us now proceed to a simple numerical illustration of the dynamics involving distortion.

2.2.9 Numerical simulation

To illustrate equations (66) in the context of NCF, we will show evolution of the natural, the current, the reference
configurations. Let us assume a vertical simple shear between two planes with a distance of one meter. The
reference and current configurations are schematically presented in Figure 2. We compute the deformation of
the dashed line, that is horizontal in the reference configuration with the x-coordinates between 0 and 1.

Energy and dissipation potential (describing von Mieses plasticity) are taken from [93] and the numerical code
is based on the one created and described by [51]. The initial conditions are set as a linear velocity profile with
vx=0 = 0 m/s and vx=1 = 1 m/s, where v is the Eulerian horizontal velocity. The boundary conditions are
set as no-slip to walls at speeds vx=0 = 0 m/s and vx=1 = 1 m/s.

Figure 3 shows the vertical shift of the three resulting configurations at time t = 4 ms. It can be observed that
the three lines are linear, thus they are fully described by the vertical shift at the right edge of the body, i.e.
at x = 1. Evolution of the vertical shift in time is plotted in Figure 4. One observes that for a short time and
small deformations the natural and reference configurations are indistinguishable. This means the dissipation is
negligible and the motion is thus reversible. After certain threshold is exceeded, the dissipation is switched on,
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Figure 2: Scheme of the simulated vertical simple shear showing the initial configuration (left) and the deformed
current configuration (right). Only the deformation of one cut through the material (the dashed line) is examined.

the motion becomes irreversible and the natural and reference configurations diverge. This behavior is typical for
von Mieses plasticity. One can thus conclude that the configuration obtained by integrating the distortion matrix
A = F−1

κ over the current configuration differs from the reference configuration even in a very simple geometry,
as long as the dissipation becomes evident.

Therefore, we can start with the current configuration and integrate the distortion to obtain the natural configu-
ration. This is because the deformation between those two configurations is elastic. However, we can not obtain
the reference configuration, which has been already lost due to the dissipation. This is the interpretation of NCF
within GENERIC and SHTC.

2.3 Summary

In NCF one starts with the balance equations for mass, momentum, energy and entropy. Then three configu-
rations are taken into account: the reference configuration (R), the natural configuration (N ), and the current
configuration (C), where the latter coincides with the laboratory frame of reference and Eulerian description.
The dynamics between R and N is dissipative, while from N to C purely elastic. Moreover, the kinematics of
the deformation tensor F fromR to C is the standard, reversible Eulerian kinematics Ḟ = LF. The irreversible
evolution fromR toN is generated by imposing a dissipation rate and by choosing constitutive relations leading
to this rate. This choice can be done in a compatible way with GENERIC. The final evolution observed in C can
be seen as a composition of reversible and irreversible evolution.

In GENERIC, one starts with the choice of state variables. The choice can be made equivalent to the natural
configuration in NCF, that is (ρ,m,F) or a transformation of that, e.g. (ρ,m,A). Then the reversible evolution
of the state variables is the usual mechanical evolution, which is compatible with the evolution from N to C
in the NCF for ξ = 0. Irreversible evolution is then added both to the equation for momentum density and for
the deformation gradient (or distortion or the left Cauchy–Green tensor). When the dissipation potential is taken
compatible with the dissipation rate in NCF, the same irreversible evolution is obtained as in NCF.

Let us highlight the similarities in more detail. First we explain why the kinematics of the distortion

∂A
∂t

+ (∇A)v = −AL− 1

T

δΞ

δA∗

∣∣∣∣
A∗= δF

δA

,

is precisely the kinematics of the natural configuration, where the choice of E = E(A) and Ξ = Ξ(A,A∗)
specifies respectively its elastic and dissipative dynamics. The reasons are the following:

� The reference configuration (which is by definition obtained by tracking the particles’ trajectories) can be
reconstructed by the integration of a tensor field, which is a solution to the evolution equations

∂A
∂t

+ (∇A)v = −AL.
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Figure 3: Comparison of the reference (dashed), current (solid) and natural (dotted) configurations. Even in
such a simple geometry, integration of the distortion matrix A over the current configuration does not restore the
reference configuration.
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Figure 4: Time evolutions of of the shift of the right-hand edge of the body in the reference (dashed), current
(solid) and natural (dotted) configurations. For small times, i.e. for small deformations and stresses, the natural
and reference configuration coincide. This means that the computed A is actually the inverse of the deformation
gradient. The motion is thus reversible. For larger deformations, the motion becomes irreversible, since the two
configurations diverge.
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The complete GENERIC equation for distortion, containing also the irreversible part, yields, in general,
a different solution. This justifies the standard illustrative splitting of the reference, local natural, and
current configuration. Moreover, if the tensor field A satisfies the integrability condition, i.e. the curl of A
is zero and the domain is simply connected, the natural configuration exists globally.

� Energy depends on the distortion A, i.e. the deformation from the natural configuration to the current one
is elastic. The Helmholtz free energy typically satisfies

∂ψel

∂A
(T, I) = 0,

i.e. when the material occupies the natural configuration (the natural and current configuration coincides),
it is in a (partial-)stress-free state. In general, as it is e.g. for ψel from (59), the extremum point of the free
energy is moved to cI for some c > 0. The natural configuration, defined by A, is then stress-free only
up to a homogeneous compression/expansion, leaving non-zero only the spherical part of the stress.

� The dissipation potential Ξ is a function of A∗ and we substitute

A∗ → ρ
∂ψel

∂A
,

i.e. the partial dissipation rate 1
T A
∗ : δΞ

δA∗ , c.f. (25), depends on some specific stress measure. This
might be seen as an analogue to [75, Fig. 4], where the dissipation is due to the ‘dashpot’ pulled by the
‘elastic spring’. The dissipation rate can be either expressed in terms of the ‘stress in the elastic spring’
in the primal formulation using the dissipation potential Ξ, or in terms of the ‘rate of the dashpot’ using
the dual dissipation potential Ξ∗.

The second point we would like to elaborate on is the modeling in both frameworks. Let us start with plugging
the total Helmholtz free energy (56) into the equation (25), which yields the dissipation rate

− ˙̃F =
1

T

∫
R3

(
δF

δm
:
δΞ

δm∗

∣∣∣∣
m∗= δF

δm

+
δF

δFκ
:
δΞ

δF∗κ

∣∣∣∣
F∗
κ= δF

δFκ

)
dx

=
1

T

∫
R3

(
D :

δΞ

δ∇symm∗

∣∣∣∣
m∗= δF

δm

+ρ
∂ψ

∂Fκ
:
δΞ

δF∗κ

∣∣∣∣
F∗
κ= δF

δFκ

)
dx,

where we supposed Ξ is independent of ρ∗ and depends on m∗ merely through its symmetric gradient. Defining

Tirr : =
1

T

δΞ

δD
,

and using the localized evolution for Fκ

− 1

T

δΞ

δF∗κ
=

(
∂Fκ
∂t

)
irr

=
∂Fκ
∂t
−
(
∂Fκ
∂t

)
rev

= Ḟκ − LFκ,

the dissipation rate becomes

− ˙̃F =
1

T

∫
R3

(
D :

δΞ

δD
+ ρ

∂ψel

∂Fκ
:
δΞ

δF∗κ

)
dx =

∫
R3

(
D : Tirr + ρ

∂ψel

∂Fκ
: (LFκ − Ḟκ)

)
dx.

On the other hand, the chain rule, the final evolution equations, and integration by parts give

− ˙̃F =

〈
−δF
δq
, ∂tq

〉
=

∫
R3

(
−v · ∂tm− (ψ − 1

2
|v|2)∂tρ− ρ

∂ψ

∂ρ
∂tρ− ρ

∂ψ

∂Fκ
: ∂tFκ

)
dx

=

∫
R3

(
v · div(ρv ⊗ v)− v · divT + (ψ − 1

2
|v|2) div(ρv)− ρ∂tψ

)
dx

=

∫
R3

(
−L : (ρv ⊗ v) + L : T +

1

2
∇(v · v) · ρv − ρψ̇

)
dx =

∫
R3

(
L : T− ρψ̇

)
dx,
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where again the fact
(
∂ρ
∂t

)
irr

= 0 was used. Hence, by using the positive 2-homogeneity of Ξ, as in (25), we

obtain by expressing ˙̃F in the two ways above

2

T
Ξ = −Ḟ =

∫
R3

ξ dx,

which relates the prescription of the dissipation potential Ξ and the dissipation function ξ. At the same time we
see that ∫

R3

ξ dx =

∫
R3

(
L : T− ρψ̇

)
dx =

∫
R3

(
D : Tirr − ρ

∂ψel

∂Fκ
: (LFκ − Ḟκ)

)
dx

=
1

T

∫
R3

(
D :

δΞ

δD
+ ρ

∂ψ

∂Fκ
:
δΞ

δF∗κ

)
dx.

This equality shows how the dissipation rate in NCF has to be rewritten if one wants to recover the irreversible
evolution in GENERIC, and actually explains why the form in (37) was chosen; it adopts the structure given
by the dissipation potential. The frameworks are thus compatible with each other, as was explicitly demonstrated
on the isotropic isothermal Giesekus model.

Finally, the distortion A can be interpreted as the gradient of the mapping from the current configuration to the
natural configuration. The reference configuration has been “forgotten” by the model due to the dissipation, and
can be recovered only by tracking the particles’ trajectories. GENERIC and SHTC thus can provide interpretation
of NCF.

3 Anisotropic Model

To further compare the two approaches, we go beyond the isotropic models and include a certain class of
anisotropic materials. By anisotropy we mean that material properties are not invariant with respect to rotations.
Materials can exhibit anisotropy with regard to mechanical response in several ways. For instance, in crystal
plasticity, we can have anisotropy with respect to the elastic response, described by the stored energy function.
We can also have anisotropy associated with the yield surface and this is captured by the properties of the dis-
sipation potential. If we modeled liquid crystals, regarded as a rod like suspension in an isotropic fluid, we would
also observe two kinds of anisotropic response, both of a different nature. Elastic rods lead to an anisotropy in
the elastic response, while the movement of the rods in the viscous fluid, itself isotropic, causes that the rate of
dissipation is different for motions along different directions. The last example of anisotropy is related to temper-
ature expansion, which may occur for example in a steel reinforced concrete. For anisotropic models for nematic
polymers we refer to [23, 86, 8, 4, 5], for biological tissues modeling see [3], for modeling of calendered rubber
sheets see [50], and for crystal plasticity models we refer to [57]. We also refer to [76, 90, 91] for examples
of anisotropic large-strain energies.

Mathematically speaking, anisotropy is characterized by a group of transformations with respect to which the
material properties are invariant. In [62, 41, 98] it was shown that each of the crystallographic groups can be
represented by a set of structural tensors, extra variables. He we choose perhaps the simplest case when
each material point is equipped with a vector N characterizing for instance orientation of a fiber or a lattice
vector. In the current configuration (or the laboratory Eulerian frame) the field of the vectors is denoted by n.7

In both frameworks, we choose rather the Eulerian fields as unknowns or state variables, i.e. we will work with
(ρ,v,Fκ,n).

7 Instead of just one vector n, three vectors seem to be general for complete description of slip planes in plasticity; see [57].
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3.1 Natural Configurations Framework

Let us now develop the coupling between the vector field n describing the anisotropy and motion of the elastic
material within NCF. Since the balance laws and thermodynamics developed in 2.1.1 and 2.1.2, respectively,
remain valid, we may move directly to enhancing the kinematics of NCF.

3.1.1 Kinematics of the Vector Describing Anisotropy

Building on the concept of the natural configuration described in 2.1.3, we see that the relation between the
vector N in the reference configuration and the vector n in the current configuration can be rewritten using the
decomposition (32)

n = FN = FκGN = FκNκ, where we defined Nκ := GN.

The material derivative of n is then

ṅ = ḞκNκ + FκṄκ.

One may suppose the vector Nκ, describing the material symmetry in the natural configuration, has a purely
reversible evolution, i.e. Ṅκ = 0. This tells us that the material symmetry is not affected by the dissipative
deformation G and remains fixed in the natural configuration. This is common for instance for lattice vectors in
crystal plasticity; see e.g. [41, 57].

3.1.2 Derivation of Models

The derivation is again based on prescribing two scalar quantities, the dissipation rate ξ and the internal
Helmholtz free energy. Here we assume

ψ = ψ(T, ρ,Fκ,n) = ρψ0(T, ρ) + ρψel(T,Fκ,n).

The reduced thermodynamic identity (31) then becomes, using the symmetry of
∂ψ

∂Fκ
F>κ and

∂ψ

∂n
⊗ n,

ξ =T : L− ρψ̇ = T : L− ρ∂ψ0

∂ρ
ρ̇− ρ∂ψel

∂Fκ
· Ḟκ − ρ

∂ψel

∂n
· ṅ (70)

=

(
T + pthI− ρ

∂ψel

∂Fκ
F>κ − ρ

∂ψel

∂n
⊗ n

)
: D + ρ

∂ψel

∂Fκ
: (LFκ − Ḟκ) + ρ

∂ψel

∂n
· (Ln− ṅ)

=

(
T + pthI− ρ

∂ψel

∂Fκ
F>κ − ρ

∂ψel

∂n
⊗ n

)
: D +

(
ρ
∂ψel

∂Fκ
F>κ + ρ

∂ψel

∂n
⊗ n

)
: (L− ḞκF−1

κ )

+ ρ
∂ψel

∂n
· (ḞκF−1

κ n− ṅ),

where again pth is the hydrodynamic pressure defined in (44). The last form of the dissipation rate is suitable
for closing the system when Ṅκ = 0, i.e.

ṅ = ḞκNκ = ḞκF−1
κ n, (71)

or when the material dissipates in the total elastic Cauchy stress

ρ
∂ψel

∂Fκ
F>κ + ρ

∂ψel

∂n
⊗ n.
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3.1.3 Specific Example

To enhance the isotropic Giesekus model from the previous chapter we modify the prescribed dissipation

ξ = 2µ|D|2 + Λ

∣∣∣∣ρ∂ψel

∂Fκ
F>κ + ρ

∂ψel

∂n
⊗ n

∣∣∣∣2 , (72)

where the second term, containing the total elastic Cauchy stress, corresponds to a dissipation caused by the
evolution of the natural configuration in which the anisotropy remains constant. Upon comparing (70) and (72),
one gets

T = −pthI + 2µD + Tel, (73a)

Tel = ρ
∂ψel

∂Fκ
F>κ + ρ

∂ψel

∂n
⊗ n, (73b)

Ḟκ = LFκ − ΛTelFκ, (73c)

ṅ = Ln− ΛTeln, (73d)

where in the last equation we combined (73c) and (71).

To close (73b) we assume a special form of the internal free energy

ψel(T,Fκ,n) =
G(T )

2
(|Fκ|2 − 3)− kBT ln det(FκF>κ ) +

H(T )

2

(
|n|2

L2(T )
− 1

)
− kBT ln

|n|2

L2(T )
,

i.e. an anisotropic modification of the compressible neo-Hookean solid free energy. The material constant L(T )
is introduced for dimensional reasons and represents the vector’s stress-free length. The partial derivatives
of ψel being

∂ψel

∂Fκ
= G(T )

(
Fκ −

2kBT

G(T )
F−>κ

)
, (74)

∂ψel

∂n
= H(T )

(
|n|2

L2(T )
− 2kBT

H(T )

)
n

|n|2
, (75)

the equation (73b) becomes

Tel = ρG(T )

(
FκF>κ −

2kBT

G(T )
I
)

+ ρH(T )

(
|n|2

L2(T )
− 2kBT

H(T )

)
n⊗ n

|n|2
.

As for the isotropic model we obtain the complete set of evolution equations for (ρ,v,Bκ,n)

ρ̇ = −ρ divv, (76a)

ρv̇ = div(−pthI + 2µD + Tel), (76b)

Ḃκ = LBκ + BκL> − ΛBκTel − ΛTelBκ, (76c)

ṅ = Ln− ΛTeln, (76d)

Tel = ρG(T )

(
Bκ −

2kBT

G(T )
I
)

+ ρH(T )

(
|n|2

L2(T )
− 2kBT

H(T )

)
n⊗ n

|n|2
,

a variant of an anisotropic Giesekus model using only the fully Eulerian fields, identical to equations obtained
by GENERIC in (91).

Remark 4. As in the isotropic case, an anisotropic modification of the Oldroyd-B model is determined by

ξ = 2µ|D|2 + Λ

∣∣∣∣ρ∂ψel

∂Fκ
+ ρ

∂ψel

∂n
⊗ F−1

κ n

∣∣∣∣2 ,
depending rather on the stress tensor between the natural and the current configuration. Anisotropic Maxwell

model is obtained for µ = 0. Additional anisotropic viscosity may be achieved by adding the term 2ν
(Dn · n)2

|n|4
.
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In summary, we have used the NCF to derive models involving anisotropy characterized by the vector field n.
When analogical internal free energy and dissipation potential are invoked within GENERIC, the same models
can be obtained, as we will see in the next subsection.

3.2 GENERIC

The procedure of deriving the field equations is the same as for the isotropic model, only more information
from the Lagrangian description by (y,M) is extracted. The derivation of the mechanics for (ρ,m,A,n)
relies completely on our understanding of the nature of n. We suppose that the anisotropy in the reference
configuration is described by a vector field N(X) and hence we define

n(x)|x=y(X) :=
∂y

∂X
(X)B(X). (77)

Although strictly speaking, the anisotropy is rather described by the structural tensors n⊗ n and N⊗N (they
do not carry the information about orientation, only about the one-dimensional subspace, i.e. they are invariant
under changing the direction of the vector), for simplicity we rather choose n as the additional state variable.

3.2.1 Reversible Kinematics

As already mentioned in the precedent section 2, the projection of (y,M) on (ρ,m,A) is carried out in [84,
App. B]. Here we therefore highlight just how the new field n enters the procedure. We hence consider a pro-
jection from (y,M) to (ρ,m,A,n). Recalling the definition (77) we have

ni(x) := F iI(x)N I(x),

where F iI stands for the deformation gradient (i.e. the inverse of the distortion AJj ) and

N(x)|x=y(X) := N(X)

is the Eulerian field derived from the Lagrangian field N(X). The n vector can be interpreted also as the
orientation vector from [21], where its evolution is equipped also with inertial terms stemming from rigid body
rotations.

Proceeding as in [84] we arrive at a new Poisson bracket

{F,G}A&n = {F,G}A

+

∫
R3

ni
(
δF

δnj
∂

∂xi
δG

δmj
− δG

δnj
∂

∂xi
δF

δmj

)
dx

−
∫
R3

∂nj

∂xi

(
δF

δnj
δG

δmi
− δG

δnj
δF

δmi

)
dx,

(78)

where bracket {F,G}A was defined in (78); for more detailed computation see Appendix B. This bracket (when
dropping the distortion field) is similar a part of a Poisson bracket from [22, 21], but in our work the vector field
n is advected (or Lie-dragged) as a proper vector field rather than as a triplet of scalar fields.
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The standard localization procedure, the same used for isotropic material, leads to field equations

(
∂ρ

∂t

)
rev

= − ∂

∂xi

(
ρ
δE

δmi

)
, (79a)(

∂mi

∂t

)
rev

= − ∂

∂xj

(
mi

δE

δmj

)
− ρ ∂

∂xi
δE

δρ
−mj

∂

∂xi
δE

δmj
(79b)

−AJj
∂

∂xi
δE

δAJj
+

∂

∂xi

(
AJj

δE

δAJj
+
δE

δnj
nj

)

− nj ∂

∂xi
δE

δnj
+

∂

∂xj

(
−AJi

δE

δAJj
+
δE

δni
nj

)
(
∂AIi
∂t

)
rev

= −∂A
I
i

∂xj
δE

δmj
−AIj

∂

∂xi
δE

δmj
, (79c)(

∂ni

∂t

)
rev

= −∂n
i

∂xj
δE

δmj
+

∂

∂xj
δE

δmi
nj . (79d)

Since the evolution equation for n is also compatible with the equation Ḟ = LF, it is again the equation of
momentum which is not in the standard form. Nevertheless, it is also valid for any energy functional. In order
to highlight the resemblance with the other models as before, we stick in the next section to an energy ansatz,
similar to the one for the isotropic model.

3.2.2 Elastic Dynamics

As in the preceding section we stick to isothermal processes, using a modification of the free energy ansatz (56)

F̃ (ρ,m,A,n) = F (ρ,m, T,A,n) =

∫
R3

f(ρ,m, T,A,n) dx

=

∫
R3

ρψ(ρ,m, T,A,n) dx =

∫
R3

|m|2

2ρ
+ ρψ0(T, ρ) + ρψel(T,A,n) dx, (80)

for which the equation for momentum simplifies to

(
∂mi

∂t

)
rev

= − ∂

∂xj

(
mi
mj

ρ

)
− ρ ∂

∂xi
∂f

∂ρ
−mj

∂

∂xi
∂f

∂mj

−AJj
∂

∂xi
∂f

∂AJj
− nj ∂

∂xi
∂f

∂nj
+

∂

∂xi

(
AJj

∂f

∂AJj
+

∂f

∂nj
nj

)
∂

∂xj

(
−AJi

∂f

∂AJj
+
∂f

∂ni
nj

)

= − ∂

∂xj

(
mi
mj

ρ

)
− ∂

∂xi

(
−f + ρ

∂f

∂ρ
+mj

∂f

∂mj

)
+

∂

∂xj

(
−AJi

∂f

∂AJj
+
∂f

∂ni
nj

)

= − ∂

∂xj

(
mi
mj

ρ

)
− ∂

∂xi

(
ρ2∂ψ0

∂ρ

)
+

∂

∂xj

(
−ρAJi

∂ψ

∂AJj
+ ρ

∂ψ

∂ni
nj

)
.
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Hence we arrive at the system(
∂ρ

∂t

)
rev

= −div (ρv) ,(
∂m

∂t

)
rev

= −div (m⊗ v) + div(−pthI + Tel),(
∂A
∂t

)
rev

= −(∇A)v − AL,(
∂n

∂t

)
rev

= −[∇n]v + Ln,

Tel = −ρA>∂ψel

∂A
+ ρ

∂ψel

∂n
⊗ n,

where again we use the same notation as for the isotropic material

v :=
δF

δm
=

∂f

∂m
=

m

ρ
, pth := ρ2∂ψ0

∂ρ
,

the only difference being in the elastic part of the Cauchy stress Tel, which now contains the anisotropic elastic
response. Rewriting the system in terms of Fκ := A−1 with the convective derivative yields

ρ̇ = −ρ divv,

ρv̇ = div (−pthI + Tel) ,

Ḟκ = LFκ,
ṅ = Ln,

Tel = ρ
∂ψel

∂Fκ
F>κ + ρ

∂ψel

∂n
⊗ n.

If one were to describe an anisotropic material, where n describes the orientation of elastic fibers, a suitable
candidate for ψel, based on the former one in (59), would be

ψel(T,A,n) =
G(T )

2
(|A−1|2 − 3)− kBT ln det(A−1A−>) +

H(T )

2

(
|n|2

L2(T )
− 1

)
− kBT ln

|n|2

L2(T )
,

(82)

or equivalently in Fκ

ψel(T,Fκ,n) =
G(T )

2
(|Fκ|2 − 3)− kBT ln det(FκF>κ ) +

H(T )

2

(
|n|2

L2(T )
− 1

)
− kBT ln

|n|2

L2(T )
,

(83)

where the material constant L(T ) is introduced for dimensional reasons and represents the fiber’s stress-free
length. Indeed, for this particular ψel we have

Tel = ρG(T )

(
A−1A−> − 2kBT

G(T )
I
)

+ ρH(T )

(
|n|2

L2(T )
− 2kBT

H(T )

)
n⊗ n

|n2|
(84)

= ρG(T )

(
FκF>κ −

2kBT

G(T )
I
)

+ ρH(T )

(
|n|2

L2(T )
− 2kBT

H(T )

)
n⊗ n

|n2|
. (85)

3.2.3 Irreversible Kinematics

As in the previous section, we will start to design the isothermal irreversible evolution by using the corresponding
part of the equation (23). Now we have q̃ = (ρ,m,A) and Ξ = Ξ(A,n,A∗,n∗) quadratic as in (10). We
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hence obtain

(
∂AIi
∂t

)
irr

= − 1

T

δΞ

δ(A∗)iI

∣∣∣∣
(A∗)iI= δF

δAI
i

,

(
∂ni

∂t

)
irr

= − 1

T

δΞ

δ(n∗)i

∣∣∣∣
(n∗)i=

δF

δni

.

(86)

For q̃ = (ρ,m,Fκ) and Ξ = Ξ(Fκ,n,F∗κ,n∗) the first equation again transforms to (63).

3.2.4 Dissipative Dynamics

Let us now move to deriving an anisotropic variant of an isothermal Giesekus viscoelastic model. Using the total
Helmholtz free energy ansatz from (80), the conjugate variables are then replaced by

m∗ → ∂f

∂m
=

m

ρ
,

A∗ → ∂f

∂A
= ρ

∂ψel

∂A
,

F∗κ →
∂f

∂Fκ
= ρ

∂ψel

∂Fκ
,

n∗ → ∂f

∂n
= ρ

∂ψel

∂n
.

Our choice of dissipation potential is

Ξ(A,n,m∗,A∗,n∗) = T

∫
R3

(
µ |(∇m∗)sym|2 +

Λ

2

∣∣∣−A>A∗ + n∗ ⊗ n
∣∣∣2) dx

= T

∫
R3

(
µ |D|2 +

Λ

2

∣∣∣∣−ρA>∂ψel

∂A
+ ρ

∂ψel

∂n
⊗ n

∣∣∣∣2
)

dx, (87)

or equivalently

Ξ(Fκ,n,m∗,F∗κ,n∗) = T

∫
R3

(
µ |(∇m∗)sym|2 +

Λ

2

∣∣∣F∗κF>κ + n∗ ⊗ n
∣∣∣2) dx

= T

∫
R3

(
µ |D|2 +

Λ

2

∣∣∣∣ρ∂ψel

∂Fκ
F>κ + ρ

∂ψel

∂n
⊗ n

∣∣∣∣2
)

dx = Ξ̂(Fκ,n,F∗κF>κ + n∗ ⊗ n),

where again D stands for the symmetric velocity gradient, the first term yields the standard viscous dissipation,
and the second is chosen as being proportional to the elastic Cauchy stress, now with an anisotropic contribu-
tion. As we will see later, this choice of dissipation potential leaves the lattice vectors in the natural configuration
constant, i.e. they are invariant under the plastic deformation; see e.g. [41, Chap. 91]. This is not an coinci-
dence; it can be shown by convex analysis that the dissipation potential depends on the conjugate variables
in this special way, i.e. Ξ(Fκ,n,m∗,F∗κ,n∗) = Ξ̂(Fκ,n,F∗κF>κ + n∗ ⊗ n), if and only if the irreversible
evolution written in terms of the dual dissipation potential Ξ∗ satisfies the constraint ṅ = ḞκF−1

κ n. Here the
vector n corresponds to the observed lattice vector, i.e. mapped from the natural configuration by Fκ = A−1.
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Computing the derivatives of Ξ

δΞ

δm∗
= −T div(2µ(∇m∗)sym) = −T div(2µD),

δΞ

δA∗
= −TΛA

(
−A>A∗ + n∗ ⊗ n

)
= −TΛA

(
−ρA>∂ψel

∂A
+ ρ

∂ψel

∂n
⊗ n

)
,

δΞ

δF∗κ
= TΛ

(
F∗κF>κ + n∗ ⊗ n

)
Fκ = TΛ

(
ρ
∂ψel

∂Fκ
F>κ + ρ

∂ψel

∂n
⊗ n

)
Fκ,

δΞ

δn∗
= TΛ

(
F∗κF>κ + n∗ ⊗ n

)
n = TΛ

(
ρ
∂ψel

∂Fκ
F>κ + ρ

∂ψel

∂n
⊗ n

)
n,

yields the irreversible evolution(
∂m

∂t

)
irr

= div(2µD),(
∂A
∂t

)
irr

= ΛATel,(
∂Fκ
∂t

)
irr

= −ΛTelFκ,(
∂n

∂t

)
irr

= −ΛTeln,

Tel = −ρA>∂ψel

∂A
+ ρ

∂ψel

∂n
⊗ n = ρ

∂ψel

∂Fκ
F>κ + ρ

∂ψel

∂n
⊗ n.

In particular, choosing ψel as in (82) and (83) yields Tel from (84) and (85), respectively.

Final Equations

Let the state variables be represented by (ρ,m,A,n). Their reversible evolution has been specified by the
Poisson bracket (78), leading to equations (79). Once the total free energy is specified, as in (80), the reversible
evolution can be written down explicitly. The irreversible evolution is given by dissipation potential, e.g. the one
in (87), and becomes explicit when the concrete formula for total free energy (or entropy in the non-isothermal
case) is invoked. The final evolution equations are then the sum of the reversible and irreversible parts of the
evolution

∂ρ

∂t
+ div(ρv) = 0, (88a)

∂m

∂t
+ div(m⊗ v) = div (−pthI + 2µD + Tel) , (88b)

∂A
∂t

+ (∇A)v = −AL + ΛATel, (88c)

∂n

∂t
+ [∇n]v = Ln− ΛTeln, (88d)

Tel = −ρA>∂ψel

∂A
+ ρ

∂ψel

∂n
⊗ n. (88e)

Using the convective time derivative and Fκ := A−1 instead of the distortion, they can be rewritten to

ρ̇ = −ρdivv, (89a)

ρv̇ = div (−pthI + 2µD + Tel) , (89b)

Ḟκ = LFκ − ΛTelFκ, (89c)

ṅ = Ln− ΛTeln, (89d)

Tel = ρ
∂ψel

∂Fκ
F>κ + ρ

∂ψel

∂n
⊗ n, (89e)
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and in terms of the left Cauchy–Green tensor B := A−1A−> = FκF>κ the equations (89c) and (89e) become

Ḃκ = LBκ + BκL> − ΛTelBκ − ΛBκTel,

Tel = 2ρ
∂ψel

∂Bκ
Bκ + ρ

∂ψel

∂n
⊗ n,

where we can easily recognize the upper-convective derivative in the equation for B. This is compatible with
the literature[35], where the same result is derived from the two-particle kinetic theory. If we use the concrete
energy (59), now written in terms of Bκ as

ψel(T,Bκ) =
G(T )

2
(TrBκ − 3)− kBT ln det(Bκ) +

H(T )

2

(
|n|2

L2(T )
− 1

)
− kBT ln

|n|2

L2(T )
,

we recover an anisotropic modification of a variant of the compressible Giesekus model from the previous
section

ρ̇ = −ρ divv, (91a)

ρv̇ = div (−pthI + 2µD + Tel) , (91b)

Ḃκ = LBκ + BκL> − ΛTelBκ − ΛBκTel, (91c)

Tel = ρG(T )

(
Bκ −

2kBT

G(T )
I
)

+ ρH(T )

(
|n|2

L2(T )
− 2kBT

H(T )

)
n⊗ n

|n2|
.

These equations describe evolution of the state variables in the isothermal regime and are the very same
as the equations obtained within NCF in (76)

Remark 5. An anisotropic modification of the Oldroyd-B model would be given by

Ξ(A,n,m∗,A∗,n∗) = T

∫
R3

(
µ |(∇m∗)sym|2 +

Λ

2

∣∣∣−A>A∗A> + n∗ ⊗ An
∣∣∣2) dx

= T

∫
R3

(
µ |D|2 +

Λ

2

∣∣∣∣−ρA>∂ψel

∂A
A> + ρ

∂ψel

∂n
⊗ An

∣∣∣∣2
)

dx,

Ξ(Fκ,n,m∗,F∗κ,n∗) = T

∫
R3

(
µ |(∇m∗)sym|2 +

Λ

2

∣∣F∗κ + n∗ ⊗ F−1
κ n

∣∣2) dx

= T

∫
R3

(
µ |D|2 +

Λ

2

∣∣∣∣ρ∂ψel

∂Fκ
+ ρ

∂ψel

∂n
⊗ F−1

κ n

∣∣∣∣2
)

dx,

i.e. again by changing the stress measure. Dropping the viscous part would yield an anisotropic modification

of the Maxwell model. Additional anisotropic viscosity may be achieved by adding 2ν
(Dn · n)2

|n|4
.

4 Conclusion

In this work we have recalled the framework of natural configurations (NCF) developed by Rajagopal and Srini-
vasa and the GENERIC framework. Both approaches are introduced and demonstrated on a variant of the
isotropic isothermal Giesekus model, where they are compatible. We provide a new interpretation of the natural
configuration and its evolution within the context of GENERIC. Conversely, NCF provides an alternative interpre-
tation of the GENERIC for the state variables (ρ,m,Fκ), splitting the evolution into the reversible (Hamiltonian)
and irreversible (gradient) dynamics. The evolution from the reference configuration to the natural configuration
within NCF is the analog of the irreversible part of GENERIC and the evolution from the natural configuration to
the current one is the analog of the reversible part of GENERIC.
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Both the frameworks are subsequently used to derive an anisotropic model of complex fluids, having an extra
vectorial state variable describing the symmetry of the material. The dissipation can be chosen so that both the
frameworks again coincide. We conclude that NCF is compatible with GENERIC.

When studying the two frameworks, we have also refined the formulation of anisotropic behavior within NCF.
We have also extended the derivation of the Eulerian Poisson brackets from the Lagrangian bracket to include
the vector field n describing anisotropy, using not only the left Cauchy-Green tensor, but the whole distortion.
Finally, we observed that the anisotropy in the natural configuration is preserved if and only if the dissipation
potential dependent on the elastic Cauchy stress in the sense of (88a).

The NCF was initially formulated only with the deformation gradient Fκ as the extra state variable beyond fluid
mechanics. However, it is easily extended to another state variables evolving together with the continuum (e.g.
Lie-dragged in the terminology of Hamiltonian mechanics). Note also that such extra state variables typically
do not obey any conservation law, and NCF thus goes beyond the usual Ansatz of non-equilibrium thermody-
namic searching for balance laws. Roughly speaking NCF can be extended to all cases where kinematics is
constructed from particle mechanics by the Lagrange→Euler transformation, providing the interpretation of the
reversible-irreversible splitting via the natural configuration. Apart from showing that NCF and GENERIC are
compatible, we shed light on the construction of anisotropic continuum thermodynamic models in both frame-
works.
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[53] A. Janečka and M. Pavelka. Non-convex dissipation potentials in multiscale non-equilibrium thermodynam-
ics. Continuum Mechanics and Thermodynamics, 30(4):917–941, 2018.

[54] D. Jou, J. Casas-Vázquez, and G. Lebon. Extended Irreversible Thermodynamics. Springer-Verlag, New
York, 4th edition, 2010.

[55] A. Jüngel, U. Stefanelli, and L. Trussardi. A minimizing-movements approach to generic systems. ArXiv,
05 2020.

[56] V. Klika, M. Pavelka, P. Vágner, and M. Grmela. Dynamic maximum entropy reduction. Entropy, 21(715),
2019.

[57] J. Kratochvíl, J. Málek, and P. Minakowski. A gibbs-potential-based framework for ideal plasticity of crys-
talline solids treated as a material flow through an adjustable crystal lattice space and its application to
three-dimensional micropillar compression. International Journal of Plasticity, 87:114–129, 2016.

[58] E. Kröner. Allgemeine kontinuumstheorie der versetzungen und eigenspannungen. Arch. Rational Mech.
Anal., 4(273), 1959.

[59] L. Landau, E. Lifshitz, A. Kosevich, and L. Pitaevskii. Theory of Elasticity. Course of theoretical physics.
Butterworth-Heinemann, 1986.

[60] E. H. Lee and D. T. Liu. Finite-strain elastic—plastic theory with application to plane-wave analysis. Journal
of Applied Physics, 38(1):19–27, 1967.

[61] A. I. Leonov. Nonequilibrium thermodynamics and rheology of viscoelastic polymer media. Rheologica
Acta, 15(2):85–98, 1976.

[62] V. V. Lokhin and L. I. Sedov. Nonlinear tensor functions of several tensor arguments. Prikl. Mat. Mekh.,
3:393–417, 1963.
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[64] J. Málek, K. Rajagopal, and K. Tůma. On a variant of the Maxwell and Oldroyd-B models within the context
of a thermodynamic basis. J. Non. Linear. Mech., 76:42–47, 2015.
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A Derivation of the entropy for polymeric dumbells

Let us now recall how to derive the formula for entropy of a fluid with immersed polymeric dumbells. The deriva-
tion is analogical to [89], but explicitly involves the principle of maximum entropy (MaxEnt), see more in [82].
Consider the two-particle Liouville entropy,

S(L2) = −kB
∫ ∫ ∫ ∫

f(r1,p1, r2,p2) ln
(
h6f(r1,p1, r2,p2)

)
dr1dp1dr2dp2,

where r1,p1, r2,p2 are the positions and momenta of the two beads at the ends of the dumbells. This entropy
can be maximized keeping the constraints

n(r) =

∫ ∫ ∫
f(r,R,p1,p2) dRdp1dp2 (92a)

cij(r) =

∫ ∫ ∫
RiRjf(r,R,p1,p2) dRdp1dp2 (92b)

ε(r) =

∫ ∫ ∫ (
p2

1

2m
+

p2
2

2m

)
f(r,R,p1,p2) dRdp1dp2, (92c)

where r = (r1 + r2)/2, R = r2 − r1 and m is the mass of each of the beads. Maximization of the entropy
then reads

0 =
δ

δf

(
−SL2(f) +

∫ (
n∗(r)n(f) + c∗ij(r)cij(f) + ε∗(r)ε(f)

)
dr

)
,

where the conjugate fields (with the star subscript) play the role of Lagrange multipliers. This equation has the
solution

f̃ =
1

h6
e
−1− n∗

kB e
−
c∗ijR

iRj

kB e
− ε∗
kB

(
p2
1

2m
+

p2
2

2m

)
, (93)
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which is the MaxEnt estimate of the distribution function based on the knowledge of constraints (92). By plugging
the solution to (92) we can now get the MaxEnt values for the state variables

n(r) =
1

h6
e
−1− n∗

kB

(
2πmkB
ε∗

)3 (πkB)3/2√
σ∗1σ

∗
2σ
∗
3

(94a)

ε(r) = 3kB
n

ε∗
(94b)

cij(r) =
1

2
nkB

(
(c∗)−1

)ij
. (94c)

To integrate f̃ , it is convenient to change the coordinates R to R̂ for which c∗ij = ∂R̂k

∂Ri
∂R̂l

∂Rj
diag(σ∗1, σ

∗
2, σ
∗
3)kl

and Ri = ∂Ri

∂R̂k
R̂k because then the expression c∗ijR

iRj splits the sum of three terms, each dependent only

on one component of R̂. Moreove, since c is symmetric, the matrix ∂R̂k

∂Ri
has unit determinant. At this point we

could just invert the relations (94) and plug the results to the original entropy (92a). This way we would also get
the result (99). However, the proper full way to approach the derivation is to invert the relations using further
legendre transforms. To obtain the conjugate entropy we can write

S∗(n∗, c∗, ε∗) = −SL2(f̃(n∗, c∗, ε∗)) +

∫ (
n∗(r)n(f̃ ; r) + c∗ij(r)cij(f̃ ; r) + ε∗(r)ε(f̃ ; r)

)
dr. (95)

Explicitly the entropy is obtained using the equation for n

S∗(n∗, c∗, ε∗) = −
∫
kBn(r, ε∗, n∗, c∗)dr = −kB

h6

∫
e
−1− n∗

kB

(
2πmkB
ε∗

)3 (πkB)3/2√
σ∗1σ

∗
2σ
∗
3

dr (96)

In order to get the entropy in terms of the state variables (not the conjugate ones), we have to carry out a further
Legendre transform. This way we can obtain the relations for the conjugate variables n∗, c∗ and ε∗.

0 =
δ

δn∗, c∗, ε∗

(
− S∗(n∗, c∗, ε∗) +

∫ (
n∗(r)n(r) + c∗ij(r)cij(r) + ε∗(r)ε(r)

)
dr
)
, (97)

When this equations are solved, obtaining inverse relations (94), we can return to the original entropy in the
variables n, c and ε by the means of Legendre transform

S(n, c, ε) = −S∗(n∗, c∗, ε∗) +

∫ (
n∗(r)n(r) + c∗ij(r)cij(r) + ε∗(r)ε(r)

)
dr. (98)

Entropy (98) then becomes

S(n, c, ε) =

∫
kbn+ n∗n+ c∗c + ε∗εdr (99)

= kB

∫
n

(
7

2
− 11

2
lnn+ 3 ln ε+

1

2
ln det c + ln

16
√

2m3π
9
2

33h6

)
dr. (100)

The dependence of the entropy on the ln det c term can be thus determined by means of statistical physics.

Helmholtz free energy is then constructed as F = E−TS and this is how it inherits the term as well (although
with the temperature prefactor). Temperature can be obtained

1

T
=
∂S

∂ε
= 3kBn

1

ε
. (101)

Free energy is then calculated easily as

F (T, n, c) = E − TS = kB

∫
Tn

(
−1

2
+

11

2
lnn− 3 ln ε− 1

2
ln det c− ln

16
√

2m3π
9
2

33h6

)
dr.

(102)

This free energy is compatible with the standard result[89].
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B Details on the derivation of Poisson bracket (78)

The purpose of this appendix is to include details of the derivation of Poisson bracket (78).

Since by the Leibniz rule we have

δni(x)

δyk(X)
=
δF iI(x)

δyk(X)
N I(x) + F iI(x)

δN I(x)

δyk(X)
,

we can use the formulas from [84, App. B] expressing the derivative with respect to arbitrary Eulerian field

δN I(x)

δyk(X)
= −∂N

I

∂xk
(x)δ(X− y−1(x)),

where δ is formally treated as the Dirac distribution (see [78] for an explanation of this calculus) and the derivative
of the Eulerian field of the deformation gradient

δF iI(x)

δyk(X)
= − ∂δ

∂XI
(X− y−1(x))δik −

∂F iI
∂xk

(x)δ(X− y−1(x)),

where δik denotes the Kronecker δ. Hence, we obtain

δni(x)

δyk(x)
= − ∂δ

∂XI
(X− y−1(x))δikN

I(x)−
∂F iI
∂xk

(x)N I(x)δ(X− y−1(x))− F iI(x)
∂N I

∂xk
(x)δ(X− y−1(x))

= − ∂δ

∂XI
(X− y−1(x))δikN

I(x)− ∂ni

∂xk
(x)δ(X− y−1(x)). (103)

Having in mind the procedure from [84], we can proceed with rewriting of the Poisson bracket

{B,C}Lagrange =

∫
R3

(
δB

δyk(X)

δC

δMk(X)
− δC

δyk(X)

δB

δMk(X)

)
dX.

Again by [84, App. B] we have

δC

δMk(X)
=

δC

δmk(x)

∣∣∣∣
X=y−1(x)

, (104)

while by the chain rule

δB

δyk(X)
=

∫
R3

δB

δni(x)

δni(x)

δyk(X)
dx + . . . (105)

Here we intentionally dropped the derivatives of F with respect to the fields (ρ,m,A). Putting (104), (105) and
(103) together we obtain8∫
R3

δB

δyk(X)

δC

δMk(X)
dX

=

∫
R3

∫
R3

[
δB

δni(x)

(
− ∂δ

∂XI
(X− y−1(x))δikN

I(x)− ∂ni

∂xk
(x)δ(X− y−1(x))

)
δC

δmk(x)

]∣∣∣∣
X=y−1(x)

dx dX

= −
∫
R3

δB

δni(x)
N I(x)

∫
R3

∂δ

∂XI
(X− y−1(x))

δC

δmi(x)

∣∣∣∣
X=y−1(x)

dX dx−
∫
R3

∂ni

∂xk
(x)

δB

δni(x)

δC

δmk(x)
dx

=

∫
R3

δB

δni(x)
N I(x)

∂

∂XI

δC

δmi(x)
dx−

∫
R3

∂ni

∂xk
(x)

δB

δni(x)

δC

δmk(x)
dx

=

∫
R3

δB

δni(x)

∂xj

∂XI
N I(x)

∂

∂xj
δC

δmi(x)
dx−

∫
R3

∂ni

∂xk
(x)

δB

δni(x)

δC

δmk(x)
dx

=

∫
R3

nj(x)
δB

δni(x)

∂

∂xj
δC

δmi(x)
dx−

∫
R3

∂ni

∂xk
(x)

δB

δni(x)

δC

δmk(x)
dx.

8 In the sense of [72], the integration represents a duality, the derivative of one field with respect to other an operator from one tangent
space to another, and the Fubini theorem to an adjoint operation in the scalar product.
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Since the right-hand side depends solely on the new state variables, the projection was successful. By renaming
the indices, we can now write down bracket (78).

DOI 10.20347/WIAS.PREPRINT.2856 Berlin 2021


	One-Particle Dynamics in GENERIC
	Reversible Evolution
	Irreversible Evolution
	Final Equations
	Time-Reversal Transformation
	Dual Dissipation Potentials
	Isothermal Case
	Summary

	Isotropic Model
	Framework of Natural Configurations
	Balance Laws
	Thermodynamics
	Kinematics of the Natural Configuration
	Derivation of Models
	Specific Example

	GENERIC
	Lagrangian Reversible Continuum Mechanics
	Lagrangian Kinematics
	Lagrangian Elastic Dynamics
	Reversible Kinematics of Distortion
	Elastic Dynamics of Distortion
	Irreversible Evolution of Distortion
	Dissipative Dynamics of Distortion
	Final Equations
	Numerical simulation

	Summary

	Anisotropic Model
	Natural Configurations Framework
	Kinematics of the Vector Describing Anisotropy
	Derivation of Models
	Specific Example

	GENERIC
	Reversible Kinematics
	Elastic Dynamics
	Irreversible Kinematics
	Dissipative Dynamics


	Conclusion
	Derivation of the entropy for polymeric dumbells
	Details on the derivation of Poisson bracket (78)

