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A dynamical theory for singular stochastic delay differential
equations II: Nonlinear equations and invariant manifolds

Mazyar Ghani Varzaneh, Sebastian Riedel

ABSTRACT. Building on results obtained in [GVRS], we prove Local Stable and Unstable Manifold
Theorems for nonlinear, singular stochastic delay differential equations. The main tools are rough paths
theory and a semi-invertible Multiplicative Ergodic Theorem for cocycles acting on measurable fields of
Banach spaces obtained in [GVR].

INTRODUCTION

The following article is a sequel to [GVRS]. Our aim is to study stochastic delay differential equations
(SDDEs) of the form

dyt = b(yt, yt−r) dt+ σ(yt, yt−r) dBt(ω)(0.1)

from a dynamical systems point of view. In (0.1), r > 0 denotes a time delay, B is a multidi-
mensional Brownian motion, b is the drift and σ the diffusion coefficient. Such equations are called
(single) discrete time delay equations.1 The goal in the present article is to prove the existence of
random invariant manifolds for (0.1). Invariant manifolds are key objects in the theory of dynami-
cal systems, both deterministic and random, and play a central role, for instance, in stochastic bi-
furcation theory [KW83, Arn98, CLR01] and model reduction for stochastic differential equations
[DD07, DW14, CLW15a, CLW15b].

Although the equation (0.1) can be easily solved with Itō’s theory of stochastic integration, studying
its dynamical properties is a challenging task. In fact, the key object in the theory of random dynam-
ical systems [Arn98] is the cocyle which is induced by a stochastic differential equation. However,
Mohammed [Moh86] showed that one can not expect that an equation of the form (0.1) induces a con-
tinuous stochastic flow (cf. also [MS97, Theorem 2.1] and [GVRS, Theorem 0.2] for similar results),
therefore it was believed that (0.1) does, in general, not induce a cocycle. Without going too much into
detail here, we want to mention that the source of trouble in (0.1) is the diffusion coefficient σ which is
allowed to depend on the past. Equations where the delay only appears in the drift are easier to handle
and their dynamical properties were studied, for instance, in [MS90, MS96, MS97, MS03, MS04]. If
the diffusion σ is path-dependent in a smooth way, i.e. when

σ(yt, y·) =

∫ 0

−r
σ̂(yt, yt+s)µ(ds)

for a regular measure µ, the situation is also simpler and was considered, in parts, in the above
mentioned references. The equation (0.1) corresponds to µ being the (singular) Dirac measure δ−r
which is the reason for calling it a singular stochastic delay equation.

One of our main results in [GVRS] was that (0.1) does indeed induce a cocycle. However, one has
to pay a price: the spaces on which the cocycle map is defined will depend on the trajectory of the
driving pathB(ω). More precisely, if (Ω,F ,P, θ) is a random dynamical system (cf. definition below),
the cocycle ϕ is a continuous map

ϕ(n, ω, ·) : Eω → Eθnω

where {Eω}ω∈Ω is a familiy of Banach spaces. In the literature, these type of cocycles are not new
and were already studied. For instance, they naturally appear when linearizing a stochastic differential

1The results in [GVRS] and in the present article do also apply for vector fields depending on a finite number of time
instances in the past, but we restrict ourselves to a single delay for the sake of simplicity.

DOI 10.20347/WIAS.PREPRINT.2701 Berlin 2020



M. Ghani Varzaneh, S. Riedel 2

equation on a manifold [Arn98, Section 4.2]. One key idea in [GVRS] was to interprete (0.1) as a ran-
dom rough differential equation in the sense of Lyons [Lyo98, NNT08, FH14]. Doing this, we showed in
[GVRS] that Gubinelli’s spaces of controlled paths [Gub04] are possible choices forEω when studying
(0.1).

A major result in smooth ergodic theory is the Multiplicative Ergodic Theorem (MET) which provides a
spectral theory for linear cocycles. In [GVRS], we proved that such a theorem holds in our framework.
As a consequence, we could show that cocycles induced by linear equations of the form (0.1) possess
a Lyapunov spectrum, an analogue to the set of eigenvalues of a matrix. In [GVR], we proved in a
more abstract framework that an Oseledets splitting, i.e. a decomposition of Eω into a direct sum of
ϕ-invariant spaces, can also be deduced. This was the basis to prove the existence of local stable and
unstable manifolds.

In this article, we harvest the fruit of our former work. In our main results, Theorem 2.4 and Theorem
2.5, we formulate sufficient conditions under which we can deduce the existence of local stable and
unstable manifolds for equation (0.1). Let us mention that one difficulty in the unstable case is that
the cocycle induced by (0.1) is not invertible, which is natural for delay equations: solutions exist only
forward in time. Therefore, we can not just apply the stable manifold theorem to the inverse cocycle as,
for instance, in [MS99]. To overcome this difficulty, we use the semi-invertible MET in [GVR] to obtain
the existence of unstable manifolds. Both theorems are formulated in a generality which allows them
to be applied to equations which are driven by a much more general noise than Brownian motion, e.g.
by semimartingales with stationary increments or by a fractional Brownian motion.

There are many invariant manifold theorems for stochastic differential equations. In the case of a finite
dimensional state space, let us mention [Car85, Box89, Wan95, MS99, KN]. For infinite dimensional
state spaces, invariant manifold theorems were proved by Mohammed and Scheutzow for a class
SDDEs in [MS04] and for different classes of stochastic partial differential equations in [DLS03, DLS04,
MZZ08, CDLS10, MZ10, GALS10, CRD15, LNS18, CRD19, Nea19].

The structure of the paper is as follows: In Section 1, we study properties of rough delay differential
equations. In particular, we prove their differentiability and provide bounds for the derivative. We fur-
thermore study equations with a linear drift term. Section 2 contains our main results. We introduce
random fixed points for cocycles (stationary trajectories) around which the invariant manifolds exist.
The main results are formulated in Theorem 2.4 and Theorem 2.5. Subsection 2.2 contains examples
of equations for which our theorems apply.

Preliminaries and notation. In this section we collect some conventions, the notation and basic def-
initions which will be used throughout the paper. The notation coincides with the one used in [GVRS].

� Differentiable will always mean differentiability in Fréchet-sense.
� If not stated differently, U , V , W and W̄ will always denote finite-dimensional, normed vector

spaces over the real numbers, with norm denoted by | · |. The space L(U,W ) consists of all
bounded linear functions from U to W equipped with usual operator norm.

� Let I be an interval in R. A mapm : I → U will also be called a path. For a pathm, we denote
its increment by ms,t = mt −ms where by mt we mean m(t). We set

‖m‖∞;I := sup
s∈I
|ms|

and define the γ-Hölder seminorm, γ ∈ (0, 1], by

‖m‖γ;I := sup
s,t∈I;s6=t

|ms,t|
|t− s|γ

.
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For a general 2-parameter function m# : I × I → U , the same notation is used. We will
sometimes omit I as subindex if the domain is clear from the context.

� By Cn
b (W 2, W̄ ), we denote the space of bounded functions σ : W ⊕ W → W̄ having n

bounded derivatives, n ≥ 0. Often, we will omit domain and codomain and just write Cn
b . We

set σxn,ym := ∂n+m

∂xn∂ym
σ(x, y) for n,m ≥ 0 and σx := σx1,y0 , σy := σx0,y1 . Dropping the

subindex b means dropping the boundedness assumption.

Next, we introduce notions from rough paths theory needed in this article. Most of them can be found
in [FH14]. We also review some of the concepts from [NNT08] and [GVRS] here.

� Let X : R → U be a locally γ-Hölder path, γ ∈ (0, 1]. A Lévy area for X is a continuous
function

X : R× R→ U ⊗ U

for which the algebraic identity

Xs,t = Xs,u + Xu,t +Xs,u ⊗Xu,t

is true for every s, u, t ∈ R and for which ‖X‖2γ;I < ∞ holds on every compact interval
I ⊂ R. If γ ∈ (1/3, 1/2] and X admits Lévy area X, we call X =

(
X,X

)
a γ-rough path

and set ‖X‖γ;I := ‖X‖γ;I +
√
‖X‖2γ;I . A delayed Lévy area for X is a continuous function

X(−r) : R× R→ U ⊗ U

for which the algebraic identity

Xs,t(−r) = Xs,u(−r) + Xu,t(−r) +Xs−r,u−r ⊗Xu,t

holds for every s, u, t ∈ R and for which we have ‖X(−r)‖2γ;I <∞ on every compact interval
I ⊂ R. If γ ∈ (1/3, 1/2] and X admits Lévy- and delayed Lévy area X and X(−r), we call
X =

(
X,X,X(−r)

)
a delayed γ-rough path with delay r > 0. For an interval [a, b] ⊂ R, we

set

‖X‖γ;[a,b] := ‖X‖γ;[a,b] + ‖X‖γ;[a−r,b−r] +
√
‖X‖2γ;[a,b] +

√
‖X(−r)‖2γ;[a,b].

� Let I = [a, b] be a compact interval. A path m : I → W̄ is a controlled path based on X on
the interval I if there exists a γ-Hölder path m′ : I → L(U, W̄ ) such that

ms,t = m′sXs,t +m#
s,t

for all s, t ∈ I where m# : I × I → W̄ satisfies ‖m#‖2γ;I < ∞. The path m′ is called a
Gubinelli derivative of m. We use Dγ

X(I, W̄ ) to denote the space of controlled paths based on
X on the interval I . We will sometimes just write Dγ

X(I) or Dγ
X if codomain or domain are clear

from the context. It can be shown that this space is a Banach space with norm

‖m‖Dγ
X

:= ‖(m,m′)‖Dγ
X

:= |ma|+ |m′a|+ ‖m′‖γ;I + ‖m#‖2γ;I .

If α ≤ β ≤ γ, the space Dα,β
X (I, W̄ ) is defined as the closure of Dβ

X(I, W̄ ) in the space
Dα
X(I, W̄ ). It can be shown that Dα,β

X (I, W̄ ) is separable for α < β [GVRS, Lemma 3.9].
A path m : I → W̄ is a delayed controlled path based on X on the interval I if there exist

γ-Hölder paths ζ0, ζ1 : I → L(U, W̄ ) such that

ms,t = ζ0
sXs,t + ζ1

sXs−r,t−r +m#
s,t

for all s, t ∈ I where m# : I × I → W̄ satisfies ‖m#‖2γ;I < ∞. We use DγX(I, W̄ ) to
denote the space of delayed controlled paths based on X on the interval I . A norm on this
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space can be defined by

‖m‖DγX := ‖(m, ζ0, ζ1)‖DγX := |ma|+ |ζ0
a |+ |ζ1

a |+ ‖ζ0‖γ;I + ‖ζ1‖γ;I + ‖m#‖2γ;I .

We recall the concept of a random dynamical system introduced by L. Arnold [Arn98].

� Let (Ω,F) and (X,B) be measurable spaces. Let T be either R or Z, equipped with a σ-
algebra I given by the Borel σ-algebra B(R) in the case of T = R and by P(Z) in the case of
T = Z. A family θ = (θt)t∈T of maps from Ω to itself is called a measurable dynamical system
if

(i) (ω, t) 7→ θtω is F ⊗ I/F -measurable,

(ii) θ0 = Id,

(iii) θs+t = θs ◦ θt, for all s, t ∈ T.

If T = Z, we will also use the notation θ := θ1, θn := θn and θ−n := θ−n for n ≥ 1. If P is
furthermore a probability on (Ω,F) that is invariant under any of the elements of θ,

P ◦ θ−1
t = P

for every t ∈ T, we call the tuple
(
Ω,F ,P, θ

)
a measurable metric dynamical system. The

system is called ergodic if every θ-invariant set has probability 0 or 1.
� Let T+ := {t ∈ T : t ≥ 0}, equipped with the trace σ-algebra. An (ergodic) measur-

able random dynamical system on (X,B) is an (ergodic) measurable metric dynamical system(
Ω,F ,P, θ

)
with a measurable map

ϕ : T+ × Ω×X → X

that enjoys the cocycle property, i.e. ϕ(0, ω, ·) = IdX , for all ω ∈ Ω, and

ϕ(t+ s, ω, ·) = ϕ(t, θsω, ·) ◦ ϕ(s, ω, ·)
for all s, t ∈ T+ and ω ∈ Ω. The map ϕ is called cocycle. If X is a topological space with
B being the Borel σ-algebra and the map ϕ(·, ω, ·) : T+ × X → X is continuous for every
ω ∈ Ω, it is called a continuous (ergodic) random dynamical system. In general, we say that ϕ
has property P if and only if ϕ(t, ω, ·) : X → X has property P for every t ∈ T+ and ω ∈ Ω
whenever the latter statement makes sense.

We finally define measurable fields of Banach spaces and cocycles acting on it.

� Let (Ω,F) be a measurable space. A family of Banach spaces {Eω}ω∈Ω is called a measurable
field of Banach spaces if there is a set of sections

∆ ⊂
∏
ω∈Ω

Eω

with the following properties:
(i) ∆ is a linear subspace of

∏
ω∈ΩEω.

(ii) There is a countable subset ∆0 ⊂ ∆ such that for every ω ∈ Ω, the set {g(ω) : g ∈
∆0} is dense in Eω.

(iii) For every g ∈ ∆, the map ω 7→ ‖g(ω)‖Eω is measurable.
� Let (Ω,F ,P, θ) be a measurable metric dynamical system and ({Eω}ω∈Ω,∆) a measurable

field of Banach spaces. A continuous cocycle on {Eω}ω∈Ω consists of a family of continuous
maps

ϕ(ω, ·) : Eω → Eθω.(0.2)

If ϕ is a continuous cocycle, we define ϕ(n, ω, ·) : Eω → Eθnω as

ϕ(n, ω, ·) := ϕ(θn−1ω, ·) ◦ · · · ◦ ϕ(ω, ·).

DOI 10.20347/WIAS.PREPRINT.2701 Berlin 2020
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We say that ϕ acts on {Eω}ω∈Ω if the maps

ω 7→ ‖ϕ(n, ω, g(ω))‖Eθnω , n ∈ N(0.3)

are measurable for every g ∈ ∆. In this case, we will speak of a continuous random dynamical
system on a field of Banach spaces. If the map (0.2) is bounded linear/compact/differentiable,
we call ϕ a bounded linear/compact/differentiable cocycle.

1. PROPERTIES OF NONLINEAR ROUGH DELAY EQUATIONS

In this section, we study different aspects of nonlinear rough delay differential equations. For simplicity,
we will study equations without a drift coefficient first. Fix a delay r > 0 and consider

yt = ξ0 +

∫ t

0

σ(ys, ys−r) dXs; t ∈ [0, r]

yt = ξt; t ∈ [−r, 0]

(1.1)

where X = (X,X,X(−r)) is a delayed γ-rough path, γ ∈ (1/3, 1/2], and X : R → U is locally
γ-Hölder continuous. We recall the following result:

Theorem 1.1. Assume σ ∈ C3
b (W 2, L(U,W )), 1/3 < α ≤ β < γ ≤ 1/2 and either ξ ∈

Dβ
X([−r, 0],W ) or ξ ∈ Dα,β

X ([−r, 0],W ). Then the equation (1.1) has a unique solution y ∈
Dβ
X([0, T ],W ) resp. y ∈ Dα,β

X ([0, T ],W ) for any T > 0. In both cases, y′t = σ(yt, yt−r).

Proof. The case ξ ∈ Dβ
X([−r, 0],W ) was shown in [GVRS, Theorem 1.8] and the case ξ ∈

Dα,β
X ([−r, 0],W ) follows from continuity of the solution map, cf. [GVRS, Theorem 1.9]. �

1.1. Regularity. In this subsection, we will study the regularity of the solution map induced by (1.1).
More precisely, we will give sufficient conditions under which this map is differentiable in the initial
condition, which means differentiability in Fréchet-sense on the space of controlled paths. To prove
our result, we will follow a similar strategy as in [Bai15] and [CL18].

Definition 1.2. For m ∈ N and 0 < κ 6 1, we say that f : V 2 → W belongs to Cm+κ(V 2,W )
if its derivatives up to order m are bounded and continuous and if Dmf is κ- Hölder continuous. The
space is equipped by the norm

‖f‖Cm+κ = max
j=0,...,m

{‖Djf‖∞, ‖Dmf‖κ}.

Next, we give a more general definition of a delayed controlled path.

Definition 1.3. Let I = [a, b]. We say that m : I → W is a delayed (α, β, θ)-controlled path based
on X on the interval I if there exist paths ζ0, ζ1 : I → L(U, W̄ ) such that

ms,t = ζ0
sXs,t + ζ1

sXs−r,t−r +m#
s,t

holds for all s, t ∈ I where

‖m‖α;I , ‖ζ0‖β;I , ‖ζ1‖β;I and ‖m#‖θ;I <∞.

We denote the corresponding space by Dα,β,θX (I, W̄ ) where the norm on this space is defined as

‖m‖DγX := ‖(m, ζ0, ζ1)‖DγX := |ma|+ |ζ0
a |+ |ζ1

a |+ ‖m‖α;I + ‖ζ0‖β;I + ‖ζ1‖β;I + ‖m#‖θ;I .
(1.2)
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Remark 1.4. Clearly, Dβ,β,2βX (I, W̄ ) = DβX(I, W̄ ). Using the sewing lemma [FH14, Lemma 4.2], it
is easy to check that we can define an integral of the form∫

mdX

as in [GVRS, Theorem 1.5] for delayed γ-rough paths X and delayed (α, β, θ)-controlled paths m
provided θ + γ > 1 and β + 2γ > 1. Furthermore, the (linear) map

Dα,β,θX (I, L(U,W ))→ Dγ,α,2γX (I,W )

m 7→
∫
mdX

is well defined and continuous .

The next theorem is a version of the Omega lemma [CL18, Proposition 5] for delayed controlled paths.

Theorem 1.5. (Delayed Omega lemma) Let n ∈ N and 0 < κ 6 1 for G ∈ C n+1+κ(V 2,W ),
η ∈ (0, 1) and r > 0. Then the map

DG : Dβ
X([0, r], V )×Dβ

X([−r, 0], V )→ Dβ,βηκ,β(1+ηκ)∧2β
X ([0, r],W )(

yt, ξt−r
)
t∈[0,r]

7→
(
G(ξ0 + yt, ξt−r)

)
t∈[0,r]

is locally of class C n+κ(1−η).

Proof. We noted in [GVRS, Remark 1.4] that every delayed controlled path based on X can be seen
as a usual controlled path based on (X,X·−r) and vice versa. Using this identification, the assertion
just follows from [CL18, Proposition 5]. �

Thanks to the delayed Omega lemma, we can state the following theorem:

Theorem 1.6. Let 0 < κ 6 1, 2 6 n+ κ and σ ∈ C n+1+κ(W 2, L(U,W )). For a delayed γ-rough
path X, consider equation (1.1). Then, under the same assumptions as in Theorem 1.1, the solution
map induced by (1.1) is locally of class C n+κ(1−η) for any η ∈ (0, 1) provided β

(
2 + κη

)
> 1.

Proof. Fix ξ̂ ∈ Dβ
X([−r, 0],W ). We aim to prove the claimed regularity in a neighbourhood around

ξ̂. Choose M > 0 such that

ξ̂ ∈ B :=
{
ξ ∈ Dβ

X([−r, 0],W ), ‖ξ‖Dβ
X([−r,0],W ) < M

}
.

Let Dβ
X,0([a, b],W ) be the set of functions in Dβ

X([a, b],W ) starting from 0. Let 0 < t0 6 r and
define

Γ : B ×Dβ
X,0([0, t0],W )→ Dβ

X,0([0, t0],W )(
ξt−r, yt

)
06t6t0

7→
(∫ t

0

σ(yτ + ξ0, ξτ−r)dXτ

)
06t6t0

.(1.3)

Note that by Remark 1.4 and Theorem 1.5, this map is locally of class C n+κ(1−η). Using the estimates
(59) and (61) in [NNT08], we see that

‖Γ(ξ, y)‖Dβ
X [0,t0] 6 C1A

3
(
1 + ‖ξ‖2

Dβ
X [−r,0]

)(
1 + tγ−β0 ‖y‖2

Dβ
X [0,t0]

)
‖Γ(ξ, y)− Γ(ξ, ỹ)‖Dβ

X [0,t0] 6 C1A
3
(
1 + ‖y‖Dβ

X [0,t0] + ‖ỹ‖Dβ
X [0,t0] + ‖ξ‖Dβ

X [−r,0]

)2‖y − ỹ‖Dβ
X [0,t0]t

γ−β
0

(1.4)
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where C1 only depends on σ. Let C := C1A
3(1 + M2) and set τ1 := (8C2)

−1
γ−β . From [NNT08,

Lemma 4.1],

sup
{
u ∈ R+ : C(1 + τ γ−β1 u2) 6 u

}
6 (4 + 2

√
2)C =: M1.(1.5)

Choose τ2 such that

C1A
3(1 + 2M1 +M)2τ γ−β2 ≤ 1

2
.

Set τ3 := min{τ1, τ2, r}. Choosing τ3 smaller if necessary, we can assume that N := r
τ3
∈ N. Set

B1 :=

{
y ∈ Dβ

X,0([0, τ3],W ) : ‖y‖Dβ
X,0([0,τ3],W ) 6M1

}
.

With this choice, the map

Γ1 := Γ|B×B1 : B ×B1 → B1

is well defined. Moreover, for fixed ξ̂ ∈ B,

Λ1 : B1 → B1

(ys)06s6τ3 7→
(∫ s

0

σ(ξ̂0 + yτ , ξ̂τ−r) dXτ

)
06s6τ3

is a contraction, so it admits a unique fixed point which we denote by (z1,ξ̂
s )06s6τ3 . This shows that we

can use the implicit function theorem on Banach spaces (cf. [AMR88, 2.5.7 Implicit Function Theorem]
or [CL18, Theorem 1]) to see that there is a neighbourhood U around ξ̂ such that for every ξ ∈ U ,
there are functions (z1,ξ

s )06s6τ3 with the property that Λ1(z1,ξ) = z1,ξ and the map ξ 7→ z1,ξ is of
class C n+κ(1−η). Therefore, ξ 7→ (y1,ξ

s = ξ0 + z1,ξ
s )06s6τ3 , which is the solution of equation (1.1) in

[0, τ3], is also locally of class C n+(1−η)κ. Moreover,

‖z1,ξ‖Dβ
X([0,τ3]) 6 (4 + 2

√
2)C(1.6)

holds for every ξ ∈ U . Now we proceed inductively. For 2 6 j 6 N , define

Bj =

{
y ∈ Dβ

X,0([(j − 1)τ3, jτ3],W ) : ‖y‖Dβ
X,0[(j−1)τ3,jτ3] 6M1

}
and

Λj : Bj → Bj(
ys
)

(j−1)τ36s6jτ3
7→
(∫ s

(j−1)τ3

σ(yj−1,ξ̂
(k−1)τ3

+ yτ , ξ̂τ−r)dXτ

)
(j−1)τ36s6jτ3

.

Again, this map is contraction and admits a unique fixed point, namely
(
zj,ξ̂s
)

(j−1)τ36s6jτ3
, and a

locally defined map ξ 7→
(
zj,ξs
)

(j−1)τ36s6jτ3
which is of class C n+κ(1−η). Again,

‖zj,ξ‖Dβ
X([(j−1)τ3,jτ3]) 6 (4 + 2

√
2)C(1.7)

holds for all ξ in a neighbourhood around ξ̂. This shows that (yj,ξs = yj−1,ξ
(j−1)τ3

+ zj,ξs )(j−1)τ36s6jτ3 , the

solution of (1.1) in [(j − 1)τ3, jτ3], has the same local regularity. Finally, the following map is locally
of class C n+κ(1−η):

Λ : B →
∏

16j6N

Dβ
X [(j − 1)τ3, jτ3]

ξ 7→
∏

16j6N

(
yj,ξs
)

(j−1)τ36s6jτ3
.
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Since we can consider Dβ
X [0, r] as a closed subspace of

∏
16j6N Dβ

X [(j − 1)τ3, jτ3], the regularity
claim is proved. �

Remark 1.7. Since C3
b ⊂ C 3, Theorem 1.6 implies that the solution of (1.1) is Fréchet differentiable

in the initial condition.

The proof of Theorem 1.6 also reveals a bound for the solution to (1.1) which we record in the next
theorem.

Theorem 1.8. Under the same assumptions as in Theorem 1.1, there exists a polynomial P : R ×
R → R such that its coefficients depend on σ, β and γ and if yξ denotes the solution to (1.1) with
initial condition ξ, we have

‖yξ‖Dβ
X([0,r]) 6 P

(
A, ‖ξ‖Dβ

X([−r,0])

)
(1.8)

where A = 1 + ‖X‖γ,[0,r].

Proof. With the same notation as in the proof of Theorem 1.6,

‖(yξ)#‖2β,[0,r] 6
∑

16k6N

‖(zk,ξ)#‖2β,[(k−1)τ3,kτ3] + rγ−β‖X‖γ,[0,r]
∑

16k6N

‖(zk,ξ)′‖β,[(k−1)τ3,kτ3].

(1.9)

The estimate (1.8) now follows from (1.7), (1.9), subadditivity of the Hölder norm and our choice for
τ3. �

It is possible to show that all derivatives solve linear, non-autonomous rough delay equations obtained
by formally taking the derivatives of (1.1). We give a proof of this result for the first derivative in the
next proposition. Higher order derivatives can be treated similarly.

Proposition 1.9. For ξ ∈ Dβ
X([−r, 0],W ), let (yξt )0≤t≤r be the solution to (1.1). The derivative of

the solution at ξ in the direction of ξ̃ exists and satisfies the following equation:

Dyξ[ξ̃](t)− ξ̃0 =

∫ t

0

[
σx(y

ξ
τ , ξτ−r)Dy

ξ[ξ̃](τ) + σy(y
ξ
τ , ξτ−r)ξ̃τ−r

]
dXτ ; t ∈ [0, r]

Dyξ[ξ̃](t) = ξ̃t; t ∈ [−r, 0].

(1.10)

Proof. By definition,

yξ+zξ̃s,t − y
ξ
s,t

z
−
∫ t

s

[
σx(y

ξ
τ , ξτ−r)Dy

ξ[ξ̃](τ) + σy(y
ξ
τ , ττ−r)ξ̃τ−r

]
dXτ

=

∫ t

s

[
σ(yξ+zξ̃τ , ξτ + zξ̃τ−r)− σ(yξτ , ξτ−r)

z
−
[
σx(y

ξ
τ , ξτ−r)Dy

ξ[ξ̃](τ) + σy(y
ξ
τ , ξτ−r)ξ̃τ−r

]]
dXτ

=

∫ t

s

[[
AzτM

z
τ +Bz

τ

]
−
[
AτMτ +Bτ

]]
dXτ

where

Azτ =

∫ 1

0

σx
(
ηyξ+zξ̃τ + (1− η)yzτ , ξτ−r,+ηzξ̃τ−r

)
dη , M z

τ =
yξ+zξ̃τ − yξτ

z

Bz
τ =

∫ 1

0

σy
(
ηyξ+zξ̃τ + (1− η)yξτ , ξτ−r,+ηzξ̃τ−r

)
ξ̃τ−rdη

and

Aτ = σx(y
ξ
τ , ξτ−r), Mτ = Dyξ[ξ̃](τ), Bτ = σy(y

ξ
τ , ξτ−r)ξ̃τ−r.
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Note that by Theorem (1.6), limz→0 ‖M z
. −M.‖Dβ

X [0,r] = 0. From continuity in the initial condition,

we furthermore see that limz→0 ‖yξ+zξ̃ − yξ‖Dβ
X [0,r] = 0. Consequently, thanks to our assumptions

on σ, it is not hard too see that

lim
z→0

[∥∥[Az.M
z
. +Bz

. ]− [A.M. +B.]
∥∥
DβX [0,r]

]
= 0.

Using remark (1.4), equality (1.10) can be verified. �

1.2. Rough delay equations with a linear drift. Our next goal is to generalize the theory in order to
include a drift term in the equation. More precisely, we aim to solve the equation

dyt = B(yt, yt−r)dt+ σ(yt, yt−r)dXt

ys = ξs, −r 6 s 6 0
(1.11)

with initial condition ξ ∈ Dβ
X([−r, 0],W ) for a linear drift B : W 2 → W and to give a bound for

the solution map. We believe that we could even include a nonlinear drift satisfying suitable growth
assumptions as in [RS17], but we restrict ourselves to a linear drift here for the sake of simplicity. The
next theorem is the main result of this section.

Theorem 1.10. Let σ ∈ C4
b . Then the equation (1.11) has a unique solution y ∈ Dβ

X([0, r],W ).
Moreover, there is a polynomial Q depending on B, σ, γ and β such that

‖y‖Dβ
X([0,r]) ≤ Q(A, ‖ξ‖Dβ

X([−r,0]))

where A = 1 + ‖X‖γ,[0,r].

Proof. The idea is to give a representation of the solution to (1.11) using the flow map of the respective
equation omitting the drift term. Let ξ ∈ Dβ

X([−r, 0],W ) be fixed and consider the equation

dyt = σ(yt, ξt−r) dXt

ys = x, 0 6 s 6 t 6 r.
(1.12)

Existence and uniqueness of this equation can be shown similarly to the usual delay case. We use
ϕ̄(s, t, x) to denote the solution of (1.12) at time t with initial condition ys = x. From uniqueness of
the solution, we have for every τ 6 s 6 t,

ϕ̄(τ, t, x) = ϕ̄
(
s, t, ϕ̄(τ, s, x)

)
.

As for usual rough differential equations [FV10, Theorem 10.14], one can show that there is a polyno-
mial P1 such that

sup
x∈W,06s6t6r

‖ϕ̄(s, t, x)− x‖ 6 (t− s)βP1(A, ‖ξ‖Dβ
X([−r,0])).(1.13)

In addition, one can check that the solution is differentiable with respect to initial value and that its
derivative is the matrix solution of the equation

Dϕ̄(s, t, x)− I =

∫ t

s

σx(ϕ̄(s, τ, x), ξτ−r)Dϕ̄(s, τ, x)dXτ .

Let 0 < t0 < r be fixed. For 0 6 τ < ς 6 t0, we define

X̃τ := Xt0−τ , X̃τ,ς := −Xt0−ς,t0−τ , X̃τ,ς(−r) := −Xt0−ς,t0−τ (−r).

We say that η ∈ D̃β

X̃
([a, b],W ) if we have a decomposition of the form

ηs,t = η′tX̃s,t + η#
s,t
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where

‖η′‖β;[a,b] <∞ and sup
s<t

|η#
s,t|

(t− s)2β
<∞.

Using the sewing lemma [FH14, Lemma 4.2] we can also define∫
[a,b]

ητdX̃τ := lim
|Π|→0

∑
Π

[
ητj+1

X̃τj ,τj+1
+ η′τj+1

X̃τj ,τj+1

]
∫

[a,b]

ητ−rdX̃τ := lim
|Π|→0

∑
Π

[
ητj+1−rX̃τj ,τj+1

+ η′τj+1−rX̃τj ,τj+1
(−r)

]
.

For ξ ∈ Dβ
X([a, b],W ), it is straightforward to check that ξ̃· := ξt0−· ∈ D̃β

X̃
([t0− b, t0− a],W ) and

that ∫
[a,b]

ξτdXτ =

∫
[t0−b,t0−a]

ξ̃τdX̃τ .

For s0 6 t0 6 r and ϕ̃(s0, t, x) := ϕ̄(s0, t0 − t, x) we consider the equation

dZt = σx
(
ϕ̃(s0, t, x0), ξ̃t−r

)
ZtdX̃t

Z0 = I, 0 6 t 6 t0 − s0.
(1.14)

Then

Zt0−s0 = [Dϕ̄(s0, t0, x)]−1.

Thus by standard estimates for linear equations [FV10, Theorem 10.53], we have a bound of the form

sup
s6t6r,x∈W

‖[Dϕ̄(s, t, x)]−1 − I‖ 6M(t− s)βP2

(
A, ‖ξ‖Dβ

X([−r,0])

)
exp

(
(t− s)P2

(
A, ‖ξ‖Dβ

X([−r,0])

))(1.15)

where M is just a general constant and P2 is a polynomial. Now we consider the ODE

dηt = [Dϕ̄(0, t, ηt)]
−1B

(
ϕ̄(0, t, ηt), ξt−r

)
dt

η0 = ξ0.

Using the chain rule, it is straightforward to see that ϕ̄(0, t, ηt) solves (1.11). Next, we choose τ > 0
sufficiently small such that

MτβP2(A, ‖ξ‖Dβ
X([−r,0])) exp(τP2(A, ‖ξ‖Dβ

X([−r,0]))) 6 1

holds. Using some basic calculations, we can check that there is a polynomial P3 such that
r

τ
= P3(A, ‖ξ‖Dβ

X([−r,0])).(1.16)

Choosing τ smaller if necessary, we can assume that there is some n ∈ N such that nτ = r. Define
Im := [(m− 1)τ,mτ ] for 1 ≤ m 6 n and η0

0 := ξ0. Inductively, we define the equations

dηmt = [Dϕ̄x((m− 1)τ, t, ηmt )]−1B
(
ϕ̄((m− 1)τ, t, ηmt ), ξt−r

)
dt, t ∈ [(m− 1)τ,mτ ]

ηm(m−1)τ = ϕ̄((m− 1)τ, ηm−1
(m−1)τ ).

(1.17)

Again, it is not hard to see that

yt = ϕ̄((m− 1)τ, t, ηmt ), t ∈ [(m− 1)τ,mτ ]

solves (1.11). From (1.15),

‖ηmt ‖ − ‖ηm(m−1)τ‖ 6 2‖B‖
∫ t

(m−1)τ

[
‖ϕ̄((m− 1)τ, ς, ηmς )‖+ ‖ξς−r‖

]
dς.
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By Grönwall’s lemma and (1.13), we can deduce that there is for a constant M and polynomial P4

such that

‖ηm‖∞;Im 6 exp(2‖B‖τ)‖ηm‖∞;Im−1 +M
[

exp(2‖B‖τ)− 1
][
‖ξ‖∞ + P4(A, ‖ξ‖Dβ

X([−r,0]))
]
.

Finally, from (1.13) and (1.16), for a polynomial P5,

‖y‖∞;[0,r] 6 P5(A, ‖ξ‖Dβ
X([−r,0])).(1.18)

Remember that

ys,t =

∫ t

s

B(yς , ξς−r) dς +

∫ t

s

σ(yς , ξς−r) dXς .

Using the standard estimate for the rough integral [FH14, Theorem 4.10] and (1.18), we obtain for
0 6 s < t 6 r

‖y‖β;[s,t] + ‖y#‖2β;[s,t] 6 P6(A, ‖ξ‖Dβ
X([−r,0])) + (t− s)γ−βP7(A, ‖ξ‖Dβ

X([−r,0]))[‖y‖β;[s,t] + ‖y#‖2β;[s,t]]

(1.19)

where P6 and P7 are polynomials. Again, we can find a polynomial P8 and τ > 0 such that

r

τ
= P8(A, ‖ξ‖Dβ

X([−r,0])) and τ γ−βP7(A, ‖ξ‖Dβ
X([−r,0])) 6

1

2
.

Finally, from (1.19) and subadditivity of the Hölder norm, we can deduce the existence of a polynomial
Q such that

‖y‖Dβ
X([0,r]) 6 Q(A, ‖ξ‖Dβ

X([−r,0])).(1.20)

�

Corollary 1.11. Under the same assumptions as in Theorem 1.10, the results of Theorem 1.6 and
Proposition 1.9 hold for equation (1.11), too.

Proof. We can rewrite the equation (1.11) as

dyt = σ̃(yt, yt−r)dX̃t

ys = ξs, −r 6 s 6 0
(1.21)

where σ̃ := (B, σ) and X̃ is the delayed rough path obtained from X by including t 7→ t as a
smooth component, cf. [FV10, Section 9.4]. Note that σ̃ has the same smoothness as σ. Fixing an
initial condition ξ and a neighbourhood around it, we can assume that σ̃ is bounded for these initial
conditions by replacing the unbounded σ̃ by a version which is compactly supported in the region
where the respective solutions take their values. Therefore, we can directly apply Theorem 1.6 and
Proposition 1.9 to (1.21). �

We finally give some bounds for the solution to the linearized equation. Since the proofs are a bit
technical, we decided to put them in the appendix.

Theorem 1.12. Assume σ ∈ C3
b . Then the solution of (1.1) is differentiable and if Dyξ[ξ̃] denotes

the derivative at ξ in the direction ξ̃, we have the bound∥∥Dyξ[ξ̃]∥∥
Dβ
X [0,r]

6 ‖ξ̃‖Dβ
X [−r,0] exp[Q(A, ‖ξ‖Dβ

X [−r,0])](1.22)

where Q is a polynomial and A = 1 + ‖X‖γ,[0,r]. If σ ∈ C4
b , we have the same result for equation

(1.11).

Proof. Cf. appendix. �
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Theorem 1.13. Under the same assumptions as in Theorem 1.12,

∥∥Dyξ[η]−Dyξ̃[η]
∥∥

Dβ
X [0,r]

6 ‖ξ − ξ̃‖Dβ
X [−r,0]‖η‖Dβ

X [−r,0] exp
[
P (A, ‖ξ‖Dβ

X [−r,0], ‖ξ − ξ̃‖Dβ
X [−r,0])

](1.23)

for a polynomial P .

Proof. Cf. appendix. �

Remark 1.14. Note that since P is a polynomial, we can find a polynomial P̃ and an increasing
function Q̃ such that also∥∥Dyξ[η]−Dyξ̃[η]

∥∥
Dβ
X [0,r]

6 ‖ξ − ξ̃‖Dβ
X [−r,0]‖η‖Dβ

X [−r,0] exp
[
P̃ (A, ‖ξ‖Dβ

X [−r,0])
]

× exp
[
Q̃(‖ξ − ξ̃‖Dβ

X [−r,0])
](1.24)

holds.

Remark 1.15. If f : W 2 → W has the same smoothness as σ and is bounded with bounded deriva-
tives, the equation

dyt = B(yt, yt−r) dt+ f(yt, yt−r) dt+ σ(yt, yt−r) dXt

ys = ξs, −r 6 s 6 0
(1.25)

with initial condition ξ ∈ Dβ
X([−r, 0],W ) has a unique solution and all results in this section hold for

(1.25), too, where the constants will now depend on f as well. As in the proof of Corollary 1.11, this
just follows by including t 7→ t as a smooth component of X and viewing (f, σ) as an element in
C4
b (W 2, L(R⊕ U,W )).

2. INVARIANT MANIFOLDS FOR RANDOM ROUGH DELAY EQUATIONS

Let B : W 2 → W be a linear map and σ ∈ C3
b resp. σ ∈ C4

b in the case when B 6= 0. Our goal is
to study invariant manifolds for the solution to stochastic delay differential equations of the form

dyt = B(yt, yt−r) dt+ σ(yt, yt−r) ? dBt(ω)(2.1)

where ?dB(ω) can be either the Itō- or the Stratonovich differential. As already pointed out in [GVRS,
Section 2], it is equivalent to study the random rough delay equation

dyt = B(yt, yt−r) dt+ σ(yt, yt−r) dXt(ω)(2.2)

where X is either BItō or BStrat, defined, using the Itō integral, as

BItō
s,t =

(
Bs,t,BItō

s,t,BItō
s,t(−r)

)
:=

(
Bt −Bs,

∫ t

s

(Bu −Bs) ⊗ dBu,

∫ t

s

(Bu−r −Bs−r) ⊗ dBu

)
resp.

BStrat
s,t =

(
Bs,t,BItō

s,t +
1

2
(t− s)Id,BItō

s,t(−r)
)
.

Recall that we could also add a smooth drift term to (2.2) as explained in Remark 1.15, but we will not
do so in the sequel for the sake of clarity.

Using the same cut-off argument as in the proof to Corollary 1.11, we can deduce from [GVRS, The-
orem 1.13] that the solution to (2.2) induces a semi-flow φ on the spaces of controlled paths. From
[GVRS, Theorem 3.7], we can assume that there is an ergodic metric dynamical system (Ω,F ,P, (θt)t∈R)
on which BItō and BStrat are defined and satisfy the cocyle property. More generally, from now on, we
will consider an arbitrary delayed γ-rough path cocycle X which drives the equation (2.2), cf. [GVRS,
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Definition 3.1]. With [GVRS, Theorem 3.12], we can deduce that ϕ(n, ω, ·) := φ(0, nr, ω, ·) is a
continuous map

ϕ(n, ω, ·) : Dα,β
X(ω)([−r, 0],W )→ Dα,β

X(θnrω)([−r, 0],W )

satisfying the cocycle property

ϕ(n+m,ω, ·) = ϕ(n, θmrω, ·) ◦ ϕ(m,ω, ·)(2.3)

for every n,m ∈ N0 with parameters 1
3
< α < β < 1

2
. From Corollary 1.11, the cocycle is differen-

tiable. Set θn := θnr, θ := θ1 and assume that

(1− α)(1
2
− β)

(1− β)(1− 2α)
< β − α.(2.4)

Then by [GVRS, Proposition 3.15], {Dα,β
X(ω)([−r, 0],W ))}ω∈Ω constitutes a measurable field of Ba-

nach spaces, and the cocycle ϕ defined on the discrete metric dynamical system (Ω,F ,P, θ) acts
on it, cf. [GVRS, Theorem 3.17].

2.1. Random fixed points and formulation of the main theorems. In order to deduce the existence
of invariant manifolds, we aim to linearize the equation (2.2) around random fixed points which we
define now.

Definition 2.1. Let ϕ be a cocycle defined on a metric dynamical system (Ω,F ,P, θ) acting on a
measurable field of Banach spaces {Eω}ω∈Ω. A map Y : Ω −→

∏
ω∈Ω Eω is called stationary

trajectory if the following properties are satisfied:

(i) Yω ∈ Eω,
(ii) ϕ(n, ω, Yω) = Yθnω and
(iii) ω → ‖Yω‖Eω is measurable.

We aim to apply the Multiplicative Ergodic Theorem in [GVR] to the linearization of (2.2) around a
random fixed point. The next lemma gives a sufficient condition under which this can be done.

Lemma 2.2. Assume that the cocycle induced by (2.2) admits a stationary trajectory Y and that

Q(Aω, ‖Yω‖) ∈ L1(Ω)

holds for the polynomial Q obtained in Theorem 1.12 where Aω = 1 + ‖X(ω)‖γ,[0,r]. Then ψnω :=
DYωϕ(n, ω, ·) defines a compact linear cocycle acting on the measurable field of Banach spaces
{Dα,β

X(ω)([−r, 0],W ))}ω∈Ω and the semi-invertible Mutliplicative Ergodic Theorem [GVR, Theorem
1.20] holds true.

Proof. It is straightforward to check that ψ satisfies the cocycle property. We need to verify [GVR,
Assumption 1.1] which also implies the measurability condition (0.3). The proof of [GVR, Assumption
1.1] is very similar to the proof of [GVRS, Theorem 3.17] using that ψ solves a (non-autnonomous)
linear delay equation, cf. Proposition 1.9 resp. Corollary 1.11, so we decided to omit it here. Compact-
ness follows as in the proof of [GVRS, Proposition 1.12]. From our assumption and Theorem 1.12,
it follows that log+ ‖ψ1‖ is integrable. Therefore, all conditions of [GVR, Theorem 1.20] are indeed
satisfied. �

From now on, we assume that the conditions of Lemma 2.2 are satisfied. Let Ω̃ denote the θ-invariant
set of full measure provided in [GVR, Theorem 1.20].
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Definition 2.3. Let {... < µj < µj−1 < ... < µ1} ∈ [−∞,∞) be the Lyapounov spectrum of ψ
provided by the MET [GVRS, Theorem 4.17] and let {H i

ω}i∈N be the fast growing subspaces provided
by the semi-invertible MET [GVR, Theorem 1.20]. Recall the splitting

Dα,β
X(ω)([−r, 0],W )) = H1

ω ⊕ · · · ⊕Hn
ω ⊕ Fµn+1(ω)

for every n ∈ N0 and ω ∈ Ω̃ with Fµ(ω) defined as in [GVRS, Theorem 4.17]. Set µj0 := max{µj :
µj < 0} and µj0 := −∞ if all µj for which µj 6= −∞ are nonnegative. We define the stable
subspace

Sω := Fµj0 (ω)

for ω ∈ Ω̃. Similarly, if µ1 > 0, set k0 := min{k : µk > 0} and define the unstable subspace

Uω := ⊕16i6k0H
i
ω

for ω ∈ Ω̃. If µ1 ≤ 0, we set Uω := {0}.

From both METs [GVRS, Theorem 4.17] and [GVR, Theorem 1.20], we know that

dim[Dα,β
X(ω)([−r, 0],W ))/Sω] <∞ and dim[Uω] <∞

for every ω ∈ Ω̃ and that the dimension does not depend on ω. Note also that

Dα,β
X(ω)([−r, 0],W )) = Uω ⊕ Sω

in the case where all Lyapounov exponents are nonzero.

Now we are ready to state our main results of this section. Note that they are basically reformulations
of the abstract stable and unstable manifold theorems in [GVR], but we decided to give a full statement
here for the readers convencience. We start with the stable case.

Theorem 2.4 (Local stable manifolds). Let X be a delayed γ-rough path cocycle defined on an ergodic
metric dynamical system (Ω,F ,P, (θt)t∈R) and let 1

3
< α < β < γ < 1

2
be such that (2.4) holds.

Assume σ ∈ C3
b resp. σ ∈ C4

b in the case B 6= 0. Assume also that the cocycle ϕ induced by (2.2)
admits a stationary trajectory Y for which

P̃ (Aω, ‖Yω‖) ∈ L1(Ω) and Q(Aω, ‖Yω‖) ∈ L1(Ω)(2.5)

where Aω = 1 + ‖X(ω)‖γ,[0,r], P̃ is the polynomial in (1.24) and Q is the polynomial in (1.22).

Then there is a θ-invariant set of full measure Ω̃ and a family of immersed submanifolds Sυloc(ω) of
Dα,β
X(ω)([−r, 0],W )), 0 < υ < −µj0 and ω ∈ Ω̃, satisfying in the following properties for every

ω ∈ Ω̃:

(i) There are random variables ρυ1(ω), ρυ2(ω), positive and finite on Ω̃, for which

lim inf
p→∞

1

p
log ρυi (θ

pω) ≥ 0, i = 1, 2(2.6)

and such that{
ξ ∈ Dα,β

X(ω) : sup
n>0

exp(nυ)‖ϕ(n, ω, ξ)− Yθnω‖ < ρυ1(ω)
}
⊆ Sυloc(ω)

⊆
{
ξ ∈ Dα,β

X(ω) : sup
n>0

exp(nυ)‖ϕ(n, ω, ξ)− Yθnω‖ < ρυ2(ω)
}
.

(ii)

TYωS
υ
loc(ω) = Sω.

(iii) For n > N(ω),

ϕ(n, ω, Sυloc(ω)) ⊆ Sυloc(θ
nω).
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(iv) For 0 < υ1 6 υ2 < −µj0 ,

Sυ2loc(ω) ⊆ Sυ1loc(ω).

Also for n > N(ω),

ϕ(n, ω, Sυ1loc(ω)) ⊆ Sυ2loc(θ
n(ω))

and consequently for ξ ∈ Sυloc(ω),

lim sup
n→∞

1

n
log ‖ϕ(n, ω, ξ)− Yθnω‖ 6 µj0 .(2.7)

(v)

lim sup
n→∞

1

n
log

[
sup

{
‖ϕ(n, ω, ξ)− ϕ(n, ω, ξ̃)‖

‖ξ − ξ̃‖
, ξ 6= ξ̃, ξ, ξ̃ ∈ Sυloc(ω)

}]
6 µj0 .

Proof. Set Eω := Dα,β
X(ω)([−r, 0],W ). In Lemma 2.2, we saw that our assumptions imply that ψnω =

DYωϕ(n, ω, ·) defines a compact linear cocycle acting on the measurable field of Banach spaces
{Eω}ω∈Ω, that [GVR, Assumption 1.1] holds and that log+ ‖ψ1‖ ∈ L1(Ω). In view of [GVR, Theorem
2.10], it therefore suffices to check the condition [GVR, Equation (2.5)]. Set

Pω : Eω → Eθω

ξ 7→ ϕ(1, ω, Yω + ξ)− ϕ(1, ω, Yω)− ψ1
ω(ξ).

Then from Theorem 1.13,

‖Pω(ξ)− Pω(ξ̃)‖ 6 (‖ξ‖+ ‖ξ̃‖) exp[Q̃(‖ξ‖+ ‖ξ̃‖)] exp[P̃ (Aω, ‖Yω‖)] ‖ξ − ξ̃‖

where P̃ is the polynomial from (1.24) and Q̃ is an increasing function. By Birkhoff’s Ergodic Theorem,

lim
n→∞

1

n
P̃ (Aθnω, ‖Yθnω‖) = 0

almost surely. Therefore, [GVR, Equation (2.5)] is indeed satisfied and the result follows from [GVR,
Theorem 2.10]. �

Next, we formulate the result for unstable manifolds.

Theorem 2.5 (Local unstable manifolds). Assume the same setting as in Theorem 2.4. Furthermore,
assume that µ1 > 0 holds for the first Lyapunov exponent. Set ς := θ−1. Then there is a θ-invariant
set of full measure Ω̃ and a family of immersed submanifolds Uυ

loc(ω) of Dα,β
X(ω)([−r, 0],W )), 0 <

υ < µk0 and ω ∈ Ω̃, satisfying in the following properties for every ω ∈ Ω̃:

(i) There are random variables ρ̃υ1(ω), ρ̃υ2(ω), positive and finite on Ω̃, for which

lim inf
p→∞

1

p
log ρ̃υi (ς

pω) ≥ 0, i = 1, 2

and such that{
ξω ∈ Dα,β

X(ω) : ∃{ξςnω}n>1 s.t. ϕ(m, ςnω, ξςnω) = ξςn−mω for all 0 ≤ m ≤ n and

sup
n>0

exp(nυ)‖ξςnω − Yςnω‖ < ρ̃υ1(ω)

}
⊆ Uυ

loc(ω) ⊆
{
ξω ∈ Dα,β

X(ω) : ∃{ξςnω}n>1 s.t.

ϕ(m, ςnω, ξςnω) = ξςn−mω for all 0 ≤ m ≤ n and sup
n>0

exp(nυ)‖ξςnω − Yςnω‖ < ρ̃υ2(ω)

}
.
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(ii)

TYωU
υ
loc(ω) = Uω.

(iii) For n > N(ω),

Uυ
loc(ω) ⊆ ϕ(n, ςnω, Uυ

loc(ς
nω)).

(iv) For 0 < υ1 6 υ2 < µk0 ,

Uυ2
loc(ω) ⊆ Uυ1

loc(ω).

Also for n > N(ω),

Uυ1
loc(ω) ⊆ ϕ(n, ςnω, Uυ2

loc(ς
nω))

and consequently for ξω ∈ Uυ
loc(ω),

lim sup
n→∞

1

n
log ‖ξςnω − Yςnω‖ 6 −µk0 .

(v)

lim sup
n→∞

1

n
log

[
sup

{
‖ξςnω − ξ̃ςnω‖
‖ξω − ξ̃ω‖

, ξω 6= ξ̃ω, ξω, ξ̃ω ∈ Uυ
loc(ω)

}]
6 −µk0 .

Proof. Follows from [GVR, Theorem 2.17]. �

Remark 2.6. (i) In both Theorems 2.4 and 2.5, the assumption σ ∈ C3 implies that the cocycle ϕ
is differentiable. Higher order smoothness of σ will lead to higher order differentiability of ϕ, cf.
Theorem 1.6. As a consequence, we obtain higher order smoothness of the stable and unstable
manifolds. In fact, ϕ ∈ Cm implies that Sυloc(ω) resp. Uυ

loc(ω) are almost surely locally Cm−1,
cf. [GVR, Remark 2.11 and 2.18].

(ii) If all Lyapunov exponents are non-zero, the stationary trajectory Y is called hyperbolic. In this
case, the submanifolds Sυloc(ω) and Uυ

loc(ω) are transversal, i.e.

Dα,β
X(ω) = TYωS

υ
loc(ω)⊕ TYωUυ

loc(ω)

almost surely.

2.2. Examples. We will now discuss examples of stochastic delay equations for which we can apply
our results. First, we will consider the case of 0 being a deterministic fixed point for the cocycle.

Proposition 2.7. Let X be a delayed γ-rough path cocycle defined on an ergodic metric dynamical
system (Ω,F ,P, (θt)t∈R) and let 1

3
< α < β < γ < 1

2
be such that (2.4) holds. Assume σ ∈ C3

b

resp. σ ∈ C4
b in the case B 6= 0 and that

σ(0, 0) = σx(0, 0) = σy(0, 0) = 0.

Then Y ≡ 0 is a stationary trajectory for the cocycle ϕ induced by

dyt = B(yt, yt−r) dt+ σ(yt, yt−r) dXt(ω).(2.8)

If

P̃ (Aω, 0) ∈ L1(Ω) and Q(Aω, 0) ∈ L1(Ω)(2.9)

where Aω = 1 + ‖X(ω)‖γ,[0,r], P̃ is the polynomial in (1.24) and Q is the polynomial in (1.22), the
integrability condition of Theorem 2.4 and Theorem 2.5 is satisfied and yields the existence of local
stable and unstable manifolds around 0. In particular, the result holds for X being BItō or BStrat.
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Proof. From∫ t

0

σ(ys, ys−r) dXs(ω) = lim
|Π|→0

∑
tj∈Π

σ(ytj , ytj−r)Xtj ,tj+1
+ σx(ytj , ytj−r)σ(ytj , ytj−r)Xtj ,tj+1

+ σy(ytj , ytj−r)σ(ytj , ytj−r)Xtj ,tj+1
(−r),

it follows that Y ≡ 0 is a solution to (2.8) and therefore a stationary trajectory in the sense of Definition
2.1. In the case of X being BItō or BStrat, the norm of the delayed rough path cocycle has moments
of any order, cf. [GVRS, Proposition 2.2], therefore condition (2.9) is satisfied. �

Next, we propose a condition under which (1.11) admits a random stationary trajectory Y . Let B
be a two-sided Brownian motion defined on a probability space (Ω,F ,P) adapted to two-parameter
filtration (F ts)s≤t (cf. [Arn98, Section 2.3.2]). Consider

dyt = Cyt dt+ σ(yt, yt−r)dBt

ys = ξs, −r 6 s 6 0
(2.10)

as a classical stochastic delay differential equation in Itō sense where C : W → W is a linear map.
Assume that σ is a bounded Lipschitz function with Lipschitz constant L and let all the eigenvalues of
C be negative. Consequently, there exist M,λ > 0 such that for every t > 0,

| exp(tC)| 6M exp(−λt).(2.11)

Set F t−∞ := σ(∪s≤tF ts). A stochastic process y : R → W is called (F t−∞)-adapted if yt is F t−∞-
measurable for every t ∈ R. In that case for, any continuous, (F t−∞)-adapted process y, the following
process is well defined, continuous and (F t−∞)-adapted:

Γ(y)(t) :=

∫ t

−∞
exp((t− τ)C)σ(yτ , yτ−r) dBτ .

By the Itō isometry,

E|Γ(y)(t)|2 ≤ E
∫ t

−∞
| exp((t− τ)C)|2|σ(yτ , yτ−r)|2 ds,

E|Γ(y)(t)− Γ(ỹ)(t)|2 ≤ E
∫ t

−∞
| exp((t− τ)C)|2|σ(yτ , yτ−r)− σ(ỹτ , ỹτ−r)|2 ds.

(2.12)

Lemma 2.8. Assume 2ML2

λ
< 1. Then there is a continuous, (F t−∞)-adapted process Yt such that

for every t ∈ R,

Yt =

∫ t

−∞
exp((t− τ)C)σ(Yτ , Yτ−r) dBτ .

Proof. Set

X :=

{
y : R→ W : y is continuous, (F t−∞)-adapted and sup

t∈R
(E|yt|2)

1
2 <∞

}
.

It can easily be seen that X is a Banach space. By (2.12),

Γ : X −→ X

is a contraction, so our claim follows from a standard fixed point argument. �

Lemma 2.9. Let Y be the process from Lemma 2.8 and set Y ′t = σ(Yt, Yt−r). Then (Y, Y ′) is almost
surely controlled by B. Moreover, ‖(Y, Y ′)‖Dγ

B([a,b],W ) ∈ Lp(Ω) for every p > 0 and every a < b.
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Proof. From the Burkholder-Davis-Gundy inequality, for every m ∈ N there exists a β2m ∈ R such
that

E|Ys,t|2m 6 β2m(t− s)m(2.13)

for every s < t. Note that

Ys,t − σ(Ys, Ys−r)Bs,t =

∫ s

−∞
exp ((s− τ)C)

[
exp

(
(t− s)C)− 1

]
σ(Yτ , Yτ−r) dBτ

+

∫ t

s

exp((t− τ)C)
[
σ(Yτ , Yτ−r)− σ(Ys, Ys−r)

]
dBτ

+

∫ t

s

[
exp((t− τ)C)− 1

]
dBτ σ(Ys, Ys−r).

By the Burkholder-Davis-Gundy inequality and our assumptions, for α2m ∈ R,

E
∣∣∣∣ ∫ s

−∞
exp ((s− τ)C)

[
exp

(
(t− s)C)− 1

]
σ(Yτ , Yτ−r) dBτ

∣∣∣∣2m 6 α2m(t− s)2m

and

E
∣∣∣∣ ∫ t

s

[
exp((t− τ)C)− 1

]
dBτ σ(Ys, Ys−r)

∣∣∣∣2m 6 α2m(t− s)2m.

Using again the Burkholder-Davis-Gundy inequality, Hölder’s inequality and (2.13), we obtain that
there are constants β2m, γ2m ∈ R such that

E
∣∣∣∣ ∫ t

s

exp((t− τ)C)
[
σ(Yτ , Yτ−r)− σ(Ys, Ys−r)

]
dBτ

∣∣∣∣2m
6 β2mE

∣∣∣∣ ∫ t

s

(|Ys,τ |2 + |Ys−r,τ−r|2)dτ

∣∣∣∣m
6 β2m(t− s)m−1E

∫ t

s

(|Ys,τ |2 + |Ys−r,τ−r|2)mdτ 6 γ2m(t− s)2m.

Consequently, we have shown that for every m ≥ 1 there are constants α̃2m such that

E|Ys,t − σ(Ys, Ys−r)Bs,t|2m 6 α̃2m(t− s)2m

for every s < t. Set Y #
s,t := Ys,t − σ(Ys, Ys−r)Bs,t. By a version of Kolmogorov’s continuity theorem

similar to [FH14, Theorem 3.1], we obtain

‖Y ‖γ;[a,b] + ‖Y #‖2γ;[a,b] ∈ Lp(Ω)

for every p > 0 and a < b from which the result follows.

�

Proposition 2.10. Let C be a linear map with negative eigenvalues only and σ ∈ C4
b . Let λ and

M be as in (2.11) and let L be the Lipschitz constant of σ. Assume 2ML2

λ
< 1. Then there exists a

stationary trajectory for the cocycle ϕ induced by

dyt = Cyt dt+ σ(yt, yt−r)dB
Itō
t

ys = ξs, −r 6 s 6 0
(2.14)

and the integrability condition (2.5) of Theorem 2.4 and Theorem 2.5 is satisfied.
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Proof. Let Ŷ = (Y, Y ′) be defined as in Lemma 2.9. From [GVRS, Proposition 3.2],

Ŷt =

∫ t

−∞
exp((t− τ)C)σ(Ŷτ , Ŷτ−r) dB

Itō
t

almost surely for every t. Therefore, (i) and (ii) of Definition 2.1 follow directly. Since

‖Ŷ ‖Dβ
B([−r,0]) = |Y−r|+ |Y ′−r|+ sup

s,t∈[−r,0]∩Q,s 6=t

|Y ′t − Y ′s |
|t− s|β

+ sup
s,t∈[−r,0]∩Q,s 6=t

|Ys,t − Y ′sBs,t|
|t− s|2β

,

measurability of ω 7→ ‖Ŷ (ω)‖Dβ
B(ω)

([−r,0]) follows, too. The integrability condition (2.5) is satisfied due

to Lemma 2.9 and [GVRS, Proposition 2.2].

�

Remark 2.11. It is possible to prove directly that the rough differential equation

Ŷt =

∫ t

−∞
exp((t− τ)C)σ(Ŷτ , Ŷτ−r) dB

Itō
t

has a fixed point using the standard estimates for the rough integral. However, this would yield a
stronger condition than 2ML2

λ
< 1.

APPENDIX

Proof of Theorem 1.12. We start with equation (1.1). From Proposition 1.9, the derivative of the solu-
tion at ξ in the direction of ξ̃ satisfies the equation

Dyξ[ξ̃](t)− ξ̃0 =

∫ t

0

[
σx(y

ξ
τ , ξτ−r)Dy

ξ[ξ̃](τ) + σy(y
ξ
τ , ξτ−r)ξ̃τ−r

]
dXτ ; t ∈ [0, r]

Dyξ[ξ̃](t) = ξ̃t; t ∈ [−r, 0].

(2.15)

Set Zτ = Dyξ[ξ̃](τ) and ηt = σx(y
ξ
t , ξt−r)Zt + σy(y

ξ
t , ξt−r)ξ̃t−r. Using a Taylor expansion and the

definition of controlled paths, we obtain

ηs,t = σx(y
ξ
s , ξs−r)Z

′
sXs,t +

[
σx2(y

ξ
s , ξs−r)(y

ξ)′sXs,t + σx,y(y
ξ
s , ξs−r)ξ

′
s−rXs−r,t−r

]
Zs

+ σy(y
ξ
s , ξs−r)(ξ̃)

′
s−rXs−r,t−r +

[
σx,y(y

ξ
s , ξs−r)(y

ξ)′sXs,t + σy2(y
ξ
s , ξs−r)ξ

′
s−rXs−r,t−r

]
ξ̃s−r

+ η#
s,t

(2.16)

where

η#
s,t =

[
σx(y

ξ
t , ξt−r)− σx(yξs , ξs−r)

]
Zs,t +

[
σy(y

ξ
t , ξt−r)− σy(yξs , ξs−r)

]
ξ̃s−r,t−r + σx(y

ξ
s , ξs−r)Z

#
s,t

+ σy(y
ξ
s , ξs−r)ξ̃

#
s,t +

[
σx2(y

ξ
s , ξs−r)(y

ξ)#
s,t + σx,y(y

s
ξ , ξs−r)ξ

#
s−r,t−r

]
Zs +

[
σx,y(y

ξ
s , ξs−r)(y

ξ)#
s,t

+ σy2(y
s
ξ , ξs−r)ξ

#
s−r,t−r

]
ξ̃s−r +

∫ 1

0

(1− z)
d2

dz2

[
σx
(
zyξt + (1− z)yξs , zξt−r + (1− z)ξs−r

)]
Zs dz

+

∫ 1

0

(1− z)
d2

dz2

[
σy
(
zyξt + (1− z)yξs , zξt−r + (1− z)ξs−r

)]
ξ̃s−r dz

(2.17)

and Zs,t = Z ′sXs,t + Z#
s,t with

Z ′s = σx(y
ξ
s , ξs−r)Dy

ξ[ξ̃](s) + σy(y
ξ
s , ξs−r)ξ̃s−r.

DOI 10.20347/WIAS.PREPRINT.2701 Berlin 2020



M. Ghani Varzaneh, S. Riedel 20

By [GVRS, Theorem 1.5], for a delayed controlled path with decomposition ηs,t = η1
sXs,t+η

2
sXs−r,t−r+

η#
s,t, we have for any w0 ∈ W

∥∥w0 +

∫ ·
a

ητ dXτ

∥∥
Dβ
X [a,b]

6 |w0|+ |ηa|+ ‖η‖β;[a,b] + sup
a≤s<t≤b

∣∣∣∫ ts ητ dXτ − ηsXs,t

∣∣∣
|t− s|2β

(2.18)

and

sup
a≤s<t≤b

∣∣∣∫ ts ητ dXτ − ηsXs,t

∣∣∣
|t− s|2β

≤ ‖η1‖∞;[a,b]‖X‖γ;[a,b](b− a)2(γ−β) + ‖η2‖∞;[a,b]‖X(−r)‖γ;[a,b](b− a)2(γ−β)

+M

[
‖η#‖2β;[a,b]‖X‖γ;[a,b](b− a)γ + ‖η1‖β;[a,b]‖X‖2γ;[a,b](b− a)2γ−β

+ ‖η2‖β;[a,b]‖X(−r)‖2γ;[a,b](b− a)2γ−β
]

for a general constant M . Thanks to our assumptions on σ, (2.16), (2.17) and Theorem 1.8,

max

{
‖η1‖β;[a,b], ‖η2‖β;[a,b], ‖η#‖2β;[a,b]

}
6
[
‖Z‖Dβ

X [0,r] + ‖ξ̃‖Dβ
X [−r,0]

]
Q1(A, ‖ξ‖Dβ

X [−r,0])

and

‖η‖β;[a,b] 6 (b− a)γ−β
[
‖Z‖Dβ

X [0,r] + ‖ξ̃‖Dβ
X [−r,0]

]
Q1(A, ‖ξ‖Dβ

X [−r,0])

for a polynomial Q1. Using this bound in (2.15), we see that for 0 ≤ (n− 1)τ < nτ ≤ r

‖Z‖Dβ
X [(n−1)τ,nτ ] 6 τ γ−β‖Z‖Dβ

X [(n−1)τ,nτ ]Q2(A, ‖ξ‖Dβ
X [−r,0])

+ ‖ξ̃‖Dβ
X [−r,0]Q2(A, ‖ξ‖Dβ

X [−r,0]) + |Z(n−1)τ |+ |Z ′(n−1)τ |

for a polynomial Q2. Choosing τ such that τ γ−βQ2(A, ‖ξ‖Dβ
X [−r,0]) ≤

1
2
, we can proceed as in

the proof of [GVRS, Theorem 1.11] to conclude the claimed bound for (1.1). The proof for (1.11) is
similar. �

Proof of Theorem 1.13. We will prove the statement for the solution to (1.1) only, the proof for (1.11)
is similar. Set Z1

τ := Dyξ[η](τ) and Z2
τ := Dyξ̃[η](τ). From Proposition 1.9,

[Z1
s,t − Z2

s,t] =

∫ t

s

[
σx(y

ξ
τ , ξτ−r)[Z

1
τ − Z2

τ ] +Bτ

]
dXτ(2.19)

where

Bτ := [σx(y
ξ
τ , ξτ−r)− σx(yξ̃τ , ξ̃τ−r)]Z2

τ + [σy(y
ξ
τ , ξτ−r)− σy(yξ̃τ , ξ̃τ−r)]ητ−r

=: B1
τ +B2

τ .
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Set Cτ := [σx(y
ξ
τ , ξτ−r)− σx(yξ̃τ , ξ̃τ−r)]. By a Taylor expansion,

Cs,t =
[
σx2(y

ξ
s , ξs−r)(y

ξ)′s − σx2(yξ̃s , ξ̃s−r)(yξ̃)′s
]
Xs,t

+
[
σx,y(y

ξ
t , ξt−r)ξ

′
s−r − σx,y(yξ̃s , ξ̃t−r)ξ̃′s−r

]
Xs−r,t−r

+
[
σx2(y

ξ
s , ξs−r)(y

ξ)#
s,t − σx2(yξ̃s , ξ̃s−r)(yξ̃)

#
s,t

]
+
[
σx,y(y

ξ
s , ξs−r)ξ

#
s,t − σx,y(yξ̃s , ξ̃s−r)ξ̃

#
s,t

]
+

∫ 1

0

(1− z)
d2

dz2

[
σx
(
zyξt + (1− z)yξs , xξt−r + (1− z)ξs−r

)
− σx

(
zyξ̃t + (1− z)yξ̃s , zξ̃t−r + (1− z)ξ̃s−r

)]
dz

=: C1
sXs,t + C2

s,tXs−r,t−r + C#
s,t.

Note that

C1
s,t =

∫ 1

0

d

dz

[
σx2
(
zyξt + (1− z)yξ̃t , zξt−r + (1− z)ξ̃t−r

)
− σx2

(
zyξs + (1− z)yξ̃s , zξs−r + (1− z)ξ̃s−r

)]
(yξ)′t dz

+ σx2(y
ξ̃
t , ξ̃t−r)

[
(yξ)′s,t − (yξ̃)′s,t

]
+

∫ 1

0

d

dz

[
σx2
(
zyξs + (1− z)yξ̃s , zξs−r + (1− z)ξ̃s−r

)]
(yξ)′s,t dz

+
[
σx2(y

ξ̃
t , ξ̃t−r)− σx2(yξ̃s , ξ̃s−r)

][
(yξ)′s − (yξ̃)′s

]
.

From Theorem 1.8, Theorem 1.12 and our assumptions on σ,

max
{
‖C1‖β;[0,r], ‖C1‖∞;[0,r]

}
6 ‖ξ − ξ̃‖Dβ

X [−r,0] exp
[
P1(A, ‖ξ‖Dβ

X [−r,0], ‖ξ − ξ̃‖Dβ
X [−r,0])

](2.20)

where P1 is a polynomial. Note that

B1
s,t = [C1

sXs,t]Z
2
s + Cs[(Z

2)′sXs,t] + [C2
sXs−r,t−r]Z

2
s + C#

s,tZ
2
s + Cs(Z

2)#
s,t + Cs,tZ

2
s,t.

Setting Dτ = σy(y
ξ
τ , ξτ−r)− σy(yξ̃τ , ξ̃τ−r), we have the same decomposition for B2

τ = Dτητ−r with
similar estimates. Using [GVRS, Theorem 1.5], we can deduce that there exists a polynomial P2 such
that for every [a, b] ∈ [0, r],

∥∥∫ .

a

Bτ dXτ

∥∥
Dβ
X [a,b]

6 ‖ξ − ξ̃‖Dβ
X [−r,0]‖η‖Dβ

X [−r,0] exp
[
P2(A, ‖ξ‖Dβ

X [−r,0], ‖ξ − ξ̃‖Dβ
X [−r,0])

]
.

(2.21)

By a similar argument as in the proof of Theorem 1.12,

∥∥∫ .

a

σx(y
ξ
τ , ξτ−r)[Z

1
τ − Z2

τ ] dXτ

∥∥
Dβ
X [a,b]

6 (b− a)γ−β‖Z2 − Z1‖Dβ
X [a,b]P3(A, ‖ξ‖Dβ

X [−r,0])

(2.22)

for a polynomial P3. Finally from (2.19), (2.21) and (2.22), we obtain for 0 ≤ (n− 1)τ < nτ ≤ r

‖Z1 − Z2‖Dβ
X [(n−1)τ,nτ ] 6 τ γ−β‖Z1 − Z2‖Dβ

X(n−1)τ,nτ ]P3(A, ‖ξ‖Dβ
X [−r,0])

+ ‖ξ − ξ̃‖Dβ
X [−r,0]‖η‖Dβ

X [−r,0] exp
[
P2(A, ‖ξ‖Dβ

X [−r,0], ‖ξ − ξ̃‖Dβ
X [−r,0])

]
+ |[Z1 − Z2](n−1)τ |+ |[Z1 − Z2]′(n−1)τ |
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Choosing τ such that τ γ−βQ̃(A, ‖ξ‖Dβ
X(n−1)τ,nτ ]) ≤

1
2
, we can again proceed as in the proof of

[GVRS, Theorem 1.11] to obtain the result. �
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