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A numerical analysis focused comparison of several finite
volume schemes for an unipolar degenerated drift-diffusion

model
C. Cancès, C. Chainais-Hillairet, J. Fuhrmann, B. Gaudeul

ABSTRACT. In this paper, we consider an unipolar degenerated drift-diffusion system where the relation
between the concentration of the charged species c and the chemical potential h is h(c) = log c

1−c .
We design four different finite volume schemes based on four different formulations of the fluxes. We
provide a stability analysis and existence results for the four schemes. The convergence proof with
respect to the discretization parameters is established for two of them. Numerical experiments illustrate
the behaviour of the different schemes.

1. INTRODUCTION

1.1. Motivation. Unipolar drift-diffusion models describe the transport of a charged species in the
presence of a fixed or moving countercharge. They consist of the coupling of a drift-diffusion equation
on the density of the charged species c with a Poisson equation on the electric potential Φ. They can
be written under a general form as{

∂tc+ div (J) = 0, J = −η(c)∇(h(c) + Φ),

− λ2∆Φ = c+ cdp,

where h is the chemical potential, η the mobility coefficient, λ the scaled Debye length coming from
the nondimensionalization of the physical model and cdp describes the doping profile of the media.

Such models occur in a number of interesting application cases. Charge carriers in most classical
semiconductors exhibit a relationship c = F(h), where F is the Fermi integral of index 1

2
which can

be approximated in the range −∞ < h / 1.3 by the function F(h) = 1
γ+exp(−h)

with γ = 0.27 [6].
For γ = 1, this relationship corresponds to the Fermi integral of index -1 and implies h = log c

1−c . It is
the limit for vanishing disorder of the Gauss-Fermi integral [37, 39] which is used to describe organic
semiconductors [15]. A similar relationship is valid for the oxygen ion concentration in a solid oxide
electrolyte [43] and in a simple model of an ionic liquid [28].

While the relationship between chemical potential and concentration is sufficient to describe the ther-
modynamic equilibrium, the description of charge transport driven by the sum of the gradients of the
chemical potential and the electrostatic potential Φ needs an additional specification of the mobil-
ity coefficient η. Setting this coefficient proportional to the concentration c is common in the case of
semiconductors [42]. A similar ansatz describes the limit of large lattice mass density in solid oxide
electrolytes. It also follows from a formal reduction of an generalized Nernst-Planck model [19, 18] to
the case of a mixture of two charged species including an infinitely mobile and charged solvent – ionic
liquids – as performed in [28]. We hint that more general and fully consistent models for both solid
oxide electrolytes and ionic liquids consider mobility coefficients of the type c(1− c) [43, 8, 33].

In this paper, we consider that the mobility coefficient is η(c) = c and the chemical potential
h(c) = log c

1−c (corresponding to F(h) = 1
1+exp(−h)

). Strong degeneration described by a bounded
dependency of the concentration c on the chemical potential h leads to a number of structural mathe-
matical challenges in the corresponding drift-diffusion models. These need to be addressed properly
in numerical schemes. The consideration of this simplified model is a starting point for the study of
generalized Nernst-Planck models for multiple ionic species in electroneutral solvents [19, 18, 27, 28].
Moreover, the design of discretization methods for the case where η(c) = c(1 − c) is also possible
topic of further investigation following the present paper.
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1.2. A simplified unipolar degenerate drift-diffusion model. Let us now define the framework of
the study. We consider the evolution of a the concentration c of a charged species in a connected
bounded open domain Ω of Rd (d ≤ 3) with polyhedral and Lipschitz continuous boundary ∂Ω during
a finite but arbitrary time T > 0. After nondimensionalization with appropriate scaling, we regard the
following system of partial differential equations (PDEs). The concentration c satisfies the conservation
law

∂tc+ div (J) = 0 in (0, T )× Ω. (1.1)

The flux J is negatively proportional to the gradient of the electrochemical potential as expressed by
the expression

J = −c∇ (h(c) + Φ) in (0, T )× Ω, (1.2)

where h(c) = log
(

c
1−c

)
is the chemical potential. In what follows, we consider that the electrostatic

potential Φ is related to space charge density thanks to the Poisson equation

−∆Φ = c+ cdp in (0, T )× Ω, (1.3)

which means that the Debye length is set to 1. Extension to general Debye length is straightforward.
The doping profile cdp is assumed to be constant w.r.t. time and to be bounded, i.e., cdp ∈ L∞(Ω).

One interpretation of c is the concentration of majority carriers (holes) in a p-type organic semicon-
ductor with constant in time doping. Another interpretation of c is the cation concentration in an ionic
liquid following the formal approach introduced in [28].

The system is supplemented with the prescription of the initial concentration

c|t=0 = c0 ∈ L∞(Ω) with 0 ≤ c0 ≤ 1 and 0 < c =

∮
Ω

c0dx < 1, (1.4)

and of boundary conditions. The choice of the boundary conditions may depend on the targeted
application: organic semiconductor or ionic liquid. For the analysis purpose, we consider boundary
conditions which are well adapted to the ionic liquid model. Other boundary conditions will also be
considered in the numerical simulations in Section 5. There are no-flux boundary conditions for the
concentration:

J · n = 0 on (0, T )× ∂Ω. (1.5)

And concerning the Poisson equation (1.3), it is supplemented with inhomogeneous Dirichlet boundary
conditions on a part ΓD of ∂Ω, and by homogeneous Neumann boundary condition on the remaining
part ΓN = ∂Ω \ ΓD of the boundary:

Φ = ΦD on (0, T )× ΓD, ∇Φ · n = 0 on (0, T )× ΓN . (1.6)

Throughout the paper, we assume that ΦD is defined on the whole domain Ω and does not depend
on time, with ΦD ∈ H1(Ω) ∩ L∞(Ω).

The goal of this paper is to study and compare several different Finite Volume schemes for the sys-
tem (1.1)–(1.6). They are based on various reformulations of the flux J. Indeed, we may introduce ei-
ther the so-called excess chemical potential ν(c) = h(c)− log(c) = − log(1−c), or the activity and
the inverse activity coefficient respectively defined by a(c) = eh(c) = c

1−c , and β(c) = c
a(c)

= 1− c,
or the diffusion enhancement r(c) = − log(1− c) satisfying r′(c) = ch′(c). Then the flux J, initially
defined by (1.2), rewrites

J = −∇c− c∇ (Φ + ν(c)) , (1.7)

= −β(c)(∇a(c) + a(c)∇Φ), (1.8)

= −r′(c)∇c− c∇Φ, (1.9)
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Numerical analysis of finite volume schemes for degenerate drift-diffusion 3

These formulations (1.2), (1.7), (1.8) and (1.9) lead to different schemes that we aim to compare from
a numerical analysis point of view. We may notice that the flux J also rewrites

J = −∇r(c)− c∇Φ. (1.10)

This last formulation will be used to define the weak solution to (1.1)–(1.6).

Before going to the discretization of the problem, let us highlight the entropy structure of system (1.1)–
(1.6), which plays a central role in what follows.

1.3. Entropy structure and weak solutions. The goal of this section is to shortly depict the gradient
flow structure of the system (1.1)–(1.6). We stay here at a formal level, and remain sloppy about
regularity issues. The solutions (c,Φ) to (1.1)–(1.6) are supposed to be regular enough so that the
following calculations are justified. Define the mixing entropy density

H(c) = c log(c) + (1− c) log(1− c),
which is an antiderivative of h, then the electrochemical energy is given by

E(c,Φ) =

∫
Ω

{
H(c) +

1

2
|∇Φ|2

}
dx−

∫
ΓD

ΦD∇Φ · ndγ. (1.11)

The next proposition shows that the electrochemical energy is a Lyapunov functional. Moreover, the
dissipation rate for the energy is explicitly given.

Proposition 1.1. Let (c,Φ) be a smooth solution to (1.1)–(1.6), with c bounded away from 0 and 1,
then

d

dt
E(c,Φ) +

∫
Ω

c |∇(h(c) + Φ)|2 dx = 0.

Proof. We notice first that, since ΦD does not depend on time,

d

dt
E(c,Φ) =

∫
Ω

(h(c)∂tc+∇Φ · ∂t∇Φ)dx−
∫

ΓD

ΦD∂t∇Φ · ndγ.

Then we apply the Gauss theorem and we use the Poisson equation (1.3) with a constant doping
profile, in order to get

d

dt
E(c,Φ) =

∫
Ω

(h(c) + Φ)∂tc.

Multiplying the conservation law (1.1) by h(c) + Φ and integrating over the domain Ω yields∫
Ω

∂tc(h(c) + Φ) = −
∫

Ω

c |∇(h(c) + Φ)|2 dx,

thanks to the no-flux boundary condition (1.5). It concludes the proof of Proposition 1.1. �

Let c ∈ L∞(Ω; [0, 1]), we denote by Φ[c] the unique solution to (1.3). One can easily check that
the energy functional c 7→ E(c,Φ[c]) is bounded on L∞(Ω; [0, 1]). Indeed, H takes values in
[− log 2, 0] and the bounds on the electrical energy can be obtained by multiplying the Poisson equa-
tion by Φ−ΦD and Φ and integrating over Ω. Therefore, E(c(t),Φ(t)) is finite for all t > 0, whence
a L∞((0, T );H1(Ω)) estimate on Φ. We also deduce from Proposition 1.1 that the total energy
dissipation is bounded, i.e. ∫ T

0

∫
Ω

c |∇(h(c) + Φ)|2 dxdt ≤ C (1.12)

for some C uniform with respect to the final time horizon T . Using again that 0 ≤ c ≤ 1, we deduce
from (1.12) that ∫ T

0

∫
Ω

|∇r(c)|2dxdt ≤
∫ T

0

∫
Ω

c |∇h(c)|2 dxdt ≤ C. (1.13)

DOI 10.20347/WIAS.PREPRINT.2620 Berlin 2019



C. Cancès, C. Chainais-Hillairet, J. Fuhrmann, B. Gaudeul 4

The aforementioned L∞((0, T );H1(Ω)) estimate on the potential Φ and Estimate (1.13) on r(c)
suggest a notion of weak solution which is based on the expression (1.10) of the flux J. In what
follows, we denote the vector spaceHΓD = {f ∈ H1(Ω), f|ΓD = 0} and QT = (0, T )× Ω.

Definition 1. A couple (c,Φ) is a weak solution of (1.1)–(1.6) if

• c ∈ L∞((0, T ); [0, 1]) with r(c) ∈ L2((0, T );H1(Ω)), and Φ− ΦD ∈ L∞((0, T ),HΓD);
• For all ϕ ∈ C∞c ([0, T )× Ω), there holds∫∫

QT

c∂tϕdxdt+

∫
Ω

c0ϕ(0, ·)dx−
∫∫

QT

(r(c) + c∇Φ) · ∇ϕdxdt = 0; (1.14)

• For all ψ ∈ H and almost all t ∈ (0, T ), there holds∫
Ω

∇Φ(t,x) · ∇ψ(x)dx =

∫
Ω

(c(t,x) + cdp(x))ψ(x)dx. (1.15)

The goal of this paper is to compare from a numerical analysis point of view several different numerical
schemes to approximate the solutions to (1.1)–(1.6). We pay a particular attention to the preservation
at the discrete level of the key properties of the continuous model, in particular concerning the preser-
vation of the physical bounds 0 ≤ c ≤ 1 and the energy/energy dissipation relation highlighted in
Proposition 1.1. The definition of the Finite Volume approximation is detailed in the next section.

2. FINITE VOLUME APPROXIMATIONS

This section is organized as follows. First in Section 2.1, we state the requirements on the mesh and
fix some notations. Then in Section 2.2, we describe the common basis to the different schemes
to be studied in this paper. All the methods presented in this paper rely on so-called two-point flux
approximations, but four different schemes are introduced in Section 2.3 based on the formulations
(1.2) to (1.9) of the flux J. Then in Section 2.4, we state our two main results. The first one, namely
Theorem 2.1, focuses on the case of a fixed mesh. We are interested in the existence of a solution to
the nonlinear system corresponding to the schemes, and to the dissipation of the energy at the discrete
level. More precisely, one establishes that the all the studied schemes satisfy a discrete counterpart
to Proposition 1.1. Our second main result, namely Theorem 2.2, is devoted to the convergence of the
scheme as the time step and the mesh size tend to 0.

2.1. Discretization of (0, T ) × Ω. In this paper, we perform a parallel study of four numeri-
cal schemes based on two-point flux approximation (TPFA) finite volume schemes. As explained
in [20, 24], this approach appears to be very efficient as soon as the continuous problem to be solved
numerically are isotropic and one has the freedom to choose a suitable mesh fulfilling the so-called
orthogonality condition [36, 25]. We recall here the definition of such a mesh, which is illustrated by
Figure 1.

Definition 2. An admissible mesh of Ω is a triplet
(
T , E , (xK)K∈T

)
such that the following conditions

are fulfilled.

(i) Each control volume (or cell) K ∈ T is non-empty, open, polyhedral and convex. We assume
that

K ∩ L = ∅ if K,L ∈ T with K 6= L, while
⋃
K∈T

K = Ω.

(ii) Each face σ ∈ E is closed and is contained in a hyperplane of Rd, with positive (d − 1)-
dimensional Hausdorff (or Lebesgue) measure denoted by mσ = Hd−1(σ) > 0. We assume
thatHd−1(σ∩σ′) = 0 for σ, σ′ ∈ E unless σ′ = σ. For allK ∈ T , we assume that there exists
a subset EK of E such that ∂K =

⋃
σ∈EK σ. Moreover, we suppose that

⋃
K∈T EK = E . Given

DOI 10.20347/WIAS.PREPRINT.2620 Berlin 2019



Numerical analysis of finite volume schemes for degenerate drift-diffusion 5

two distinct control volumes K,L ∈ T , the intersection K ∩ L either reduces to a single face
σ ∈ E denoted by K|L, or its (d− 1)-dimensional Hausdorff measure is 0.

(iii) The cell-centers (xK)K∈T are pairwise distinct with xK ∈ K , and are such that, if K,L ∈ T
share a face K|L, then the vector xL − xK is orthogonal to K|L.

(iv) For the boundary faces σ ⊂ ∂Ω, we assume that either σ ⊂ ΓD or σ ⊂ ΓN . For σ ⊂ ∂Ω with
σ ∈ EK for some K ∈ T , we assume additionally that there exists xσ ∈ σ such that xσ − xK
is orthogonal to σ.

σ = K|L

K

xσ

xK

xL

FIGURE 1. Illustration of an admissible mesh as in Definition 2.

We denote by mK the d-dimensional Lebesgue measure of the control volume K . The set of
the faces is partitioned into two subsets: the set Eint of the interior faces defined by Eint =
{σ ∈ E | σ = K|L for some K,L ∈ T } , and the set Eext of the exterior faces defined by Eext =
{σ ∈ E | σ ⊂ ∂Ω} , which can also be partitioned into ED = {σ ⊂ ΓD} and EN = {σ ⊂ ΓN}.
For a given control volume K ∈ T , we also define EK,int the set of its faces which belong to Eint. For
such a face σ ∈ EK,int, we may write σ = K|L, meaning that σ = K ∩ L .

Given σ ∈ E , we denote by

dσ =

{
|xK − xL| if σ = K|L ∈ Eint,

|xK − xσ| if σ ∈ Eext,
and by τσ =

mσ

dσ

We finally introduce the size hT and the regularity ζT (which is assumed to be positive) of a discretiza-
tion (T , E , (xK)K∈T ) of Ω by setting

hT = max
K∈T

diam(K), ζT = min
K∈T

min
σ∈EK

d(xK , σ)

dσ
.

Concerning the time discretization of (0, T ), we consider an increasing finite family of times 0 = t0 <
t1 < . . . , < tN = T . We denote by ∆tn = tn − tn−1 for 1 ≤ n ≤ N , by ∆t = (∆tn)1≤n≤N , and

by ∆t = max1≤n≤N ∆tn.

2.2. A common basis for the Finite Volume schemes. All the numerical schemes studied in this
paper are based on TPFA Finite Volumes. The initial data c0 is discretized into (c0

K)K∈T ∈ RT by
setting

c0
K =

1

mK

∫
K

c0(x)dx, ∀K ∈ T , (2.1)

DOI 10.20347/WIAS.PREPRINT.2620 Berlin 2019
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while the doping profile cdp is discretized into
(
cdpK

)
K∈T
∈ RT by

cdpK =
1

mK

∫
K

cdp(x)dx, ∀K ∈ T . (2.2)

Assume that cn−1 =
(
cn−1
K

)
K∈T is given for some n > 0, then we have to define how to compute

(cn,Φn) = (cnK ,Φ
n
K)K∈T .

First, we introduce some notations. For all K ∈ T and all σ ∈ EK , we define the mirror values cnKσ
and Φn

Kσ of cnK and Φn
K respectively across σ by setting

cnKσ =

{
cnL if σ = K|L ∈ Eint,

cnK if σ ∈ Eext,
Φn
Kσ =


Φn
L if σ = K|L ∈ Eint,

Φn
K if σ ∈ EN ,

Φn
σ = 1

mσ

∫
σ

ΦDdγ if σ ∈ ED.
(2.3)

Given u = (uK)K∈T ∈ RT , we define the oriented and absolute jumps of u across any edge by

DKσu = uKσ − uK , Dσu = |DKσu|, ∀K ∈ T , ∀σ ∈ EK .

We consider a backward Euler scheme in time and a TPFA finite volume scheme in space. It is written
as follows:

−
∑
σ∈EK

τσDKσΦ
n = mK

(
cnK + cdpK

)
, ∀K ∈ T . (2.4a)

mK
cnK − cn−1

K

∆tn
+
∑
σ∈EK

F n
Kσ = 0, ∀K ∈ T , (2.4b)

where F n
Kσ should be a conservative and consistent approximation of 1

∆tn

∫ tn
tn−1

∫
σ

J · nKσ (nKσ
denotes the normal to σ outward K). The explicit formulas relating the numerical fluxes F n

Kσ to the
primary unknowns are now the only remaining degree of freedom. Four possible choice are given in
the next section.

2.3. Numerical fluxes for the conservation of the chemical species. In order to close the sys-
tem (2.4a)–(2.4b), it remains to define the numerical fluxes F n

Kσ.

Due to the no-flux boundary condition (1.5), we impose, in all the cases,

F n
Kσ = 0, ∀K ∈ T ,∀σ ∈ EK ∩ Eext. (2.5)

The inner fluxes are defined with a function F of the primary unknowns (cnK , c
n
L,Φ

n
K ,Φ

n
L):

F n
Kσ = τσF(cnK , c

n
L,Φ

n
K ,Φ

n
L), ∀K ∈ T ,∀σ = K|L. (2.6)

We discuss now four strategies that are based on the four expressions (1.2), (1.7), (1.8), and (1.9).
They lead to different formulas for F . Three of the discrete fluxes are extensions of the Scharfetter-
Gummel scheme [41] and let the Bernoulli function B(u) = u

eu−1
, with B(0) = 1, appear in their

definition.

All the functions F defined below verify

F(cK , cL,ΦK ,ΦL) = −F(cL, cK ,ΦL,ΦK) ∀(cK , cL,ΦK ,ΦL) ∈ (0, 1)× (0, 1)× R× R,

so that the numerical fluxes are locally conservative, which means

F n
Kσ + F n

Lσ = 0 ∀σ = K|L ∈ Eint. (2.7)

DOI 10.20347/WIAS.PREPRINT.2620 Berlin 2019
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2.3.1. The centered flux. The so-called centered flux is derived from formula (1.2), which suggests
the following definition of F :

F(cK , cL,ΦK ,ΦL) = −cK + cL
2

DKσ (h(c) + Φ) . (2.8)

The associate flux can be seen as a particular case in the TPFA context of the fluxes introduced in [12,
10, 9, 13] in various multipoint flux approximations (MPFA) or finite element contexts. In opposition to
the three next schemes, the centered scheme is not based on the Scharfetter-Gummel scheme. We
can notice that, even if the relation (1.10) between the flux and the concentration would be linear (i.e.,
if h(c) = log(c) so that r(c) = c), F is nonlinear with respect to cK and cL and also singular near 0.

2.3.2. The Sedan flux. The second flux we introduce is named Sedan after the eponymous code
SEDAN III [44]. Formula (1.7) for the flux J suggests to use a classical Scharfetter-Gummel scheme,
but for a modified potential Φ + ν(c) instead of only Φ, leading to the following definition of F :

F(cK , cL,ΦK ,ΦL) =
{
B (DKσ(Φ + ν(c))) cK −B (−DKσ(Φ + ν(c))) cL

}
. (2.9)

Remark 2.1. We notice that the Sedan flux defined by (2.9) satisfies

F(cK , cL,Φ,Φ) = r(cK)− r(cL), ∀(cK , cL) ∈ (0, 1)× (0, 1), ∀Φ ∈ R.

It means that, when J = −∇r(c), we recover the classical two-point flux approximation:

F n
Kσ = τσ(r(cnK)− r(cnL)), ∀K ∈ T ,∀σ = K|L.

2.3.3. The activity based flux. The activity based flux we discuss now is a restriction to our simplified
model of the flux introduced in [27, 31]. It relies on the expression (1.8) of the flux J. Assume that
a(c) and β(c) are independent one from another (even though this is of course not true), then the
flux J is linear w.r.t. a(c), while β(c) is a multiplicative factor. This suggests to choose a particular
average for β(c) —here the arithmetic mean— and to apply the Scharfetter-Gummel scheme in order
to approximate∇a(c) + a(c)∇Φ. This yields

F(cK , cL,ΦK ,ΦL) =
β(cK) + β(cL)

2

{
B(DKσΦ)a(cK)−B(−DKσΦ)a(cL)

}
. (2.10)

2.3.4. The Bessemoulin-Chatard flux. The last numerical flux we consider here is named
Bessemoulin-Chatard flux after the author’s name of [3]. Formula (1.9) for the flux J suggests that, up
to the introduction of a variable diffusion coefficient approximating the quantity r′(c) per face, one can
use the Scharfetter-Gummel scheme. Following [3], the approximation dr(cK , cL) of r′(c) is defined
as

dr(cK , cL) =


h(cK)− h(cL)

log(cK)− log(cL)
if cK 6= cL,

r′(cK) if cK = cL.

This leads to the following definition of F :

F(cK , cL,ΦK ,ΦL) = dr(cK , cL)

{
B

(
DKσΦ

dr(cK , cL)

)
cK −B

(
− DKσΦ

dr(cK , cL)

)
cL

}
. (2.11)

DOI 10.20347/WIAS.PREPRINT.2620 Berlin 2019
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2.4. Main results and organisation of the paper. We have introduced four schemes defined by
(2.1)–(2.6), supplemented with one of the four definitions of F : (2.8), (2.9), (2.10), or (2.11). Besides
numerical comparisons between the different approaches —this will be the purpose of Section 5—,
we aim at proposing shared pieces of numerical analysis for all the schemes.

All the four schemes proposed above yield a nonlinear system to be solved at each time step. The
first theorem proven is this paper concerns the existence of discrete solutions for a given mesh, and
the preservation of the physical bounds: boundedness of the concentration between 0 and 1, decay
of the energy. The discrete energy functional ET is the discrete counterpart of the continuous energy
functional E, namely

ET (cn,Φn) =
∑
K∈T

mKH(cnK) +
1

2

∑
σ∈E

τσ (DσΦ
n)2 −

∑
K∈T

∑
σ∈ED∩EK

τσΦD
σDKσΦ

n. (2.12)

As stated in Theorem 2.1 below, the nonlinear systems corresponding to all the four schemes admit
solutions which preserve the physical bounds on the concentrations and the decay of the energy. The
proof of Theorem 2.1 will be the purpose of Section 3.

Theorem 2.1. Let (T , E , (xK)K∈T ) be an admissible mesh and let c0 be defined by (2.1). Then,
for all 1 ≤ n ≤ N , the nonlinear system of equations (2.3)–(2.6), supplemented either with (2.8),
(2.9), (2.10), or (2.11), has a solution (cn,Φn) ∈ [0, 1]T ×RT . Moreover, the solution to the scheme
satisfies, for all 1 ≤ n ≤ N ,

ET (cn,,Φn) ≤ ET (cn−1,Φn−1) and 0 < cnK < 1, ∀K ∈ T .

Knowing a discrete solution to the scheme, (cn,Φn)1≤n≤N , we can define an approximate solution
(cT ,∆t,ΦT ,∆t). It is the piecewise constant function defined almost everywhere by

cT ,∆t(t,x) = cnK , ΦT ,∆t(t,x) = Φn
K if (t,x) ∈ (tn−1, tn]×K.

This definition will be developed in Section 4 and supplemented by other reconstruction operators.

Let (Tm, Em, (xK)K∈Tm)m≥1 be a sequence of admissible meshes in the sense of Definition 2 such

that hTm ,∆tm −→
m→∞

0 while the mesh regularity remains bounded, i.e., ζTm ≥ ζ? for some ζ? > 0

not depending on m, a natural question is the convergence of the associated sequence of approxi-
mate solution (cTm,∆tm ,ΦTm,∆tm)m≥1 towards a weak solution to the continuous problem. The con-
vergence result is stated in Theorem 2.2, only for the centered scheme and the Sedan scheme.

Theorem 2.2. For the centered scheme (inner fluxes defined by (2.6) and (2.8)) and the
Sedan scheme (inner fluxes defined by (2.6) and (2.9)), a sequence of approximate solutions
(cTm,∆tm ,ΦTm,∆tm)m≥1 satisfies, up to a subsequence,

cTm,∆tm −→
m→∞

c a.e. in QT , ΦTm,∆tm −→
m→∞

Φ in L2(QT ) (2.13)

where (c,Φ) is a weak solution in the sense of Definition 1.

The above theorem deserves some comments. First, the convergence proof carried out in what follows
does not encompass the activity based scheme and the Bessemoulin-Chatard scheme for reasons
that will appear clearly in the proof later on. This does of course not mean that these schemes do
not converge, but only that our analysis does not cover them. Second, the topologies for which the
convergence is claimed in (2.13) is suboptimal when compared to the results we prove in Section 4.
However, we choose to keep the statement as simple as possible. The interested reader can refer to
Section 4 to get finer results, including the convergence of approximate gradients to be defined later
on.

Section 5 is then devoted to the comparison of the numerical results produced by the different
schemes.
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3. NUMERICAL ANALYSIS FOR FIXED MESHES

In this section, one aims to show that each scheme admits at least one solution and that the physical
bounds are preserved by the schemes. Our approach is based on a topological degree argument [38,
17] to be detailed in Section 3.3. It relies on a priori estimates to be stated in Section 3.2. But let us
start by some preliminary properties of the different functions F , defined either by (2.8), (2.9), (2.10),
or (2.11), and some consequences for the inner numerical fluxes F n

Kσ .

3.1. Face concentration and face dissipation. For each scheme, one can naturally define a face
concentration functional C : (0, 1)× (0, 1)× R× R→ R by

C : (cK , cL,ΦK ,ΦL) 7→ F(cK , cL,ΦK ,ΦL)

h(cK) + ΦK − h(cL)− ΦL

. (3.1)

It clearly satisfies C (cK , cL,ΦK ,ΦL) = C (cL, cK ,ΦL,ΦK) . It means that we can define one unique
face concentration by internal face and by choice of flux

Cnσ = C (cnK , c
n
L,Φ

n
K ,Φ

n
L) ∀σ ∈ Eint, σ = K|L (3.2)

and that each flux F n
Kσ can be rewritten as

F n
Kσ = −τσCnσDKσ(h(cn) + Φn), ∀K ∈ T ,∀σ = K|L. (3.3)

We also introduce a face dissipation functional D : (0, 1)× (0, 1)× R× R→ R, defined by

D(cK , cL,ΦK ,ΦL) = C (cK , cL,ΦK ,ΦL) |h(cK)− h(cL) + ΦK − ΦL|2 . (3.4)

and we set, for each scheme,

Dnσ = D(cnK , c
n
L,Φ

n
K ,Φ

n
L), ∀σ ∈ Eint, σ = K|L. (3.5)

For δ ∈ (0, 1) and M ∈ R, we finally define two functions associated to D, Ψδ,M : (0, 1)→ R and
Υδ,M : (0, 1)→ R, by

Ψδ,M(cL) = inf{D(cK , cL,ΦK ,ΦL); cK ∈ [δ, 1), (ΦK ,ΦL) ∈ [−M,M ]2}
Υδ,M(cL) = inf{D(cK , cL,ΦK ,ΦL); cK ∈ (0, 1− δ], (ΦK ,ΦL) ∈ [−M,M ]2}

(3.6)

Note that δ 7→ Ψδ,M(cL) and δ 7→ Ψδ,M(cL) are nondecreasing for all M ∈ R and all cL ∈ (0, 1).

Our first lemma in this section focuses on the face concentration, which for three scheme over four
can be shown to be an average value of the surrounding cell concentrations.

Lemma 3.1. The face concentration functional defined by (3.1) and either (2.8), (2.9) or (2.11) verifies,
for all (cK , cL,ΦK ,ΦL) ∈ (0, 1)× (0, 1)× R× R,

min(cK , cL) ≤ C(cK , cL,ΦK ,ΦL) ≤ max(cK , cL). (3.7)

Property (3.7) does not hold in general in the case where F is defined by (2.10) (activity based flux),
but one still has, for all (cK , cL,ΦK ,ΦL) ∈ (0, 1)× (0, 1)× R× R,

C(cK , cL,ΦK ,ΦL) ≥ min(cK , cL)

2
> 0. (3.8)

Proof. We first remark that Property (3.7) trivially holds for the centered flux (2.8) since, in this case,

C(cK , cL,ΦK ,ΦL) =
cK + cL

2
.

The proof is more intricate for the Sedan flux (2.9) and the Bessemoulin-Chatard flux (2.11). It relies
on elementary properties of the Bernoulli function.
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Let us start with the Bessemoulin-Chatard flux (2.11), for which

C(cK , cL,ΦK ,ΦL) =

drσ

(
B

(
ΦL − ΦK

drσ

)
cK −B

(
ΦK − ΦL

drσ

)
cL

)
h(cK) + ΦK − h(cL)− ΦL

, (3.9)

where we have set

drσ = dr(cK , cL). (3.10)

Let us now recall the elementary property of the Bernoulli function:

B(log(a)− log(b))a−B(log(b)− log(a))b = 0, ∀(a, b) ∈ (0, 1)2. (3.11)

Introducing the quantities x = log(cK/cL) and y = (ΦL −ΦK)/drσ, elementary calculations show
that the relation (3.9) rewrites

C(cK , cL,ΦK ,ΦL) =
B(y)−B(x)

x− y
cK +

B(−x)−B(−y)

x− y
cL. (3.12)

But, the Bernoulli function is decreasing and satisfies B(x) − B(−x) = −x for all x ∈ R, which
implies

B(y)−B(x)

x− y
+
B(−x)−B(−y)

x− y
= 1.

Thus C(cK , cL,ΦK ,ΦL) is a convex combination of cK and cL, so that (3.7) holds for the
Bessemoulin-Chatard flux.

The case of the Sedan flux (2.9) can be treated similarly because (3.12) is still satisfied, but with
x = log(cK/cL) and y = ΦL + ν(cL)− ΦK + ν(cK). Here again, C(cK , cL,ΦK ,ΦL) is a convex
combination of cK and cL, so that (3.7) holds for the Sedan flux.

The fact that (3.7) does not hold for the activity based flux (2.10) is depicted on Figure 2. Nevertheless,
one can express the corresponding face concentration under the form

C(cK , cL,ΦK ,ΦL) =
β(cK) + β(cL)

2
×
(
B(y)−B(x)

x− y
a(cK) +

B(−x)−B(−y)

x− y
a(cL)

)
,

with x = log(a(cK))− log(a(cL)) and y = ΦL−ΦK . Therefore, C(cK , cL,ΦK ,ΦL) is the product
of the arithmetic mean of the positive quantities β(cK) and β(cL) with a convex combination of the
positive quantities a(cK) and a(cL). As a is increasing, this convex combination is bounded by below
by a(min(cK , cL)). Using the identity β(c)a(c) = c, we get (3.8). �

As a by-product of Lemma 3.1, we obtain that the face dissipation D is a nonnegative function as the
product of nonnegative quantities. The second lemma of this section is about the coercivity of the face
dissipation functional. As its proof is technical, it is given in Appendix B.

Lemma 3.2. The face dissipation functional defined by (3.4) and either (2.8), (2.9), (2.10) or (2.11)
satisfies the following dissipation property: given δ ∈ (0, 1) and M ∈ R, there holds, for Ψ and Υ as
defined in (3.6):

lim
cL→0

Ψδ,M(cL) = +∞,

lim
cL→1

Υδ,M(cL) = +∞.
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FIGURE 2. Evolution of the face concentration C(cK , cL,ΦK ,ΦL) as a function of
the jump of the potential ΦL − ΦK for the choice cK = 0.3 and cL = 0.7.

3.2. Uniform a priori estimates. In all this section, we assume that (cn,Φn)1≤n≤N is a solution to
the scheme (2.3)–(2.6) with a numerical flux defined among (2.8)–(2.11). We also assume that this
solution verifies: 0 < cnK < 1 for all K ∈ T and all 1 ≤ n ≤ N . Then the goal of this section is to
derive enough a priori estimates on (cn,Φn)1≤n≤N in order to show the existence of a weak solution
to the nonlinear system induced by the scheme.

The first lemma is the discrete counterpart of the global conservation of mass.

Lemma 3.3. One has∑
K∈T

mKc
n
K =

∑
K∈T

mKc
n−1
K =

∫
Ω

c0dx, ∀1 ≤ n ≤ N.

Proof. The first equality is obtained by summing (2.4b) overK ∈ T and by using the no-flux boundary
conditions (2.5) and the local conservativity of the scheme (2.7). A straightforward induction ensures
the second equality thanks to (2.1) . �

The second a priori estimate is related to energy dissipation and can be seen as a discrete counterpart
of Proposition 1.1.

Proposition 3.1. There holds

ET (cn,Φn)− ET (cn−1,Φn−1)

∆tn
≤ −

∑
σ∈Eint

τσDnσ ≤ 0, ∀1 ≤ n ≤ N,

with Dnσ defined by (3.5), and ET defined by (2.12).

Proof. Due to the convexity of H and of x 7→ x2/2, we have :

ET (cn,Φn)− ET (cn−1,Φn−1) ≤
∑
K∈T

mK(cnK − cn−1
K )h(cnK)+∑

σ∈E

τσDσΦ
nDσ(Φn −Φn−1)−

∑
K∈T

∑
σ∈ED∩EK

τσΦD
σDKσ(Φn −Φn−1).
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A discrete integration by parts permits to rewrite the sum of the two last terms, which, combined to the
scheme (2.4a), leads to

ET (cn,Φn)− ET (cn−1,Φn−1) ≤
∑
K∈T

mK(cnK − cn−1
K )(h(cnK) + Φn

K). (3.13)

Multiplying the equation (2.4b) by h(cnK) + Φn
K and summing over K ∈ T , we obtain that∑

K∈T

mK
cnK − cn−1

K

∆tn
(h(cnK) + Φn

K) = −
∑
K∈T

(h(cnK) + Φn
K)
∑
σ∈EK

F n
Kσ

= −
∑
σ∈Eint

τσCnσ |Dσ (h(cn) + Φn)|2 (3.14)

Combining (3.13) and (3.14) provides the desired estimate. �

The third statement of this section is devoted to a uniform L∞ estimate of (Φn)1≤n≤N . It is a straight-
forward consequence of the slightly more general Proposition A.1 stated in appendix, together with
the a priori bounds 0 < cnK < 1 and −‖cdp‖∞ ≤ cdpK ≤ ‖cdp‖∞.

Lemma 3.4. There exists MΦ depending only on ΦD, cdp and Ω such that

|Φn
K | ≤MΦ, ∀K ∈ T , ∀1 ≤ n ≤ N.

Next lemma concerns the discrete L∞((0, T );H1(Ω)) estimate on the electric potential.

Lemma 3.5. There exists C depending only on ΦD, cdp, Ω and ζT such that∑
σ∈E

τσ|DσΦ
n|2 ≤ C, ∀1 ≤ n ≤ N

and

∣∣∣∣∣∣
∑
K∈T

∑
σ∈ED∩EK

τσΦD
σDKσΦ

n

∣∣∣∣∣∣ ≤ C, ∀1 ≤ n ≤ N.

Proof. As ΦD ∈ L∞ ∩H1(Ω), it is discretized into ΦD ∈ RT by setting

ΦD
K =

1

mK

∫
K

ΦDdx, ∀K ∈ T , and ΦD
σ =

1

mσ

∫
σ

ΦDdγ, ∀σ ∈ ED.

It satisfies |ΦD
K | ≤ ‖ΦD‖∞ for allK ∈ T . Multiplying (2.4a) by Φn

K−ΦD
K and summing overK ∈ T

provides ∑
σ∈E

τσDKσΦ
nDKσ(Φn −ΦD) =

∑
K∈T

mK(cnK + cdpK )(Φn
K − ΦD

K). (3.15)

Using the elementary inequality a(a− b) ≥ a2−b2
2

, we get that∑
σ∈E

τσDKσΦ
nDKσ(Φn −ΦD) ≥ 1

2

∑
σ∈E

τσ(DσΦ
n)2 − 1

2

∑
σ∈E

τσ(DσΦ
D)2.

Using the boundedness of cnK , cdpK , ΦD
K , and of Φn

K (cf. Lemma 3.4), we obtain that the right-hand side
is bounded: ∑

K∈T

mK(cnK + cdpK )(Φn
K − ΦD

K) ≤ C.

Following [25, Lemma 13.4], there exists C depending only on ζT such that∑
σ∈E

τσ(DσΦ
D)2 ≤ C‖ΦD‖2

H1(Ω), (3.16)
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which allows to conclude the proof of the first inequality of Lemma 3.5. Multiplying now the scheme
(2.4a) by Φn

K and summing over K ∈ T leads to the second inequality by following the same kind of
computations. �

Remark 3.1. Using Proposition 3.1, we notice that Lemma 3.5 implies the existence of C depending
only on c0, ΦD, Ω and ζT such that:

N∑
n=1

∆tn
∑
σ∈Eint

τσDnσ ≤ C, ∀N ∈ N

As a last step before establishing the existence of a solution to the scheme, we show that the approx-
imate concentrations cn are bounded away from 0 and 1. Note that contrary to Lemmas 3.3 and 3.4
and to Proposition 3.1, the estimate of the following Lemma is not uniform with respect to mesh size
and time step.

Lemma 3.6. There exists ε > 0 depending on T ,∆t, ΦD, c̄, cdp and Ω such that

ε < cnK < 1− ε, ∀K ∈ T , ∀1 ≤ n ≤ N.

Proof. The proof follows the idea of [11, Lemma 3.10] (see also [12, Lemma 3.7]). Let us establish
the lower bound, since the outline of the proof of the upper bound is similar. Here again, we drop the
superscript j for the ease of reading.

Because of assumption (1.4) on the initial data and of the choice (2.1) for its discretization, one knows
that

1

mΩ

∑
K∈T

mKc
0
K = c ∈ (0, 1).

Lemma 3.3 ensures the conservation of mass, so that

1

mΩ

∑
K∈T

mKc
n
K = c ∈ (0, 1), ∀n ≥ 1.

This implies that there exists K0 ∈ T such that cnK0
≥ c > 0. We set δ0 = c.

Denote by Φ[cn] the unique solution to the linear system (2.4a). Lemma 3.5 ensures that the functional
cn 7→ ET (cn,Φ[cn]) is bounded on (0, 1)T . Therefore, it follows from Proposition 3.1 that there
exists CD depending (among others) on ∆tn such that

DnT =
∑
σ∈Eint

τσDnσ ≤ CD, ∀1 ≤ n ≤ N. (3.17)

In particular, for all face σ ∈ EK0 , one gets that τσDnσ ≤ CD. Therefore, the concentration cnK1
in any

neighboring cell K1 of K0 is bounded away from 0 by

cnK1
≥ inf

{
cL ∈ (0, 1) ; ΨcnK0

,MΦ
(cL) ≤ CD/τσ

}
≥ inf

{
cL ∈ (0, 1) ; Ψδ0,MΦ

(cL) ≤ CD/ min
σ∈Eint

τσ

}
=: δ1 > 0

thanks to the monotonicity of δ 7→ Ψδ,M(cL). Owing to Lemma 3.2, the above right-hand side is
bounded away from 0 by some quantity that might also depends on T because of the presence of τσ.
This lower bound can be set to δ1 and we can then iterate the procedure to the neighboring cells of
K1, and so on and so forth. Since the mesh is finite, only a finite number of iterations IT is needed to
cover all the cells, whence a uniform lower bound on cnK : ε = min1≤i≤IT δi, where

δi+1 = inf

{
cL ∈ (0, 1) ; Ψδi,MΦ

(cL) ≤ CD/ min
σ∈Eint

τσ

}
> 0, δ0 = c.
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�

3.3. Existence of a solution to the schemes. Based on the estimates derived in the previous sec-
tion, we can establish the existence of at least one solution to each scheme. This completes the proof
of Theorem 2.1.

Proposition 3.2. Let c0 be defined by (2.1). Then, for all 1 ≤ n ≤ N , the nonlinear sys-
tem of equations (2.3)–(2.6), supplemented either with (2.8), (2.9), (2.10), or (2.11), has a solution
(cn,Φn) ∈ RT × RT .

Proof. The proof is a proof by induction; it relies on a topological degree argument [38, 17] at each
time step. The idea is to transform in a continuous way our complex nonlinear system into a linear
system while guaranteeing that a priori estimates controlling the solution remain valid all along the
homotopy. We sketch the main ideas of the proof, making the homotopy (parametrized by λ ∈ [0, 3])
explicit.

We denote by c? = cn−1 ∈ (0, 1)T the discrete concentration at the previous time step. We are
interested in the existence of zeros for a functional

H :

{
[0, 3]× (0, 1)T × RT → RT × RT

(λ, c,Φ) 7→ H(λ, c,Φ)

that boils down to the scheme (2.4) when λ = 3. For sake of simplicity, instead of giving the def-
inition of H for the different values of λ, we give a sense to the fact that c(λ),Φ(λ) is solution to
H(λ, c(λ),Φ(λ)) = 0.

We start with λ ∈ [0, 1]: c(λ) is defined as the solution to the nonlinear system of equation

mK
c

(λ)
K − c?K

∆tn
+ (1− λ)

∑
σ∈EK,int

τσ(c
(λ)
K − c

(λ)
L ) + λ

∑
σ∈EK,int

τσ

(
r(c

(λ)
K )− r(c(λ)

L )
)

= 0, (3.18)

while Φ(λ) = 0. Let us remark that for λ = 0, it boils down to an invertible linear system of equations.
Moreover, adapting the proof of Proposition 3.1 and using the property (r(a)−r(b))(h(a)−h(b)) ≥
(a− b)(h(a)− h(b)) for all (a, b) ∈ (0, 1)2, we get:

ET (c(λ),0)− ET (c?,0) ≤ −∆tn
∑
σ∈Eint

τσ(c
(λ)
K − c

(λ)
L )(h(c

(λ)
K )− h(c

(λ)
L )).

As the associated dissipation function defined byD(cK , cL) = (cK − cL)(h(cK)− h(cL)) is clearly
coercive in the sense of Lemma 3.2, we can deduce as in Lemma 3.6 the existence of ε1 > 0 such
that ε1 < c

(λ)
K < 1− ε1 for all K ∈ T and for all λ ∈ [0, 1].

For λ ∈ [1, 2], one lets our system evolve from the monotone scheme corresponding to λ = 1
(which, due to Remark 2.1 corresponds to the Sedan scheme for the case without electrical potential)
to the scheme with the expected numerical fluxes FKσ. But the electrical potential is still blocked to
Φ(λ) = 0, i.e.,

mK
c

(λ)
K − c?K

∆tn
+ (2− λ)

∑
σ∈EK,int

τσ

(
r(c

(λ)
K )− r(c(λ)

L )
)

+ (λ− 1)
∑

σ∈EK,int

F
(λ)
Kσ = 0,

F
(λ)
Kσ = τσF(c

(λ)
K , c

(λ)
L , 0, 0).

(3.19)

with F defined either by (2.8), (2.9), (2.10), or (2.11). Thanks to Lemma 3.6, there exists ε2 > 0 such
that ε2 < c

(λ)
K < 1− ε2 for all K ∈ T and for all λ ∈ [1, 2].
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During the last step, λ ∈ [2, 3], we reactivate progressively the electrical potential while keeping
equation (2.4b). Defining

ΦD,(λ)
σ = (λ− 2)ΦD

σ , ∀σ ∈ ED,
(c(λ),Φ(λ)) is defined, for all λ ∈ [2, 3] as the solution to the nonlinear system: for all K ∈ T ,

mK
c

(λ)
K − c?K

∆tn
+

∑
σ∈EK,int

F
(λ)
Kσ = 0, with F (λ)

Kσ = τσF(c
(λ)
K , c

(λ)
L , (λ− 2)Φ

(λ)
K , (λ− 2)Φ

(λ)
L ),

−
∑
σ∈EK

τσDKσΦ
(λ) = (λ− 2)mK(c

(λ)
K + cdpK ).

Thanks to Proposition A.1, one has
∣∣∣Φ(λ)

K

∣∣∣ ≤ MΦ for all K ∈ T and for all λ ∈ [2, 3]. Moreover, as

in Lemma 3.6, we can establish the existence of ε3 > 0 such that ε3 < c
(λ)
K < 1− ε3 for all K ∈ T

and for all λ ∈ [2, 3].

Finally, all along the homotopy parametrized by λ ∈ [0, 3], the solution
(
c(λ),Φ(λ)

)
remains inside

the compact subset [ε, 1−ε]T × [−MΦ−1,Mφ+1]T with ε = min(ε1, ε2, ε3). Thus the topological
degree corresponding toH(λ, c,Φ) = 0 and to the set [ε, 1− ε]T × [−MΦ− 1,Mφ + 1]T is equal
to one all along the homotopy and in particular for λ = 3. This ensures the existence of (at least) one
solution to the scheme (2.4). �

4. ABOUT THE CONVERGENCE TOWARDS A WEAK SOLUTION

The goal of this section is to prove Theorem 2.2, which states the convergence of the centered scheme
(2.4), (2.8), and the Sedan scheme (2.4), (2.9), towards a weak solution to the continuous problem in
the sense of Definition 1. Unfortunately, the proof we propose here neither applies to the activity base
scheme (2.4), (2.10), nor to the Bessemoulin-Chatard scheme (2.4), (2.11). This does not mean that
these schemes do not converge. Indeed, numerical evidences provided in Section 5 seem to show
that all the four schemes converge.

We consider here a sequence
(
Tm, Em, (xK)K∈Tm

)
m≥1

of admissible discretization with hTm ,∆tm
tending to 0 as m tends to +∞, while the regularity ζTm remains uniformly bounded from be-
low by a positive constant ζ?. Theorem 2.1 provides the existence of a family of discrete solutions

(cm,Φm)m =
(

(cnK)K∈Tm,1≤n≤Nm , (Φ
n
K)K∈Tm,1≤n≤Nm

)
. To prove Theorem 2.2, we first establish

in Section 4.2 some compactness properties on the family of piecewise constant approximate solu-
tions (cTm,∆tm ,ΦTm,∆tm) satisfied by the centered scheme and the Sedan scheme. Then we identify
the limit as a weak solution in Section 4.3.

In order to enlighten the notations, we remove the subscript m as soon as it is not necessary for
understanding.

4.1. Reconstruction operators. In order to carry out the analysis of convergence, we introduce
some reconstruction operators following the methodology proposed in [22].

The operators πT : RT → L∞(Ω) and πT ,∆t : RT ×N → L∞((0, T )×Ω) are defined respectively
by

πT u(x) = uK if x ∈ K, ∀u = (uK)K∈T ,

and

πT ,∆tu(t,x) = unK if (t,x) ∈ (tn−1, tn]×K, ∀u = (unK)K∈T ,1≤n≤N .
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These operators allow to pass from the discrete solution (cn,Φn)1≤n≤N to the approximate solution
since

cT ,∆t = πT ,∆t (cn)n , ΦT ,∆t = πT ,∆t (Φn)n .

But in order to carry out the analysis, we further need to introduce approximate gradient reconstruction.
Since the boundary conditions play a crucial role in the definition of the gradient, we need to enrich
the discrete solution by face values (cnσ)σ∈Eext,1≤n≤N and (Φn

σ)σ∈Eext,1≤n≤N defined by cnσ = cnKσ
and Φn

σ = Φn
Kσ. With a slight abuse of notations, we still denote by cn = ((cnK)K∈T , (c

n
σ)σ∈Eext) and

Φn = ((Φn
K)K∈T , (Φ

n
σ)σ∈Eext) the elements of (0, 1)T +Eext and RT +Eext containing both the cell

values and the exterior faces values of the concentration and the potential respectively.

For σ = K|L ∈ Eint, we denote by ∆σ the diamond cell corresponding to σ, that is the interior of
the convex hull of {σ,xK ,xL}. For σ ∈ Eext, the diamond cell ∆σ is defined as the interior of the
convex hull of {σ,xK}. The approximate gradient ∇T : RT +Eext → L2(Ω)d we use in the analysis
is merely weakly consistent (unless d = 1) and takes its source in [14, 23]. It is piecewise constant on
the diamond cells ∆σ, and it is defined as follows:

∇T u(x) = −dDKσu

dσ
nKσ if x ∈ ∆σ, ∀u ∈ RT +Eext .

We also define∇T ,∆t : R(T +Eext)×N → L2(QT )d by setting

∇T ,∆tu(t, ·) = ∇T un if t ∈ (tn−1, tn], ∀u = (un)1≤n≤N ∈ R(T +Eext)×N .

Let us recall now some key properties to be used in the analysis. First, for all u,v ∈ RT +Eext , there
holds ∑

σ∈E

τσDKσuDKσv =
1

d

∫
Ω

∇T u · ∇T vdx.

This implies in particular that∑
σ∈E

τσ|Dσu|2 =
1

d

∫
Ω

|∇T u|2dx, ∀u ∈ RT +Eext . (4.1)

4.2. Compactness properties for the approximate concentration. The goal here is to take ad-
vantage of the a priori estimates established in Section 3.2 to recover enough compactness for the
sequences of approximate solutions.

Lemma 4.1. Let (cm,Φm) be the family of discrete solutions defined either by the centered scheme
or by the Sedan scheme. There exists C depending only on ΦD, Ω, ζ?, c0, cdp and T , such that∫∫

QT

|∇Tm,∆tmr(cm)|2 + (πTm,∆tmr(cm))2 dxdt ≤ C.

Proof. We get rid of the subscript m for the ease of reading. We will split the proof in two parts, first
we focus on the proof of: ∫∫

QT

|∇T ,∆tr(c)|2dxdt ≤ C. (4.2)

Thanks to (4.1), we have∫∫
QT

|∇T ,∆tr(c)|2 = d
N∑
n=1

∆tn
∑
σ∈Eint

τσ|Dσ(r(cn))|2,

= d
N∑
n=1

∆tn
∑
σ∈Eint

τσ

(
C̃nσ
)2

|Dσ(h(cn))|2,
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Numerical analysis of finite volume schemes for degenerate drift-diffusion 17

where we have defined the mean face concentrations
(
C̃nσ
)
σ∈Eint,1≤n≤N

by setting

C̃nσ =
Dσr(c

n)

Dσh(cn)
if cnK 6= cnL and C̃nσ = cnK otherwise, ∀σ = K|L. (4.3)

As noticed in Appendix C, C̃nσ is a mean value of cnK and cnL; so that C̃nσ ∈ (0, 1) for all σ ∈ Eint.
Moreover Lemma C.1 proved in Appendix C ensures that there exists G > 0 such that

C̃nσ
Cnσ
≤ G, ∀σ ∈ Eint, ∀n ∈ {1, . . . , N}. (4.4)

Then, thanks to Young inequality, we obtain∫∫
QT

|∇T ,∆tr(c)|2 ≤ 2dG
N∑
n=1

∆tn
∑
σ∈Eint

τσCnσ |Dσ(h(cn) + Φn)|2

+ 2d
N∑
n=1

∆tn
∑
σ∈Eint

τσ|DσΦ
n|2.

Therefore, Remark 3.1 and Lemma 3.5 yield the desired bound (4.2).

We now focus on the proof of: ∫∫
QT

(πT ,∆tr(c))
2 dxdt ≤ C. (4.5)

Noticing that for c∗ = 1+c̄
2
> c̄:

r(c) ≤ (r(c)− r(c∗))+ + r(c∗),

we have, using (a+ b)2 ≤ 2(a2 + b2):∫∫
QT

|πT ,∆tr(c)|2dxdt ≤ 2

∫∫
QT

|(πT ,∆tr(c)− r(c∗))+|2dxdt+ 2r(c∗)2m(Ω)T. (4.6)

Let t ∈ [0, T ] and u = (πT ,∆tr(c)− r(c∗))+(t). We intend to show that we have a L2 bound on u
following ideas of [1, Appendix A.1]. As u is nonnegative, we have:∫

Ω

|u− ū|2 =

∫
u=0

ū2 +

∫
Ω\{u=0}

|u− ū|2 ≥ m({u = 0})ū2, (4.7)

where ū =
∮

Ω
u. Using Poincaré-Wirtinger inequality (see [4, Theorem 5] or [34, Theorem 2.1]), we

have: ∫
Ω

|u− ū|2 ≤ C

ζT

∑
σ∈Eint

τσ(Dσu)2. (4.8)

If we had a lower bound on m({u = 0}), the equations (4.8) and (4.7) would yield an upper bound
on ū. By definition of u and monotonicity of r, u is zero if and only if c is smaller than c∗. Using the
monotonicity of integration and Lemma 3.3, we have:

c∗(m(Ω)−m({u = 0})) =

∫
c>c∗

c∗ ≤
∫

Ω

πT ,∆tc(t) = m(Ω)c̄.

Hence, as c∗ = (1 + c̄)/2,

m(Ω)
1− c̄
1 + c̄

≤ m({u = 0}).
Finally, we have: ∫

Ω

u2 ≤ 2

(∫
Ω

|u− ū|2 + ū2

)
≤ C

∑
σ∈Eint

τσ(Dσu)2.
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Using the definition of u, we have:∑
σ∈Eint

τσ(Dσu)2 ≤
∫

Ω

|∇T ,∆tr(c)(t)|2.

Hence, integrating in time, and using 4.6:∫∫
QT

|πT ,∆tr(c)|2dxdt ≤ C

∫∫
QT

|∇T ,∆tr(c)(t)|2 + C.

We then deduce (4.5) from (4.2). It concludes the proof of Lemma 4.1. �

Proposition 4.1. Let (cm,Φm) be the family of discrete solutions defined either by the centered
scheme or by the Sedan scheme. In both cases, there exists c ∈ L∞(QT ; [0, 1]) with r(c) ∈
L2((0, T );H1(Ω)) such that, up to a subsequence,

πTm,∆tmcm −→
m→∞

c a.e. in QT , (4.9)

∇Tm,∆tmr(cm) −→
m→∞

∇r(c) weakly in L2(QT ). (4.10)

Remark 4.1. The limit c obtained in Proposition 4.1 could a priori depend on the choosen subsequence
or be different for the centered scheme and the Sedan scheme. In Section 4.3, we will identify each
limit as a weak solution to the initial problem.

Proof. Since 0 < πTm,∆tmcm < 1 for all m ≥ 1, there exists c ∈ L∞(QT ; [0, 1]) such that
πTm,∆tmcm tends to c in the L∞(QT ) weak-? sense. We still have to establish the almost everywhere
convergence as well as the fact that r(c) belongs to L2((0, T );H1(Ω)). To this end, we make use
of the blackbox [2, Theorem 3.9] which provides both the almost everywhere convergence and the
identification of the limit of πTm,∆tmr(cm) as r(c). We already have Lemma 4.1 at hand and c is
bounded in L∞, so that, owing to [2], it is sufficient to prove that there exists some C not depending
on m such that, for all ϕm = (ϕK , ϕσ)K,σ ∈ R(Tm+Eext,m)×∆tm , there holds∣∣∣∣∣∑

n

∆tn
∑
K∈Tm

mK
cnK − cn−1

K

∆tn
ϕnK

∣∣∣∣∣ ≤ C‖∇Tm,∆tmϕm‖L∞(QT ), (4.11)

for having, among other things, the desired convergence (4.9). Using (2.4b) and the writing (3.3) of
the fluxes, we obtain that∣∣∣∣∣∑

n

∆tn
∑
K∈Tm

mK
cnK − cn−1

K

∆tn
ϕnK

∣∣∣∣∣ =

∣∣∣∣∣∑
n

∆tn
∑
σ∈Eint

τσCnσDKσ(h(cn) + Φn)DKσϕ

∣∣∣∣∣
≤

(∑
n

∆tn
∑
σ∈Eint

τσCnσ |Dσ(h(cn) + Φn)|2
)1/2

×

(∑
n

∆tn
∑
σ∈Eint

τσ|Dσϕ
n|2
)1/2

≤C‖∇Tm,∆tmϕm‖L2(QT ) ≤ C‖∇Tm,∆tmϕm‖L∞(QT ),

thanks to the boundedness of the dissipation in Remark 3.1 which is a consequence of Proposition 3.1.

Since∇Tm,∆tmr(cm) is bounded in L2(QT )d, it converges weakly in L2(QT )d towards someU . Let
us show that U = ∇r(c). Let V ∈ C∞c (QT ;Rd) be a smooth compactly supported vector field, we
set

V n
σ =

1

mσ

∫
σ

V (tn,γ)dγ, ∀σ ∈ E , ∀n ∈ {1, . . . , N}.
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It permits to define a piecewise constant function on the diamond cells and the time intervals:

V E,∆t(t,x) = V n
σ if (t,x) ∈ (tn−1, tn]×∆σ.

It is clear that V Em,∆tm converges uniformly towards V as m → ∞ thanks to the regularity of V .
Then ∫∫

QT

∇Tm,∆tmr(c) · V Em,∆tmdxdt −→
m→∞

∫∫
QT

U · V dxdt.

But, using the geometric relation dm∆σ = dσmσ and the definition of V n
σ, one has∫∫

QT

∇T ,∆tr(c) · V E,∆tdxdt =
N∑
n=1

∆tn
∑
σ∈E

dm∆σ

r(cnKσ)− r(cnK)

dσ
nKσ · V n

σ

= −
N∑
n=1

∆tnr(c
n
K)
∑
σ∈EK

∫
σ

V (γ, tn) · nKσdγ = −
N∑
n=1

∆tnr(c
n
K)

∫
K

div(V (x, tn))dx.

We deduce from the convergence of πTm,∆tmr(c) towards r(c) that∫∫
QT

∇Tm,∆tmr(c) · V Em,∆tmdxdt −→
m→∞

−
∫∫

QT

r(c) div(V )dxdt =

∫∫
QT

∇r(c) · V dxdt,

so thatU = ∇r(c). �

We have two kind of face values at hand :
(
Cnσ
)
σ∈Eint,1≤n≤N

and
(
C̃nσ
)
σ∈Eint,1≤n≤N

defined respec-

tively by (3.2) and (4.3). Based on this, we can reconstruct two approximate concentration profiles
cE,∆t and c̃E,∆t that are piecewise constant on the diamond cells by setting

cE,∆t(t,x) =

{
Cnσ if (t,x) ∈ (tn−1, tn]×∆σ, σ ∈ Eint,

cnK if x ∈ ∆σ, σ ∈ Eext ∩ EK ,
(4.12)

and

c̃E,∆t(t,x) =

{
C̃nσ if (t,x) ∈ (tn−1, tn]×∆σ, σ ∈ Eint,

cnK if x ∈ ∆σ, σ ∈ Eext ∩ EK .
(4.13)

Lemma 4.2. For the centered scheme and the Sedan scheme, there holds

cEm,∆tm −→
m→∞

c in Lp(QT ) for all p ∈ [1,∞), (4.14)

c̃Em,∆tm −→
m→∞

c in Lp(QT ) for all p ∈ [1,∞), (4.15)

where c is as in Proposition 4.1.

Proof. We only prove (4.14) since the proof of (4.15) is similar. Here again, we get rid of m for clarity.
Since cT ,∆t converges almost everywhere to c and remains bounded between 0 and 1, it converges
in Lp(QT ). cE,∆t is also uniformly bounded, hence it suffices to show that ‖cE,∆t − cT ,∆t‖L1(QT )

tends to 0. Denoting by ∆Kσ the half-diamond cell which is defined as the interior of the convex hull
of {xK , σ} for K ∈ T and σ ∈ EK , one has

‖cE,∆t − cT ,∆t‖L1(QT ) ≤
N∑
n=1

∆tn
∑
K∈T

∑
σ∈EK

m∆Kσ
|cnK − Cnσ |

≤hT
d

N∑
n=1

∆tn
∑
K∈T

∑
σ∈EK

mσ|cnK − Cnσ |
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where we have used the geometric relation m(∆Kσ) = 1
d
mσdist(xK , σ) ≤ hT

d
mσ. For the internal

faces, Lemma 3.1 (use (C.1) instead for C̃nσ ) implies that

|cnK − Cnσ |+ |cnL − Cnσ | = |cnK − cnL|, ∀σ = K|L.
Therefore, we obtain that

‖cE,∆t − cT ,∆t‖L1(QT ) ≤
hT
d

N∑
n=1

∆tn
∑
σ∈Eint

mσDσc
n

≤hT
d

(
N∑
n=1

∆tn
∑
σ∈Eint

mσdσ

)1/2( N∑
n=1

∆tn
∑
σ∈Eint

τσ|Dσc
n|2
)1/2

.

Since |r(a)− r(b)| > |a− b| for all a, b ∈ (0, 1), we deduce from Lemma 4.1 that

‖cE,∆t − cT ,∆t‖L1(QT ) ≤ ChT .

�

4.3. Convergence towards a weak solution.

Proposition 4.2. Let c be as in Proposition 4.1 and let Φ ∈ L∞(QT ) ∩ L∞((0, T );H1(Ω)) be the
solution to the Poisson equation (1.3) with boundary conditions (1.6). Then, for the centered scheme
and the Sedan scheme, there holds

πTm,∆tmΦm −→
m→∞

Φ in the L∞(QT ) weak-? sense, (4.16)

and
∇Tm,∆tmΦm −→

m→∞
∇Φ in the L∞((0, T );L2(Ω)d) weak-? sense. (4.17)

Proof. The existence of some Φ ∈ L∞(QT ) such that (4.16) holds is a straightforward consequence
of Lemma 3.4, whereas the existence of someU ∈ L∞((0, T );L2(Ω)d) such that∇Tm,∆tmΦ tends
to U as m tends to∞ follows from Lemma 3.5 together with (4.1). The proof of U = ∇Φ is similar
to the proof of Proposition 4.1.

We show now that Φ satisfies the Poisson equation (1.3). Let ψ ∈ C∞c ([0, T ] ×
{

Ω ∪ ΓN
}

), then
define ψnK = ψ(xK , tn) and ψnσ = ψ(xσ, tn) for 1 ≤ n ≤ N , K ∈ T and σ ∈ Eext. Following [21]
(see [16] for a practical example), one can reconstruct a second approximate gradient operator ∇̂T :
RT → L∞(Ω)d such that∫

Ω

∇T u · ∇̂T vdx =
∑
σ∈E

τσDKσuDKσv, ∀u,v ∈ RT ,

and which is strongly consistent, i.e.,

∇̂Tψn −→
hT→0

∇ψ(·, tn) uniformly in Ω, ∀n ∈ {1, . . . , N}, (4.18)

thanks to the smoothness of ψ. The scheme (2.4a) then reduces to∫
Ω

∇TΦn · ∇̂Tψndx =

∫
Ω

πT (cn + cdp)πTψ
ndx, ∀n ∈ {1, . . . , N}, ∀ψ ∈ R(T +Eext)×N .

Integrating with respect to time over (0, T ) and passing to the limit hT ,∆t → 0 thanks to Proposi-
tion 4.1, (4.17) and (4.18) then yields∫∫

QT

∇Φ · ∇ψdxdt =

∫∫
QT

(c+ cdp)ψdxdt, ∀ψ ∈ C∞c ([0, T ]× Ω ∪ ΓN).

In particular, (1.15) holds for almost every t ∈ (0, T ).
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The last point to be checked is the boundary condition for Φ, i.e., that Φ = ΦD on (0, T )× ΓD. This
can be proved for instance following the lines of [7, Section 4]. �

Remark 4.2 (Enhanced convergence properties). The convergence described in Proposition 4.2 is not
optimal. One can rather easily show that the convergence of πTm,∆tmΦm towards Φ for the strong
topology of L2(QT ) due to the strong convergence of πTm,∆tmcm to c established in Proposition 4.1.

Moreover, one can establish the strong convergence of ∇̂Tm,∆tmΦm towards∇Φ, where the gradient

reconstruction operator ∇̂Tm,∆tm is the extension to the time-space domain QT of the operator ∇̂Tm
used in the proof of Proposition 4.2. We refer to [21] for details on these enhanced convergence
properties.

Proposition 4.3. Let c be as in Proposition 4.1, then c satisfies the weak formulation (1.14).

Proof. Let ϕ ∈ C∞c ([0, T ) × Ω), then define ϕnK = ϕ(xK , tn) for all n ∈ {0, . . . , N} and K ∈
T . Multiplying (2.4b) by ∆tnϕ

n−1
K , then summing over K ∈ T and n ∈ {1, . . . , N} and using

expression (3.3) for the fluxes leads to

T1 + T2 + T3 = 0, (4.19)

where we have set

T1 =
N∑
n=1

∑
K∈T

mK(cnK − cn−1
K )ϕn−1

K ,

T2 =
N∑
n=1

∆tn
∑
σ∈E

τσCnσDKσh(cn)DKσϕ
n−1,

T3 =
N∑
n=1

∆tn
∑
σ∈E

τσCnσDKσΦ
nDKσϕ

n−1.

The term T1 can be rewritten as

T1 =
N∑
n=1

∆tn
∑
K∈T

mKc
n
K

ϕn−1
K − ϕnK

∆tn
−
∑
K∈T

mKc
0
Kϕ

0
K ,

so that it follows from the convergence of πT ,∆tc towards c and of πT c0 towards c0 together with the
regularity of ϕ that

T1 −→
m→∞

−
∫∫

QT

c∂tϕdxdt−
∫

Ω

c0ϕ(0, ·)dx. (4.20)

On the other hand, the term T3 can be rewritten as

T3 =

∫∫
QT

cE,∆t∇T ,∆tΦ · ∇̂T ,∆tϕdxdt,

where ∇̂T ,∆t is the strongly consistent gradient reconstruction operator introduced in the proof of

Proposition 4.2 and in Remark 4.2. In particular, due to the smoothness of ϕ, ∇̂T ,∆tϕ converges
uniformly towards∇ϕ. Therefore, it follows from Lemma 4.2 and Proposition 4.2 that

T3 −→
m→∞

∫∫
QT

c∇Φ · ∇ϕdxdt. (4.21)

Define the term

T̃2 =
N∑
n=1

∆tn
∑
σ∈E

τσC̃nσDKσh(cn)DKσϕ
n−1 =

∫∫
QT

∇T ,∆tr(c) · ∇̂T ,∆tϕdxdt,
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then it follows from Proposition 4.1 that

T̃2 −→
m→∞

∫∫
QT

∇r(c) · ∇ϕdxdt.

Therefore, it only remains to show that |T2 − T̃2| tends to 0 to conclude the proof of Proposition 4.3.
Thanks to the triangle and Cauchy-Schwarz inequalities, one has

|T2 − T̃2| ≤
N∑
n=1

∆tn
∑
σ∈E

τσ

∣∣∣Cnσ − C̃nσ ∣∣∣Dσh(cn)Dσϕ
n−1

≤

(
N∑
n=1

∆tn
∑
σ∈E

τσCnσ |Dσh(cn)|2
)1/2( N∑

n=1

∆tn
∑
σ∈E

τσ
(Cnσ − C̃nσ )2

Cnσ
|Dσϕ

n−1|2
)1/2

.

The first term in the right-hand side is uniformly bounded thanks to Remark 3.1, to 0 ≤ Cnσ ≤ 1 and
to Lemma 3.5 (we can adapt a part of the proof of (4.2)) . Thus our problem amounts to show that

R :=
N∑
n=1

∆tn
∑
σ∈E

τσ
(Cnσ − C̃nσ )2

Cnσ
|Dσϕ

n−1|2 −→
m→∞

0. (4.22)

Let us reformulateR as

R :=
N∑
n=1

∆tn
∑
σ∈E

τσ|Cnσ − C̃nσ |

∣∣∣∣∣1− C̃nσCnσ
∣∣∣∣∣ |Dσϕ

n−1|2.

Thanks to (4.4), the quantity
∣∣∣1− C̃nσCnσ ∣∣∣ is uniformly bounded, whereas the regularity of ϕ implies that

Dσϕ
n−1 ≤ ‖∇ϕ‖∞dσ. Putting this in the above expression ofR, we obtain that

R ≤ C‖cE,∆t − c̃E,∆t‖L1(QT ) −→
m→∞

0,

thanks to Lemma 4.2. �

5. NUMERICAL COMPARISON OF THE SCHEMES

The numerical examples [29] have been implemented in the Julia language [5] based on the package
VoronoiFVM.jl [30] which realizes the implicit Euler Voronoi finite volume method for nonlinear
diffusion-convection-reaction equations on simplicial grids. The resulting nonlinear systems of equa-
tions are solved using Newton’s method with parameter embedding. An advantage of the implementa-
tion in Julia is the availability of ForwardDiff.jl [40], an automatic differentiation package. This
package allows the assembly of analytical Jacobians based on a generic implementation of nonlinear
parameter functions without the need to write source code for derivatives.

5.1. 1D time evolution and convergence test. The first group of examples considers the problem
as described by (1.1)-(1.3) in a one-dimensional domain with Dirichlet boundary conditions for Φ and
homogeneous Neumann boundary conditions for c. We regard the time evolution from a zero potential
Φ and constant concentrations c0. In all examples we assume a constant doping concentration cdp =
−1

2
. Calculations have been performed with subdivision of the domain Ω = (0, L) into 100 control

volumes. Time steps have been chosen in a geometric progression ti = t1 ∗ δi with δ = 1.15 and
t1 = 10−4.

In the first example (Fig. 3), c0 = 0.5, and the initial amount of charge carriers exactly matches the
amount of doping. With the start of time evolution, at x = 0 a potential of 10 is applied leading to a
redistribution of the charge carrier concentration which for large t approaches a steady state with two
space charge regions at the boundaris with opposite charge and an electroneutral region with c = 0.5
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FIGURE 3. Left: time evolution of solution on domain Ω = (0, 50) from constant initial
value c = 1

2
with Dirichlet boundary conditions Φ(0) = 10, Φ(50) = 0, cdp = −1

2
and homogeneous Neumann boundary conditions for c. Right: Evolution of the relative
free energy according to (1.11).

0 20 40
x

10 4

10 3

10 2

10 1

100

101

102

103

104

t

: min=-62.5000 max=-0.0000

65

52

39

26

13

0

13

26

39

52

65

0 20 40
x

10 4

10 3

10 2

10 1

100

101

102

103

104

t

c: min=3.490e-12 max=4.997e-01

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

10 3 10 1 101 103

t

10 13

10 11

10 9

10 7

10 5

10 3

10 1

101

Centered
Activity
Bess-Ch
Sedan

FIGURE 4. Left: time evolution of solution on domain Ω = (0, 50) from constant initial
value c = 0.3 with Dirichlet boundary conditions Φ(0) = 0, Φ(50) = 0, cdp = −1

2
and homogeneous Neumann boundary conditions for c. Right: Evolution of the relative
free energy according to (1.11).

in the center of the domain. We remark, that the c stays in the range (0, 1), and that the energy (1.11)
decreases during time evolution for all four schemes discussed in this paper. We also remark that for
zero applied potential, the constant values Φ = 0 and c = 0.5 would comprise a solution for all t > 0.

Fig. 4 considers the case c0 = 0.3. The available amount of charge carriers is not able to compensate
the amount of doping. At the end of the time evolution, the charge carriers are concentrated in the cen-
ter of the domain, establishing an electroneutral region. At both boundaries, depletion boundary layers
create equally charged space charge regions due to the lack of charge carriers able to compensate
the doping.

Fig. 5 considers the case c0 = 0.7 which in sense is symmetric to the previous one. There is again an
electroneutral region in the center, and this time, “superfluous” charge carriers are forced to enrichment
boundary layers.

Fig. 6 provides a comparison of the convergence behavior for the test case discussed in Fig. 3. We
compare the solutions at a moment of time where we observe a rather large descent of the relative
free energy based on a reference solution obtained on a fine grid of 40960 nodes. We observe first
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FIGURE 5. Left: time evolution of solution on domain Ω = (0, 50) from constant initial
value c = 0.7 with Dirichlet boundary conditions Φ(0) = 0, Φ(50) = 0, cdp = −1

2
and homogeneous Neumann boundary conditions for c. Right: Evolution of the relative
free energy according to (1.11).
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FIGURE 6. Convergence behavior of the different schemes for the case depicted in
Fig. 3: comparison of solutions at t = 10. Left: L2-error, right: H1 error. Correspon-
dence to the equation in the paper: “Centered”: (2.8), “Sedan”: (2.9), “Activity”: (2.10),
“Bess-Ch”: (2.11).

order convergence in the H1 norm and second order convergence in the L2 norm. No significant
difference between the results for the various schemes.

5.2. 1D stationary convergence test. In order to reveal the behavior of the various schemes un-
der more extreme conditions, this convergence test outside of thermodynamic equilibrium includes
regions of the solution with concentrations extremely close to 0 and 1, respectively, enforced by inho-
mogeneous Dirichlet boundary conditions for the concentration, thus leaving the realm of the analysis
in this paper. Once again, we assume Ω = (0, L) with L = 50, cdp = −1

2
. We set boundary val-

ues Φ(0) = Φ(L) = 0 for the electrostatic potential, and c(0) = 10−3, c(L) = 1 − 10−3. We
calculate a reference solution using the scheme (2.9) on a fine grid of 40960 nodes with grid spac-
ing h ' 1.22 · 10−3, see Fig. 7. We use this solution as a surrogate for an analytical solution in a
numerical investigation of the convergence rates of the different schemes. The result is shown in Fig.
8. We observe, that both in the H1 and the L2 norms, the schemes based on the modification of the
Scharfetter-Gummel idea behave significantly better than the centered scheme. This is probably due
to the Dirichlet boundary condition close to 0 where the function c 7→ h(c) appearing explicitly in the
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FIGURE 8. Convergence behavior of the different schemes. Left: L2-error, right: H1

error. Correspondence to the equation in the paper: “Centered”: (2.8), “Sedan”: (2.9),
“Activity”: (2.10), “Bess-Ch”: (2.11).

centered scheme is singular. Judging from the L2 error plot in Fig. 8 (left), the scheme (2.9) converges
better than all the others. Asymptotically, all schemes show the same standard behavior: we observe
second order convergence in the L2 norm and first order convergence in the H1-norm.

5.3. 2D Unipolar Field Effect Transistor. As a second example, we consider an unipolar field effect
transistor. The domain is Ω = (0, L) × (0, H) with L = 10−2, H = 10−3. We let cdp = −1

2
, and

set the following boundary conditions at the contacts:(
Φ
c

)
=

(
−5

1
2

)
at Γsource = (0, 0.2 · L)×H(

Φ
c

)
=

(
5
1
2

)
at Γdrain = (0.8 · L,L)×H(

∇Φ · n
J · n

)
=

(
−1
d
(Φ− Ugate)

0

)
at Γgate = (0.3 · L, 0.7 · L)×H(

∇Φ · n
J · n

)
=

(
0
0

)
at ∂Ω \ (Γgate ∪ Γsource ∪ Γdrain).
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FIGURE 9. Discretization grid of refinement level nref = 1 (left) and corresponding
I-V curves for different discretization schemes (right).
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FIGURE 10. Electrostatic potential (left) and concentration (right) for closed gate
(Ugate = 50).
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FIGURE 11. Electrostatic potential (left) and concentration (right) for Ugate = 0).
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FIGURE 12. Electrostatic potential (left) and concentration (right) for open gate
(Ugate = −50), with concentration in the channel reaching the saturation value 1.
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FIGURE 13. Convergence of the I-V curves calculated using the different discretiza-
tion schemes.

Here, Φgate ∈ (−50, 50) is the gate voltage, and d = 0.1 ·H is the gate thickness. We introduce a
slightly anisotropic rectangular grid nx × ny grid with nx = 10 × 2nref and ny = 5 × 2nref , where
nref is the refinement level. Each cell in the rectangular grid is subdivided into two triangles, see Fig.
9 (left). From the resulting triangle mesh, the Voronoi tesselation is obtained.

With fixed source and drain voltages, we vary the gate voltage Ugate from 50 to -50. At Ugate = 50, the
positive applied potential pushes away the positively charged carriers from the channel – the region
under the gate contact, see Fig. 10. The resulting lack of charge carriers results in a near zero current.
With decreasing gate voltage, more and more charge carriers are allowed into the channel, leading to
an increase in the current. When the gate voltage decreases further, charge carriers are attracted to
the gate contact and fill up the channel. Due to the degeneration, their concentration cannot exceed
1. As a result, we observe a saturation of the current close to some maximum value for gate voltages
approaching -50, see Fig. 10.

All schemes under consideration with the exception of (2.10) represent this saturation behaviour quite
well already at rather coarse grids, see Fig. 9 (right). This appears to be in line with earlier investiga-
tions of the scheme based on activity averaging [26] which hint that its asymptotic behavior for large
electric fields is not satisfactory.

In order get an idea about the convergence in this case, we produce a reference solution on a grid
with 821121 nodes using the scheme (2.9) and compare the calculated I-V curves. The behavior of
the error in the I-V curves is shown in Fig. 13. While all four schemes exhibit convergence of order at
least O(h), the activity based scheme (2.10) converges with a constant approximately one order of
magnitude larger than the others.
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APPENDIX A. L∞ BOUND ON THE TPFA FV APPROXIMATE POISSON EQUATION

It is well know that the solution to the Poisson equation
−∆u = f in Ω,

u = uD on ΓD,

∇u · n = 0 on ΓN ,

(A.1)

is bounded in L∞(Ω) provided f ∈ L∞(Ω) and uD ∈ L∞(∂Ω). The goal of this appendix is to get a
discrete counterpart of this estimate for TPFA finite volume approximations of (A.1). The data uD and
f are discretized into

uDσ =
1

mσ

∫
σ

uD(γ)dγ, fK =
1

mK

∫
K

fdx, σ ∈ ED, K ∈ T .

and the classical TPFA finite volume scheme writes:

−
∑
σ∈EK

τσDKσu = mKfK , ∀K ∈ T .

The associate linear system of equations can be written as

Lu = b, (A.2)

with u = (uK , uσ)K∈T ,σ∈ED (let us note that we keep the Dirichlet nodes in the set of unknowns),

b =
(
fK , u

D
σ

)
K∈T ,σ∈ED and L ∈ R(T +ED)×(T +ED) is the sparse symmetric definite positive matrix

defined by

Lσ,σ = 1, Lσ,` = 0 if ` 6= σ, σ ∈ ED,

LK,Kσ = − τσ
mK

, LK,K =
1

mK

∑
σ∈EK

τσ, K ∈ T .

In the above definition of L, ` denotes an arbitrary index in T ∩ ED, whereas Kσ denotes the mirror
index of K w.r.t. the faces σ ∈ EK , i.e., Kσ = L if σ = K|L ∈ EK ∩ Eint and Kσ = σ if
σ ∈ EK ∩ ED.

The goal of this section is to derive an `∞ bound on the solution u to the linear system (A.2) which is
uniform w.r.t. the mesh. This is the purpose of the following proposition.

Proposition A.1. There exists C depending only on Ω such that

|uK | ≤ C max
{
‖uD‖L∞(∂Ω), ‖f‖L∞(Ω)

}
, ∀K ∈ T .

Proof. The proof we propose here is an extension to the context of TPFA Finite Volumes of the proof of
Hackbusch [35] for Finite Differences. An alternative proof of Proposition A.1 based on Stampacchia’s
truncation estimates is sketched in [32].

The definitions of uDσ and fK ensure that

‖b‖∞ ≤ max
{
‖uD‖L∞(∂Ω), ‖f‖L∞(Ω)

}
,

so that

‖u‖∞ ≤ ‖L−1‖∞‖b‖∞ ≤ ‖L−1‖∞max
{
‖uD‖L∞(∂Ω), ‖f‖L∞(Ω)

}
.

Therefore, it only remains to check that ‖L−1‖∞ ≤ C for some C not depending on T .
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The matrix L is aM -matrix (see [35, Definition 4.8]). Therefore, owing to [35, Theorem 4.24], if we can
exhibit some vector w ∈ RT +ED such that Lw ≥ 1, then ‖L−1‖∞ ≤ ‖w‖∞. Define the function
w : Ω→ R by

w(x) = 1 +
1

d

(
sup
y∈Ω
|y|2 − |x|2

)
≥ 1, x ∈ Ω,

and the vectorw = (wK , wσ) by wK = w(xK), K ∈ T , and wσ = w(xσ), σ ∈ ED.

The estimate on the Dirichlet nodes is straightforward:

(Lw)σ = wσ ≥ 1, ∀σ ∈ ED.
Now, let us focus on the inner nodes K ∈ T . Since

∑
`∈T ∪ED LK,` =

∑
σ∈EK LK,Kσ = 0, one has

(Lw)K =
1

d

∑
σ∈EK

LK,Kσ|xKσ|2 =
1

dmK

∑
σ∈EK

τσ
(
|xK |2 − |xKσ|2

)
=

1

dmK

∑
σ∈EK

τσ
(
|xK − xKσ|2 + 2xK · (xK − xKσ)

)
=

1

dmK

∑
σ∈EK

mσdσ +
2

dmK

xK ·
∑
σ∈EK

τσ(xK − xKσ).

Because of the geometric relation mσdσ = dm∆σ , and since K ⊂
⋃
σ∈EK ∆σ, there holds

1

dmK

∑
σ∈EK

mσdσ =
1

mK

∑
σ∈EK

m∆σ ≥ 1.

On the other hand, the second term vanishes since∑
σ∈EK

τσ(xK − xKσ) = −
∑
σ∈EK

mσnKσ = 0.

Therefore, (Lw)K ≥ 1 for all K ∈ T . As a consequence,

‖L−1‖∞ ≤ ‖w‖∞ = 1 +
1

d
sup
y∈Ω
|y|2 ≤ 1 +

diam(Ω)2

4d
.

The last estimate comes from the fact that one can choose the origin for y arbitrarily. �

APPENDIX B. PROOF OF LEMMA 3.2

Step 1. Let δ ∈ (0, 1) and M ∈ R. We start with the proof of

lim
cL→1

Υδ,M(cL) = +∞ (B.1)

where

Υδ,M(cL) = inf
{
D(cK , cL,ΦK ,ΦL); cK ∈ (0, 1− δ], (ΦK ,ΦL) ∈ [−M,M ]2

}
.

We recall that

D(cK , cL,ΦK ,ΦL) = C(cK , cL,ΦK ,ΦL)|h(cK) + ΦK − h(cL)− ΦL|2,
= F(cK , cL,ΦK ,ΦL)(h(cK) + ΦK − h(cL)− ΦL)

and we notice that the diffusion force blows up:

lim
cL→1

inf
{∣∣∣h(cK)− h(cL) + ΦK − ΦL

∣∣∣; cK ∈ (0, 1− δ], (ΦK ,ΦL) ∈ [−M,M ]2
}

= +∞.
(B.2)

Therefore, we can get (B.1) by proving that either C(cK , cL,ΦK ,ΦL) or F(cK , cL,ΦK ,ΦL) stays
bounded away from 0, uniformly in cK ∈ (0, 1− δ], (ΦK ,ΦL) ∈ [−M,M ]2, for cL ≥ 1/2.
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For the centered flux, we have that, for all (cK ,ΦK ,ΦL) ∈ (0, 1 − δ] × [−M,M ]2,
C(cK , cL,ΦK ,ΦL) = (cK + cL)/2 ≥ cL/2. This yields (B.1). For the three other schemes, we
remark that, for any α ∈ (0, 1− δ), we can rewrite

Υδ,M(cL) = min(Υα,1
δ,M(cL),Υα,2

δ,M(cL)),

where

Υα,1
δ,M(cL) = inf

{
D(cK , cL,ΦK ,ΦL); cK ∈ (0, α), (ΦK ,ΦL) ∈ [−M,M ]2

}
Υα,2
δ,M(cL) = inf

{
D(cK , cL,ΦK ,ΦL); cK ∈ [α, 1− δ], (ΦK ,ΦL) ∈ [−M,M ]2

}
But Lemma 3.1 ensures that, independently of the choice of the numerical flux, we have
at least C(cK , cL,ΦK ,ΦL) ≥ min(cK , cL)/2, so that C(cK , cL,ΦK ,ΦL) ≥ α/2 for all
(cK , cL,ΦK ,ΦL) ∈ [α, 1 − δ] × [1/2, 1) × [−M,M ]2 if α∈ (0, 1− δ).Therefore, for all
α∈ (0, 1− δ), we have

lim
cL→1

Υα,2
δ,M(cL) = +∞.

It remains to prove that for a given α∈ (0, 1− δ) we also have

lim
cL→1

Υα,1
δ,M(cL) = +∞. (B.3)

Because of the monotonicity of δ 7→ Υδ,M(cL), we can restrict our attention to the case δ ≤ 1/2, so
that we can seek for α ∈ (0, 1/2].

For the Bessemoulin-Chatard flux, we have

F(cK , cL,ΦK ,ΦL) = dr(cK , cL)

{
B

(
ΦL − ΦK

dr(cK , cL)

)
cK −B

(
ΦK − ΦL

dr(cK , cL)

)
cL

}
,

with dr(cK , cL) ≥ 1. Using the monotonicity of the Bernoulli function and the bounds on ΦK and ΦL,
we get:

B(2M) 6 B

(
± ΦL − ΦK

dr(cK , cL)

)
6 B(−2M)

Hence, for α = B(2M)
4B(−2M)

:

F(cK , cL,ΦK ,ΦL) 6 dr(cK , cL)

{
B(−2M)α−B(2M)

1

2

}
6 −B(2M)

4

Then, thanks to (B.2), we deduce (B.3) for α = B(2M)
4B(−2M)

and therefore (B.1).

For the Sedan flux, we use similarly the monotonicity of the function B and ν, so that

F(cK , cL,ΦK ,ΦL) ≤ B

(
−2M + ν(

1

2
)− ν(α)

)
α−B

(
2M − ν(

1

2
) + ν(α)

)
1

2

∀cK ∈ (0, α), cL ∈ (
1

2
, 1), (ΦK ,ΦL) ∈ [−M,M ]2.

But the right-hand-side of the last inequality has a negative limit when α tends to 0, which means that
for a given α small enough it remains bounded away from 0, so that we deduce (B.3) and therefore
(B.1).

For the activity based flux, we also use the monotonicity of a and β, which yields

F(cK , cL,ΦK ,ΦL) ≤ 1

4

(
B(−2M)a(α)−B(2M)a(

1

2
)

)
∀cK ∈ (0, α), cL ∈ (

1

2
, 1), (ΦK ,ΦL) ∈ [−M,M ]2.
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The right-hand-side has a negative limit when α tends to 0. Thus it remains bounded away from 0 for
a given α < 1/2 and we deduce (B.3) and therefore (B.1).

Step 2. We now focus on the proof of

lim
cL→0

Ψδ,M(cL) = +∞ (B.4)

where

Ψδ,M(cL) = inf
{
D(cK , cL,ΦK ,ΦL); cK ∈ [δ, 1), (ΦK ,ΦL) ∈ [−M,M ]2

}
.

We use similar arguments than in Step 1. First, the diffusion force still blows up :

lim
cL→0

inf
{∣∣∣h(cK)− h(cL) + ΦK − ΦL

∣∣∣; cK ∈ [δ, 1), (ΦK ,ΦL) ∈ [−M,M ]2
}

= +∞. (B.5)

For the centered flux, we have : C(cK , cL,ΦK ,ΦL) = (cK +cL)/2 ≥ δ/2 hence (B.4). For the other
fluxes, we rewrite again

Ψδ,M(cL) = min(Ψα,1
δ,M(cL),Ψα,2

δ,M(cL)),

where

Ψα,1
δ,M(cL) = inf

{
D(cK , cL,ΦK ,ΦL); cK ∈ [δ, α], (ΦK ,ΦL) ∈ [−M,M ]2

}
;

Ψα,2
δ,M(cL) = inf

{
D(cK , cL,ΦK ,ΦL); cK ∈ (α, 1), (ΦK ,ΦL) ∈ [−M,M ]2

}
.

Using the symmetry of the flux F(cK , cL,ΦK ,ΦL) = −F(cL, cK ,ΦL,ΦK) and following the proof
of (B.3), we get that for α = 1/2,

lim
cL→0

Ψα,2
δ,M(cL) = +∞

We now have to prove that, for α = 1/2,

lim
cL→0

Ψα,1
δ,M(cL) = +∞ (B.6)

To this end, we will show bounds on the flux. The set [δ, α] × [−M,M ]2 is compact, and the
flux functions are continuous. It is sufficient to show a positive lower bound for the limit at any
(c∗,Φ∗,Φ∗) ∈ [δ, α]× [−M,M ]2:

l∗ = lim
(cK ,cL,ΦK ,ΦL)→(c∗,0,Φ∗,Φ∗)

F(cK , cL,ΦK ,ΦL)> 0.

For the Sedan scheme, we have:

l∗ = B (Φ∗ − Φ∗ − ν(c∗))) c∗ ≥ δB(2M).

For the Bessemoulin-Chatard scheme, we have: lim
(cK ,cL)→(c∗,0)

dr(cK , cL) = 1, hence:

l∗ = B(Φ∗ − Φ∗)c∗ ≥ δB(2M).

For the activity based scheme we have:

l∗ =
β(c∗) + 1

2
B(Φ∗ − Φ∗)a(c∗) ≥ a(δ)

2
B(2M).

As these limits are bounded away from zero we have (B.6) hence (B.4). It concludes the proof of
Lemma 3.2.
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APPENDIX C. COMPARISON OF FACE CONCENTRATION FUNCTIONALS

For each scheme, we have defined a face concentration functional C : (0, 1)× (0, 1)×R×R→ R.
We introduce a second face concentration functional C̃ : (0, 1)× (0, 1)→ R , defined by

C̃(cK , cL) =
r(cK)− r(cL)

h(cK)− h(cL)
if cK 6= cL and cK otherwise.

As r′(c) = ch′(c), it is clear that

min(cK , cL) ≤ C̃(cK , cL) ≤ max(cK , cL) for all (cK , cL) ∈ (0, 1)× (0, 1). (C.1)

Lemma C.1 states a comparison between C and C̃ for the centered and the Sedan schemes.

Lemma C.1. For the centered scheme and the Sedan scheme, there exists G > 0, depending only
on M , such that for all (cK , cL,ΦK ,ΦL) ∈ (0, 1)× (0, 1)× [−M,M ]× [−M,M ],

C̃(cK , cL)

C(cK , cL,ΦK ,ΦL)
≤ G. (C.2)

Proof. The case of the centered scheme defined by (2.8) is the easiest one, since

C(cK , cL,ΦK ,ΦL) =
cK + cL

2
≥ 1

2
max(cK , cL),

so that (C.2) holds with G = 2 thanks to (C.1).

Let us now focus on the Sedan scheme defined by (2.9). We can introduce the function G : (0, 1) ×
(0, 1)× R× R→ R defined by

G(cK , cL,ΦK ,ΦL) =
C̃(cK , cL)

C(cK , cL,ΦK ,ΦL)
.

It is a continuous function which satisfies the symmetry property G(cK , cL,ΦK ,ΦL) =
G(cL, cK ,ΦL,ΦK) and the consistency G(cK , cK ,ΦK ,ΦL) = 1. Bearing in mind the expres-
sion (3.12) of C, with x = log(cK) − log(cL), y = ΦL + ν(cL) − ΦK − ν(cK) and x − y =
h(cK) + ΦK − h(cL)− ΦL, one can rewrite

G(cK , cL,ΦK ,ΦL) =
(h(cK) + ΦK − h(cL)− ΦL)(r(cK)− r(cL))(

B(y)cK −B(−y)cL
)
(h(cK)− h(cL))

Because of the symmetry and the consistency properties, we can assume without loss of generality
that cK > cL . Using the average properties (3.7) and (C.1), one obtains that

G(cK , cL,ΦK ,ΦL) ≤ cK
cL
≤ 1

cL
, (C.3)

so that we only have to check that G(cK , cL,ΦK ,ΦL) remains uniformly bounded as cL tends to 0
in order to prove (C.2). Therefore, considering that (ΦK ,ΦL) is given, we study the limit of G when
(cK , cL) tends to (1,0), (0,0) and (c∗, 0) with c∗ ∈ (0, 1).

We first consider the limit (cK , cL) → (1, 0). We have the following equivalences when (cK , cL) →
(1, 0):

h(cK)− h(cL) ∼ − log(1− cK)− log(cL)

h(cK) + ΦK − h(cL)− ΦL ∼ − log(1− cK)− log(cL)

r(cK)− r(cL) ∼ − log(1− cK)

B(y)cK −B(−y)cL ∼ −cK log(1− cK)
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This yields:

lim
(cK ,cL)→(1,0)

G(cK , cL,ΦK ,ΦL) = 1 ∀(ΦK ,ΦL) ∈ R× R. (C.4)

With similar arguments, we compute the limit (cK , cL)→ (c∗, 0) with c∗ ∈ (0, 1). We get:

lim
(cK ,cL)→(c∗,0)

G(cK , cL,ΦK ,ΦL) =
r(c∗)

B(y∗)c∗
∀(ΦK ,ΦL) ∈ R× R, (C.5)

with y∗ = ΦL − ΦK + log(1− c∗).

In the neighborhood of (0, 0), the behaviour is more complex, as the limit of log(cK/cL) is not defined
and G does not have a limit. However, thanks to C.3, G(cK , cL,ΦK ,ΦL) stays bounded if cK/cL stays
bounded while (cK , cL) → (0, 0). It remains to consider the case where (cK , cL) → (0, 0) while
cK/cL →∞. In this case,

(h(cK) + ΦK − h(cL)− ΦL)

h(cK)− h(cL)
→ 1,

r(cK)− r(cL) ∼ −cL + cK

B(y)cK −B(−y)cL ∼ B(ΦL − ΦK)cK −B(ΦK − ΦL)cL,

and

lim
(cK,cL)→(0,0)

cK/cL→∞

G(cK , cL,ΦK ,ΦL) =
1

B(ΦL − ΦK)
.

We conclude that G(cK , cL,ΦK ,ΦL) stays bounded when (cK , cL) is in the neighborhood of (0, 0)
for all (ΦK ,ΦL) ∈ R2. Combined with (C.3), (C.4) and (C.5), it concludes the proof of Lemma C.1. �

Remark C.1. For the Bessemoulin-Chatard scheme, the bound (C.2) does not hold. Let us consider
that ΦK = ΦL = Φ, then with the notations x = log(cK/cL), and y = log( 1−cL

1−cK
), we have:

C̃(cK , cL)

C(cK , cL,Φ,Φ)
=

xy

(cK − cL)(x+ y)
.

For (cK , cL)→ (1, 0), x and y tends to +∞, hence the blow up of the ratio.
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