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Abstract

A nonlinear model due to Soddemann et al. [37] and Stewart [38] describing incompressible smectic-A liquid crystals under flow is studied. In comparison to previously considered models, this particular model takes into account possible undulations of the layers away from equilibrium, which has been observed in experiments. The emerging decoupling of the director and the layer normal is incorporated by an additional evolution equation for the director. Global existence of weak solutions to this model is proved via a Galerkin approximation with eigenfunctions of the associated linear differential operators in the three-dimensional case.
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1 Introduction

Liquid crystals are materials with remarkable physical and chemical properties. Displays of electronic devices as those of computers, tablets or smart phones contain and only fulfill their function because of liquid crystals. As such materials nowadays are an important part of our life, a profound mathematical understanding is more and more necessary. This necessity resulted in many mathematical publications in recent years. However, different meso-phases received different amounts of attention. While nematic liquid crystals were in the focus, smectic liquid crystals were rarely discussed, even though they are at the core of many applications [10].

In this article, we prove global existence of weak solutions to a model describing smectic-A liquid crystals under flow. The nonequilibrium behaviour results in undulations of the layers leading to a decoupling of the averaged direction of the molecules, the director, and the layer normal. In comparison to previously considered models (see for instance [32]), this decoupling is taken into account by an additional evolution equation for the director.

The existence proof relies on a Galerkin approximation with eigenfunctions of an associated differential operator. To the best knowledge of the authors, the presented result is the first one showing existence of solutions to a model describing smectic-A liquid crystals under flow away from equilibrium. Before we provide an overview on the existing literature, we give an introduction into the structure of liquid crystals and their different meso-phases.

1.1 Properties of liquid crystal meso-phases

As their name already suggests, liquid crystals have properties of solid crystals as well as of conventional liquids. On the one hand, these materials consist of rod-like molecules that form a condensed matter as fluids do. On the other hand, this substances exhibit orientational ordering as solid crystals do. The regime of liquid crystals can be subdivided into different meso-phases depending on positional and orientational ordering. The different meso-phases evolve as a function of temperature (thermotropic liquid crystals) or concentration in a solvent (lyotropic liquid crystals). In the nematic phase, the rod-like molecules have no positional ordering but are randomly distributed in space (see Figure 1). They tend to align in the same direction, described by the so called director $\mathbf{d}$, the locally averaged direction of the molecules. In smectic phases, the molecules are also aligned in the same direction but they obey additional positional ordering. The material density is denoted by $\phi$ and exhibits peaks in one direction. With other words, the molecules are ordered in layers stacked over each other. The layers can be seen as the isosurfaces of the material density $\phi$ to a certain value. The normal vector $\mathbf{a}$ of the layers points in the same direction as $\nabla \phi$ since the gradient is always orthogonal to the isosurfaces.

In the smectic-C phase, there is a fixed angle between the layer normal $\mathbf{a}$ and the director $\mathbf{d}$, which differs from zero degrees, whereas in smectic-A liquid crystals, the layer normal $\mathbf{a}$ is parallel to the alignment direction $\mathbf{d}$. All different phases are illustrated in Figure 1.

This article deals with smectic-A liquid crystals.
1.2 Review of known results

In the mathematical community, many articles dealing with the Ericksen–Leslie model have been published. This model describes the nematic phase via a Navier–Stokes-like equation that is nonlinearly coupled with a parabolic equation describing the evolution of the director $d$ (see Figure 1). This model was proposed by Ericksen [16,17] and Leslie [26,27] and since then extensively studied, see for instance [15,24,25,28,29]. A similar model for smectic-A liquid crystals was proposed by E [14]. It couples the Navier–Stokes-like equation with a fourth-order partial differential equation modelling the evolution of the layer function $\phi$. This model assumes that the director $d$ and the layer normal $a$ always coincide. The first result on existence of solutions to this model was proved by Liu [32] and since then, there have been results proved on the existence [8], long-time behaviour [36] and numerical approximation [21] of the model. A review can be found in [9].

In the physical community, it has been observed [7,12] that layered liquids show a coupling between their internal structure and an applied shear flow. Smectic-A liquid crystals are very sensitive against dilatation of the layers. Above a critical value of the dilatation, the layers form undulations to diminish the strain locally. In the described scenario, the director $d$ may not be parallel to the normal of the layers $a$ such that $d$ and $a$ may decouple. This results in the possible effect of permeation, i.e., motion of the fluid through the layers in direction of the layer normal (see Stewart [38]).

New theories by Auernhammer et al. [1,2] and Soddemann et al. [37] include the decoupling of director and layer normal. They propose a system consisting of a Navier–Stokes-like equation coupled with a parabolic equation for the director $d$ and, additionally, with a fourth-order equation for the description of the layers. In a sense, these theories combine the Ericksen–Leslie model [26] for nematic liquid crystals with the theory by E [14] for smectic-A liquid crystals in equilibrium. This description via three partial differential equations includes possible undulations of the layers and permeation of the fluid through the layers as observed in experiments. The theory of Auernhammer and Soddemann does not impose the gradient of the layer function $\nabla \phi$ to be of length one as it is done in E [14]. In contrast to that, Stewart [38] proposed a similar model, where the coupling of the layer function with the other two equations occurs via a normalized gradient of the layer function, i.e., $a := \nabla \phi / |\nabla \phi|$. He especially notes that the so-called Oseen constraint $\nabla \times a = 0$, which holds in the equilibrium situation (see De Gennes [11, Section 7.2.1.8.] and note that $\nabla \times (\nabla \phi) = 0$), does no longer hold. Since the distance of the layers may vary away from equilibrium and since $|\nabla \phi|$ is no longer a constant, the Oseen constraint may be violated, i.e., $\nabla \times a \neq 0$. In the sequel of this article, we consider a model that has features of those by Soddemann et al. [37] and Stewart [38]. We prove the global existence of weak solutions to the proposed model in the three-dimensional case. To the best knowledge of the authors, this is the first existence result for a nonstationary model describing smectic-A liquid crystals under flow that incorporates possible undulations of the layers, which were observed in experiments.

The paper is organized as follows: In Section 1.3 we introduce some notation. In Section 2 we present the
1.3 Notation

We consider a bounded domain $\Omega \subset \mathbb{R}^3$ of class $\mathcal{C}^4$. Elements of the vector space $\mathbb{R}^3$ are denoted by bold small letters. Matrices $\mathbb{A} \in \mathbb{R}^{3 \times 3}$ are denoted by bold capital Latin letters. In contrast to that, scalar numbers will be denoted by small Latin or Greek letters. Capital Latin letters are reserved for potentials.

The Euclidean inner product in $\mathbb{R}^3$ is denoted by a dot, $\mathbf{a} \cdot \mathbf{b} := \sum_{i=1}^3 a_i b_i$ for $\mathbf{a}, \mathbf{b} \in \mathbb{R}^3$. The Frobenius inner product in the space $\mathbb{R}^{3 \times 3}$ of matrices is denoted by a colon, $\mathbb{A} : \mathbb{B} := \text{tr}(\mathbb{A}^T \mathbb{B}) = \sum_{i,j=1}^3 A_{ij} B_{ij}$ for $\mathbb{A}, \mathbb{B} \in \mathbb{R}^{3 \times 3}$. We also employ the corresponding Euclidean norm with $|\mathbf{a}|^2 = \mathbf{a} \cdot \mathbf{a}$ for $\mathbf{a} \in \mathbb{R}^3$ and the Frobenius norm with $|\mathbb{A}|^2 = \mathbb{A} : \mathbb{A}$ for $\mathbb{A} \in \mathbb{R}^{3 \times 3}$. The standard matrix and matrix-vector multiplication, however, is written without an extra sign for brevity,

$$\mathbb{A} \mathbb{B} = \left[ \sum_{j,k=1}^3 A_{ij} B_{jk} \right]_{i=1}^3, \quad \mathbb{A} \mathbf{a} = \left[ \sum_{j=1}^3 A_{ij} a_j \right]_{i=1}^3, \quad \mathbb{A} \in \mathbb{R}^{3 \times 3}, \mathbb{B} \in \mathbb{R}^{3 \times 3}, \mathbf{a} \in \mathbb{R}^3.$$

The outer product is denoted by $\mathbf{a} \otimes \mathbf{b} = \mathbf{a}^T \mathbf{b} = [a_i b_j]_{i,j=1}^3$ for $\mathbf{a}, \mathbf{b} \in \mathbb{R}^3$. Note that $\text{tr}(\mathbf{a} \otimes \mathbf{b}) = \mathbf{a} \cdot \mathbf{b}$. The symmetric and skew-symmetric part of a matrix are denoted by $\mathbb{A}_{\text{sym}} := \frac{1}{2}(\mathbb{A} + \mathbb{A}^T)$ and $\mathbb{A}_{\text{skw}} := \frac{1}{2}(\mathbb{A} - \mathbb{A}^T)$ for $\mathbb{A} \in \mathbb{R}^{3 \times 3}$, respectively. For the Frobenius product of two matrices $\mathbb{A}, \mathbb{B} \in \mathbb{R}^{3 \times 3}$, we find that

$$\mathbb{A} : \mathbb{B} = \mathbb{A} : \mathbb{B}_{\text{sym}} \text{ if } \mathbb{A}^T = \mathbb{A}, \quad \mathbb{A} : \mathbb{B} = \mathbb{A} : \mathbb{B}_{\text{skw}} \text{ if } \mathbb{A}^T = -\mathbb{A}.$$

Moreover, there holds $\mathbb{A}^T \mathbb{B} : \mathbb{C} = \mathbb{B} : \mathbb{A} \mathbb{C}$ for $\mathbb{A}, \mathbb{B}, \mathbb{C} \in \mathbb{R}^{3 \times 3}$ as well as $\mathbf{a} \otimes \mathbf{b} : \mathbb{A} = \mathbf{a} \cdot \mathbf{b} \mathbb{A}$ for $\mathbf{a}, \mathbf{b} \in \mathbb{R}^3, \mathbb{A} \in \mathbb{R}^{3 \times 3}$.

This implies $\mathbf{a} \otimes \mathbf{a} : \mathbb{A} = \mathbf{a} \cdot \mathbf{a} \mathbb{A} = \mathbf{a}^2 \mathbb{A}$. We use the Nabla symbol $\nabla$ for real-valued functions $f : \mathbb{R}^3 \to \mathbb{R}$, vector-valued functions $\mathbf{f} : \mathbb{R}^3 \to \mathbb{R}^3$ as well as matrix-valued functions $\mathbb{A} : \mathbb{R}^3 \to \mathbb{R}^{3 \times 3}$ denoting

$$\nabla f := \left[ \frac{\partial f}{\partial x_i} \right]_{i=1}^3, \quad \nabla \mathbf{f} := \left[ \frac{\partial \mathbf{f}}{\partial x_i} \right]_{i=1}^3, \quad \nabla \mathbb{A} := \left[ \frac{\partial \mathbb{A}_{ij}}{\partial x_k} \right]_{i,j,k=1}^3.$$

For brevity, we write $\nabla f^T$ instead of $(\nabla f)^T$. The symmetric and skew-symmetric part of the gradient of a vector-valued function $\mathbf{f}$ are denoted by $(\nabla f)_{\text{sym}}$ and $(\nabla f)_{\text{skw}}$, respectively. The divergence of a vector-valued function $\mathbf{f} : \mathbb{R}^3 \to \mathbb{R}^3$ and a matrix-valued function $\mathbb{A} : \mathbb{R}^3 \to \mathbb{R}^{3 \times 3}$ is defined by

$$\nabla \cdot \mathbf{f} := \sum_{i=1}^3 \frac{\partial f_i}{\partial x_i} = \text{tr}(\nabla f), \quad \nabla \cdot \mathbb{A} := \left[ \sum_{j=1}^3 \frac{\partial A_{ij}}{\partial x_j} \right]_{i=1}^3.$$

Note that $\mathbf{v} \cdot \nabla \mathbf{f} = (\nabla \mathbf{f}) \mathbf{v} = \nabla \mathbf{f} \mathbf{v}$ for vector-valued functions $\mathbf{v}, \mathbf{f} : \mathbb{R}^3 \to \mathbb{R}^3$. We abbreviate $\nabla \nabla$ by $\nabla^2$. The double divergence is denoted by $\nabla^2$ and defined via

$$\nabla^2 : \mathbb{A} = \sum_{i,j=1}^3 \frac{\partial^2 A_{ij}}{\partial x_i \partial x_j}$$

for matrix-valued functions $\mathbb{A} : \mathbb{R}^3 \to \mathbb{R}^{3 \times 3}$. The Laplacian is defined as usual by $\Delta := \sum_{i=1}^3 \frac{\partial^2}{\partial x_i^2}$ and the curl by $\nabla \times \cdot$. We abbreviate the bi-Laplacian by $\Delta^2 = \Delta \Delta$. 
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Spaces of vector-valued functions are emphasized by bold letters, for example $L^p(\Omega) := L^p(\Omega; \mathbb{R}^3)$. If it is clear from the context, we also use this bold notation for spaces of matrix-valued functions. Additionally, the indication of the domain $\Omega$ is often omitted for the brevity of notation. In the same way, we denote the appropriate Sobolev spaces, i.e., $W^{k,p}(\Omega) := W^{k,p}(\Omega; \mathbb{R}^3)$. The special Hilbert space cases for $p = 2$ are as usual denoted by $H^k(\Omega) := W^{k,2}(\Omega)$. The appropriate spaces for homogeneous Dirichlet boundary conditions are defined as the closure $H^k_0(\Omega) = \overline{C_0^k(\Omega; \mathbb{R}^3)}$, where $C_0^k(\Omega; \mathbb{R}^3)$ denotes the space of infinitely many times differentiable functions with compact support in $\Omega$. The space of smooth solenoidal functions with compact support is denoted by $C^\infty_0(\Omega; \mathbb{R}^3)$. By $L^p_0(\Omega), H^1_0(\Omega),$ and $W^{1,p}_0(\Omega)$, we denote the closure of $C^\infty_0(\Omega; \mathbb{R}^3)$ with respect to the norm of $L^p(\Omega), H^1(\Omega),$ and $W^{1,p}(\Omega)$, respectively ($1 \leq p < \infty$).

The dual space of a vector space $V$ is always denoted by $V^*$ and equipped with the standard norm; the duality pairing is denoted by $\langle \cdot, \cdot \rangle$. The inner product in $L^2(\Omega; \mathbb{R}^3)$ is denoted by $(\cdot, \cdot)$ and in $L^2(\Omega; \mathbb{R}^{3 \times 3})$ by $\langle \cdot, \cdot \rangle$. The duality pairing between $L^p(\Omega)$ and $L^q(\Omega)$, for conjugated exponents $p$ and $q$, i.e., $1/p + 1/q = 1$, is also denoted by $(\cdot, \cdot)$ and $\langle \cdot, \cdot \rangle$, respectively. We equip $H^1_0(\Omega)$ with the norm $\| \cdot \|_{H^1_0} := \| \Delta \cdot \|_{L^2}$, which is equivalent to the full $H^2$-norm (see [19 Corollary 2.21]). Another important space is $H^1 \cap H^1_0$ which is equipped with the norm $(\| \Delta^2 \cdot \|_{L^2}^2 + \| \Delta \cdot \|_{L^2}^2)^{1/2}$ (see [19 Corollary 2.21] for the equivalence to the standard norm). The trace operator is denoted by $\gamma$.

The Bochner spaces for a Banach space $V$ are as usual denoted by $L^p(0, T; V)$ ($1 \leq p \leq \infty$) or $W^{1,s}(0, T; V)$ ($s > 0$) for the case that the time derivative is also integrable to the exponent $s$ (see also Diestel and Uhl [13 Section II.2] or Roubíček [35 Section 1.5]). To abbreviate, we often omit the time interval $(0, T)$ and the domain $\Omega$ and write for example $L^p(W^{k,p})$. By $\mathcal{A}C([0, T]; V)$ and $\mathcal{C}([0, T]; V)$, we denote the spaces of abstract functions mapping $[0, T]$ into $V$, which are absolutely continuous on $[0, T]$ and continuous on $[0, T]$ with respect to the weak topology on $V$, respectively. By $c > 0$, we denote a generic positive constant.

**2 Model and main result**

In this section, we introduce the system of the equations of motion and state the main result.

We consider the model

$$\begin{align*}
dt + \lambda (\nabla v)_{\text{sym}} d + 2\kappa_1 \gamma (\nabla v)_{\text{sym}} a + \gamma q &= 0, \quad (2.1a) \\
\partial_t \phi + (v \cdot \nabla) \phi + \lambda_p j &= 0, \quad (2.1b) \\
\partial_t v + (v \cdot \nabla) v + \nabla \pi + \nabla \cdot T^E - \nabla \cdot T^V &= g, \quad (2.1c) \\
\nabla \cdot v &= 0. \quad (2.1d)
\end{align*}$$

The vector $d : \Omega \times [0, T] \to \mathbb{R}^3$ represents the orientation of the rod-like molecules, $v : \Omega \times [0, T] \to \mathbb{R}^3$ denotes the velocity of the fluid and $\phi : \Omega \times [0, T] \to \mathbb{R}$ denotes the layer function. In this context, $\phi$ is not supposed to resemble the material density but to exhibit the same layers as isosurfaces. The pressure is denoted by $\pi : \Omega \times [0, T] \to \mathbb{R}$. We do not consider the existence of the pressure. The variables $\lambda, \kappa_1, \gamma$, and $\lambda_p$ are prescribed constants of the system.

The smectic layer normal is usually denoted by $a$ and is given by the gradient of $\phi$, $a := \nabla \phi$.

**Remark 2.1.** With the previous definition of $a$, we follow Soddemann et al. [37]. The proof of this paper is also valid for other choices of $a$, for example the one introduced in Section 5. In the proof, we keep the extra variable $a$ to include other connections between $\nabla \phi$ and $a$ such that $a$ is a continuously differentiable function in $\nabla \phi$. See Section 5 for more details.

Remark that Stewart [38] proposed to take $a = \nabla \phi / |\nabla \phi|$. With this choice, $a$ is not a continuous function in $\nabla \phi$, which would deprive us of establishing existence of solutions to the approximate system by Carathéodory's
This allows us to compute the variational derivative of theorem and identifying the limit of these solutions with Lebesgue’s theorem on dominated convergence. Hence, the present proof would not work. Nevertheless, we propose a possible relaxation in Section 5.

The material derivative of the director is denoted by $\dot{d}$ and given by

$$\dot{d} := \partial_t d + (v \cdot \nabla)d - (\nabla v)_{skw} d. \tag{2.2}$$

The free energy potential $F$ describes the elastic forces in the liquid crystal. It is assumed to depend only on the director $d$, the gradient of the layer function $\phi$ as well as their spatial derivatives, $F = F(d, \nabla d, \nabla \phi, \nabla^2 \phi)$. The free energy functional $\mathcal{F}$ is then given by

$$\mathcal{F} : H^1 \times H^2 \to \mathbb{R}, \quad \mathcal{F}(d, \phi) := \int_\Omega F(d, \nabla d, \nabla \phi, \nabla^2 \phi) \, dx.$$

The variational derivative of $\mathcal{F}$ with respect to $d$ and $\phi$ is abbreviated by $q$ and $j$, respectively (see Furihata and Matsuo [8] Section 2.1):

$$q := \frac{\delta \mathcal{F}}{\delta d} = \frac{\partial F}{\partial d}(d, \nabla d, \nabla \phi, \nabla^2 \phi) - \nabla \cdot \frac{\partial F}{\partial \nabla d}(d, \nabla d, \nabla \phi, \nabla^2 \phi), \tag{2.3a}$$

$$j := \frac{\delta \mathcal{F}}{\delta \phi} = -\nabla \cdot \frac{\partial F}{\partial \nabla \phi}(d, \nabla d, \nabla \phi, \nabla^2 \phi) + \nabla^2 : \frac{\partial F}{\partial \nabla^2 \phi}(d, \nabla d, \nabla \phi, \nabla^2 \phi). \tag{2.3b}$$

Since $F$ only depends on $\nabla \phi$, we may consider another functional $\tilde{\mathcal{F}}$, where $\nabla \phi$ is replaced by $b$:

$$\tilde{\mathcal{F}} : H^1 \times H^1 \to \mathbb{R}, \quad \tilde{\mathcal{F}}(d, b) := \int_\Omega F(d, \nabla d, b, \nabla b) \, dx.$$

This allows us to compute the variational derivative of $\tilde{\mathcal{F}}$ with respect to $\nabla \phi$. Since the free energy $\mathcal{F}$ does not depend on the layer function $\phi$ itself, but rather on its spatial derivatives, we can express the variational derivative of $\tilde{\mathcal{F}}$ with respect to $\phi$ via

$$j = \frac{\delta \tilde{\mathcal{F}}}{\delta \phi} = -\nabla \cdot \frac{\delta \tilde{\mathcal{F}}}{\delta b} \quad \text{with} \quad \frac{\delta \tilde{\mathcal{F}}}{\delta b} = \frac{\partial F}{\partial \nabla \phi}(d, \nabla d, \nabla \phi, \nabla^2 \phi) - \nabla \cdot \frac{\partial F}{\partial \nabla^2 \phi}(d, \nabla d, \nabla \phi, \nabla^2 \phi). \tag{2.4}$$

The stress tensor $\pi I + T^E - T^V$ of equation (2.1c) is divided into two parts, an elastic part $\pi I + T^E$ and a viscous part $T^V$. The elastic part is given by the pressure $\pi I$ and

$$T^E := \nabla d^T \frac{\partial F}{\partial \nabla d} + \nabla \phi \frac{\delta \tilde{\mathcal{F}}}{\delta b} + \nabla^2 \phi \frac{\partial F}{\partial \nabla^2 \phi}, \tag{2.5a}$$

and the viscous part by

$$T^V := \alpha_1 (d \cdot (\nabla v)_{sym} d) d \otimes d + \frac{\lambda}{\gamma} (d \otimes d)_{sym} + \frac{1}{\gamma} (d \otimes d)_{skw} + \alpha_4 (\nabla v)_{sym} + 2 \alpha_5 (d \otimes (\nabla v)_{sym} d)_{sym}$$

$$+ \frac{\lambda}{\gamma} (d \otimes (\nabla v)_{sym} d) + \tau_1 (a \cdot (\nabla v)_{sym} a) a \otimes a + 2 \tau_2 (a \otimes (\nabla v)_{sym} a)_{sym}$$

$$+ 2 \kappa_1 ((a \otimes d)_{sym} + (d \otimes (\nabla v)_{sym} a)_{skw}) + 2 \kappa_2 (d \cdot (\nabla v)_{sym} a) (d \otimes a)_{sym}$$

$$+ \kappa_3 (d \cdot (\nabla v)_{sym} a) d \otimes d + (d \cdot (\nabla v)_{sym} d) (d \otimes a)_{sym}$$

$$+ 2 \kappa_5 ((d \cdot (\nabla v)_{sym} a) d \otimes a + (a \cdot (\nabla v)_{sym} a) (a \otimes d)_{sym})$$

$$+ 2 \kappa_6 ((d \otimes (\nabla v)_{sym} a)_{sym} + (a \otimes (\nabla v)_{sym} d)_{sym}) \, . \tag{2.5b}$$
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To guarantee the dissipative character of the system, we assume appropriate restrictions for the appearing constants \( \lambda, \gamma, \alpha_i, \tau_j, \) and \( k_k \) with \( i \in \{1,4,5\}, j \in \{1,2\}, \) and \( k \in \{1, \ldots, 6\} \). Certain constants need to be positive,
\[
\lambda, \quad \gamma, \quad \alpha_1, \quad \alpha_4, \quad 2\alpha_5 + \lambda/\gamma - \lambda^2/\gamma, \quad \tau_1, \quad \tau_2 - 2k_1^2\gamma, \quad k_3 > 0.
\]

Other terms have to be small enough to preserve the dissipative character of the system,
\[
4k_1^2 < \alpha_1 \tau_1, \quad 8k_2^2 < \alpha_1 k_2, \quad 8k_3^2 < k_2 \tau_1, \quad 4(k_5 - k_1 \lambda)^2 < (2\tau_2 - 4k_1^2\gamma)(2\alpha_5 + \lambda/\gamma - \lambda^2/\gamma).
\]

We further assume that \( g \in L^2(0, \tau; (H^1_0, \sigma)^\tau) \). Finally, we impose boundary and initial conditions:
\[
\begin{align*}
d(x,0) &= d_0(x) & \text{for } x & \in \Omega, & \quad & d(x,t) &= d_1(x) & \text{for } (x,t) & \in \partial\Omega \times [0,\tau], \\
\phi(x,0) &= \phi_0(x) & \text{for } x & \in \Omega, & \quad & \nabla\phi(x,t) \cdot n(x) &= 0 = \phi(x,t) & \text{for } (x,t) & \in \partial\Omega \times [0,\tau], \\
v(x,0) &= v_0(x) & \text{for } x & \in \Omega, & \quad & v(x,t) &= 0 & \text{for } (x,t) & \in \partial\Omega \times [0,\tau].
\end{align*}
\]

We always assume that \( d_1 = d_0 \) on \( \partial\Omega \), which is a compatibility condition providing regularity, see Lemma 3.4.

For the initial conditions, we assume that \( d_0 \in H^1 \) with \( d_1 \big|_{\partial\Omega} \in H^{3/2}(\partial\Omega) \), \( \phi_0 \in H^2_0 \), and \( v_0 \in L^2_\sigma \).

We assume homogeneous Dirichlet boundary data for the layer function. However, since system (2.1) only depends on derivatives of \( \phi \), the system is equally fulfilled if \( \phi \) is shifted by a constant.

### 2.1 Free energy potential

For the free energy potential modeling the interaction of molecules and layers, we choose a modified form of the energy introduced by Stewart [38].

\[
W(d, \nabla d, \nabla \phi, \nabla^2 \phi) := \frac{k_1}{2} (\nabla \cdot d)^2 + \frac{k_3}{2} |\nabla \times d|^2 + \frac{k_5}{2} (\Delta \phi)^2 + \frac{B_0}{2} (|\nabla \phi|^2 + |d \cdot a - 2|^2) + \frac{B_1}{2} |d \times a|^2.
\]

In comparison to the model postulated in Stewart [38], we added the term \( k_3 |\nabla \times d|^2 \), which was left out because the constant \( k_3 \) is assumed to be small (see [23]). Additionally, we take the term \((\Delta \phi)^2\) as given by Auernhammer et al. [1] instead of \((\nabla a)^2\), which was proposed by Stewart. In the equilibrium case, where \( |\nabla \phi| \) is constant, both formulations coincide. We do these adjustments since they are essential for our analysis, especially to derive suitable a priori estimates. In comparison to Stewart [38], we replaced the term \(|\nabla \phi|\) by \(|\nabla \phi|^2\) in line (2.8b). This ensures that (2.9) remains a continuously differentiable function in \( \nabla \phi \). All constants are assumed to be strictly positive, \( k_1, k_3, k_5, B_0, B_1 > 0 \).

The terms in line (2.8b) model the distortion energy in the liquid crystal, especially the splay and bend deformation of the director and the bending of the smectic layers, respectively. The terms in the second line (2.8b) represent the coupling between the layers and the director, respectively.

Following a standard relaxation technique, we obtain the free energy by adding penalisation terms to \( W \),
\[
F := W + \frac{1}{4\varepsilon_1} (|d|^2 - 1)^2 + \frac{1}{4\varepsilon_2} (|\nabla \phi|^2 - 1)^2.
\]

This relaxation technique allows us to omit the Lagrangian multipliers added to the model by Stewart but, nevertheless, takes into account the algebraic restrictions \(|d| = 1\) and \(|\nabla \phi| = 1\). We consider \( \varepsilon_1 \) and \( \varepsilon_2 \) to be small. In this paper, however, we do not consider the limit case \( \varepsilon_1, \varepsilon_2 \to 0 \).

We refer to [15] for generalized assumptions on the free energy in the case of the Ericksen–Leslie model such that the system admits weak solutions. Additionally, we refer to [24] [25] for the singular limit of vanishing penalization, \( \varepsilon \to 0 \), in the case of the Ericksen–Leslie system equipped with the Oseen–Frank energy resulting in measure-valued solutions.
2.2 Existence of weak solutions

Since the aim of this article is to prove the existence of generalized solutions, we start with a precise definition of a solution. Therefore, we derive a reformulation of the elastic stress tensor. For brevity, we omit the arguments of $F$ and its partial derivatives. Since the free energy potential $F$ depends on the four arguments $\mathbf{d}$, $\nabla \mathbf{d}$, $\nabla \phi$, and $\nabla^2 \phi$, the spatial derivative of $F$ can be expressed as

$$ (\mathbf{v} \cdot \nabla) F = (\mathbf{v} \cdot \nabla) F(\mathbf{d}, \nabla \mathbf{d}, \nabla \phi, \nabla^2 \phi) = \frac{\partial F}{\partial \mathbf{d}} : (\mathbf{v} \cdot \nabla) \mathbf{d} + \frac{\partial F}{\partial \nabla \mathbf{d}} : (\mathbf{v} \cdot \nabla) \mathbf{d} + \frac{\partial F}{\partial \nabla \phi} : (\mathbf{v} \cdot \nabla) \nabla \phi + \frac{\partial F}{\partial \nabla^2 \phi} : (\mathbf{v} \cdot \nabla) \nabla^2 \phi. \quad (2.10) $$

In the following calculation, we insert (2.5a), (2.3a) and (2.4), and differentiate by parts, where the boundary terms vanish since $\mathbf{v} \in H^1_0(\Omega)$. Using the standard tools of vector analysis (see Section 1.3) yields

$$ (T^E; \nabla \mathbf{v}) - \langle \nabla d^T \mathbf{q}, \mathbf{v} \rangle - \langle \nabla \phi, \mathbf{v} \rangle = \left( \nabla d^T + \frac{\partial F}{\partial \mathbf{d}} \right) \nabla \mathbf{v} + \left( \nabla \phi \otimes \frac{\delta F}{\delta \mathbf{b}} \right) \cdot \nabla \mathbf{v} + \left( \nabla^2 \phi \frac{\partial \mathcal{F}}{\partial \nabla \phi} \right) \nabla \mathbf{v} + \left( \nabla \phi \nabla \frac{\delta F}{\delta \mathbf{b}} \right) \cdot \nabla \mathbf{v} $$

$$ = - \left( \nabla \phi \nabla \frac{\delta \mathcal{F}}{\delta \mathbf{b}} \right) \cdot \nabla \mathbf{v} - \left( \nabla^2 \phi \frac{\partial \mathcal{F}}{\partial \nabla \phi} \right) \nabla \mathbf{v} - \left( \nabla \phi \nabla \frac{\delta F}{\delta \mathbf{b}} \right) \cdot \nabla \mathbf{v} $$

$$ = - \int_{\Omega} \langle \nabla \phi \nabla \frac{\delta F}{\delta \mathbf{d}} + (\nabla \phi) (\nabla \frac{\delta F}{\delta \mathbf{d}} \cdot \nabla \mathbf{v}) $$

$$ + \langle \nabla^2 \phi \nabla \frac{\delta \mathcal{F}}{\delta \mathbf{b}} \rangle \cdot \nabla \mathbf{v} - \left( \nabla^2 \phi \nabla \frac{\delta F}{\delta \mathbf{b}} \right) \cdot \nabla \mathbf{v} $$

$$ = \int_{\Omega} \langle \nabla \phi \nabla \frac{\delta F}{\delta \mathbf{d}} \rangle \cdot \nabla \mathbf{v} + (\nabla \phi) (\nabla \frac{\delta F}{\delta \mathbf{d}} \cdot \nabla \mathbf{v}) $$

$$ + \langle \nabla^2 \phi \nabla \frac{\delta \mathcal{F}}{\delta \mathbf{b}} \rangle \cdot \nabla \mathbf{v} - \left( \nabla^2 \phi \nabla \frac{\delta F}{\delta \mathbf{b}} \right) \cdot \nabla \mathbf{v} = 0. \quad (2.11) $$

The last equality holds since $\mathbf{v}$ is solenoidal and the second to the last equality is granted by (2.10). Formula (2.11) allows us to reformulate equation (2.1) by incorporating $F$ in a reformulation of the pressure, $\tilde{\mathbf{p}} := \mathbf{p} + F$, and replacing $\nabla \cdot T^E$ by $-\nabla d^T \mathbf{q} - \nabla \phi \frac{\partial \mathcal{F}}{\partial \mathbf{b}}$.

**Definition 2.2 (Weak solution).** The triple $(\mathbf{d}, \phi, \mathbf{v})$ is said to be a solution to (2.1) if

$$ \mathbf{d} \in L^\infty(0, T; H^1) \cap L^2(0, T; H^2) \cap W^{1,4/3}(0, T; L^2), $$

$$ \phi \in L^\infty(0, T; H^1_0) \cap L^2(0, T; H^1) \cap L^2(0, T; L^2), $$

$$ \mathbf{v} \in L^\infty(0, T; L^2) \cap L^2(0, T; H^1_0, \sigma) \cap W^{1,2}(0, T; (H^2 \cap H^1_0) \sigma), $$

if

$$ \int_0^T ((\partial_t \mathbf{d} + (\mathbf{v} \cdot \nabla) \mathbf{d} - (\nabla \mathbf{v})_{\text{skew}} \mathbf{d} + \lambda (\nabla \mathbf{v})_{\text{sym}} \mathbf{d}, \mathbf{q}) + \gamma (2 \kappa_1 (\nabla \mathbf{v})_{\text{sym}} \mathbf{a} + \mathbf{q}, \mathbf{p})) dt = 0. \quad (2.13a) $$

$$ \int_0^T ((\partial_t \phi + (\mathbf{v} \cdot \nabla) \phi, \zeta) + \lambda_p (j, \zeta)) dt = 0, \quad (2.13b) $$

$$ \int_0^T ((\partial_t \mathbf{v} + (\mathbf{v} \cdot \nabla) \mathbf{v} - \nabla d^T \mathbf{q} - \nabla \phi \frac{\partial \mathcal{F}}{\partial \mathbf{b}} \cdot \nabla \mathbf{v} \cdot \mathbf{q}) + (T^E; \nabla \phi) - (g, \phi)) dt = 0 \quad (2.13c) $$
To be precise, our concept of solution is a weak solution concept with respect to the Navier–Stokes-like equation (2.13c) but rather a strong solution concept with respect to the equations (2.13a) and (2.13b) for the inner variables. Note that the trace operator is denoted by \( \tilde{\gamma}_0 \) (see Section 1.3). In Corollary 3.8 we prove that all terms of (2.13) are well-defined under the regularity assumptions of Definition 2.2. We remark that the initial values are attained in a weak sense since \( d \in \mathcal{C}^{\infty}(0,T;\overline{H}^1) \), \( \varphi \in \mathcal{C}^{\infty}(0,T;H^2) \), and \( \psi \in \mathcal{C}^{\infty}(0,T;L^6_{\partial}) \) (compare (2.12) as well as Lions and Magenes [31, Ch. 3, Lemma 8.1]).

**Theorem 2.3** (Existence of generalized solutions). Let \( \Omega \) be a domain of class \( \mathcal{C}^4 \) and assume (2.6). For given initial data \( (d_0, \varphi_0, v_0) \in H^1 \times H^2 \times L^6_{\partial} \), boundary data \( d_1 \in H^{3/2}(\partial\Omega) \) such that \( \tilde{\gamma}_0(d_0) = d_1 \) and right-hand side \( g \in L^2(0,T;H^2) \), \( (H^1_{0,\sigma})^* \), there exists a weak solution to system (2.1)-(2.9) in the sense of Definition 2.2.

Before we give the proof in Section 4, Section 3 collects some important inequalities that will be of use later on.

### 3 Preliminaries

#### 3.1 Important inequalities

**Lemma 3.1** (Gagliardo–Nirenberg). Let the domain \( \Omega \) be of class \( \mathcal{C}^4 \), let \( p \in [2,10/3] \), \( q \in [6,10] \) and let \( \theta_1, \theta_2 \in [0,2] \) be such that

\[
1 = \frac{p}{2} - \frac{\theta_1}{3} \quad \text{and} \quad 1 = \frac{q}{6} - \frac{\theta_2}{3}.
\]

Then there exists a constant \( c > 0 \) such that the estimates

\[
\| \nabla d \|_{L^p(L^p)} \leq c \| d \|_{L^2(H^1)}^{\theta_1/p} \| d \|_{L^2(H^1)}^{1-\theta_1/p}, \quad \| d \|_{L^q(L^q)} \leq c \| d \|_{L^2(H^1)}^{\theta_2/q} \| d \|_{L^2(H^1)}^{1-\theta_2/q}
\]

hold for all functions \( d \in L^p(H^1) \cap L^q(H^2) \).

See Emmrich and Lasarzik [15, Lemma 2.1] for the proof of this time dependent version of the Gagliardo–Nirenberg inequality. Note that the Lebesgue exponents in time and space are chosen to be equal for the norm on the left-hand side of the inequality.

**Corollary 3.2.** Let the domain \( \Omega \) be of class \( \mathcal{C}^4 \), \( k \in \{1,2\} \) and let \( p \in [6,14] \) in the case \( k = 1 \) as well as \( p \in [2,14/3] \) in the case \( k = 2 \) with \( \theta \in [0,2] \) fulfilling the relation

\[
1 \geq \frac{p(2k-1)}{6} - \frac{4\theta}{3}, \quad k \in \{1,2\}.
\]

Then there exists a constant \( c > 0 \) such that the estimate

\[
\| \phi \|_{L^p(W^{k,r})} \leq c \| \phi \|_{L^2(H^1)}^{\theta/p} \| \phi \|_{L^2(H^2)}^{1-\theta/p}
\]

is fulfilled for all \( \phi \in L^m(0,T;H^2) \cap L^q(0,T;H^4) \).

**Corollary 3.3.** Let the domain \( \Omega \) be of class \( \mathcal{C}^4 \) and the relation \( 1/p = 1/2 - 2/3r \) be fulfilled for \( p \in [2,6] \) and for \( r \in [1,\infty] \). Then there exists a constant \( c > 0 \) such that the estimate

\[
\| v \|_{L^p(L^p)} \leq c \| v \|_{L^2(H^1)}^{2/r} \| v \|_{L^2(L^q)}^{(r-2)/r}
\]

holds for all \( v \in L^m(0,T;L^6_{\partial}) \cap L^2(0,T;H^1_{0,\sigma}) \).
The extension operator is chosen as the solution operator of the problem.

Lemma 3.4 (Extension operator). Let $\Omega$ be of class $C^4$. Then there exists a linear continuous extension operator $E : H^{3/2}(\partial \Omega) \to H^2(\Omega)$ such that $\gamma_0(Ed_1) = d_1$ and $k_1 \nabla (\nabla \cdot Ed_1) - k_3 \nabla \times \nabla \times Ed_1 = 0$ for all $d_1 \in H^{3/2}(\partial \Omega)$. Additionally, there exists a constant $c > 0$ such that

$$\|Ed_1\|_{H^1} \leq c\|d_1\|_{H^{3/2}(\partial \Omega)} \quad \text{and} \quad \|Ed_1\|_{H^2} \leq c\|d_1\|_{H^{3/2}(\partial \Omega)} \quad (3.1)$$

for all $d_1 \in H^{3/2}(\partial \Omega)$.

**Proof.** The extension operator is the solution operator of the problem $-(k_1 \nabla (\nabla \cdot h) - k_3 \nabla \times \nabla \times h) = -\nabla \cdot \Lambda : \nabla h = 0$ in $\Omega$, $h = d_1$ on $\partial \Omega$.

Here $\Lambda$ is a constant tensor of order four with $\Lambda_{ijkl} = k_1 \delta_{ij} \delta_{kl} + k_3 (\delta_{ik} \delta_{jl} - \delta_{il} \delta_{jk})$. This tensor is symmetric, i.e., $\Lambda_{ijkl} = \Lambda_{klji}$, and strongly elliptic, i.e., $(a \otimes b) : \Lambda : (a \otimes b) \geq \min\{k_1, k_3\} |a|^2 |b|^2$ for $k_1, k_3 > 0$. There exists a unique solution for every $d_1 \in H^{3/2}(\partial \Omega)$ (see [34] Theorem 4.10). A standard regularity result reveals the estimates (3.1) (see [34] Theorem 4.21). By construction, the image of the associated operator $E$ lies in the kernel of the operator $-\nabla \cdot \Lambda : \nabla$.

**Corollary 3.5.** There exists a constant $c > 0$ such that the estimates

$$\|d\|_{H^2} \leq c \left( \|\Lambda d\|_{L^2} + \|d_1\|_{H^{3/2}(\partial \Omega)} \right) \quad \text{and} \quad \|d\|_{H^1} \leq c \left( \|\nabla d\|_{L^2} + \|d_1\|_{H^{3/2}(\partial \Omega)} \right) \quad (3.2)$$

hold for every function $d \in H^2$ with $\gamma_0(d) = d_1 \in H^{3/2}(\partial \Omega)$.

**Proof.** With Lemma 3.4 we observe that $d - Ed_1 \in H^2 \cap H^1_0$. For $\partial \Omega \in C^4$, the norm $\|\Lambda \cdot \|_{L^2}$ is equivalent to the $\|\cdot\|_{H^2}$-norm (see Gilbarg and Trudinger [20] Theorem 9.15]) on $H^2 \cap H^1_0$. The full $H^2$-norm can be estimated by

$$\|d\|_{H^2} \leq \|d - Ed_1\|_{H^2} + \|Ed_1\|_{H^2} \leq c \|\Lambda (d - Ed_1)\|_{L^2} + \|Ed_1\|_{H^2} \leq c \left( \|\Lambda d\|_{L^2} + \|d_1\|_{H^{3/2}(\partial \Omega)} \right).$$

The last inequality follows from (3.1). Similarly, we find with Poincaré’s inequality

$$\|d\|_{H^1} \leq \|d - Ed_1\|_{H^1} + \|Ed_1\|_{H^1} \leq c \|\nabla (d - Ed_1)\|_{L^2} + \|Ed_1\|_{H^1} \leq c \left( \|\nabla d\|_{L^2} + \|d_1\|_{H^{3/2}(\partial \Omega)} \right),$$

where again the last inequality follows from (3.1).

3.2 Free energy

We present two lemmata capturing important properties of the free energy potential $\mathcal{F}[d, \phi]$, which are essential for our analysis. These lemmata provide the well-posedness of Definition 2.2 in Corollary 3.8 and the estimates in order to pass to the limit in the nonlinear terms in Lemma 4.8.

**Lemma 3.6 (Coerciveness).** There exists a possibly large constant $c > 0$ and a possibly small constant $\eta > 0$ such that the free energy $\mathcal{F}[\cdot]$ and its variational derivatives fulfill the estimates

$$\mathcal{F}(d, \phi) \geq \eta \left( \|\nabla d\|^2_{L^2} + \|\phi\|^2_{H^1_0} \right) - c\|d\|^2_{H^{3/2}(\partial \Omega)},$$

$$\|q\|^2_{L^2(L^2)} \geq \frac{2\eta}{\gamma} \|\Delta d\|_{L^2(L^2)}^2 - c \left( \|\nabla d\|^6_{L^6(H^6_0)} + \|\phi\|^6_{L^6(H^6_0)} + 1 \right),$$

$$\|j\|^2_{L^2(L^2)} \geq \frac{\eta}{\lambda_p} \|\Delta \phi\|^2_{L^2(L^2)} - \frac{\eta}{\lambda_p} \|\Delta d\|^2_{L^2(L^2)} - c \left( \|\nabla d\|^{28}_{L^8(H^2)} + \|\phi\|^{42}_{L^8(H^2)} + 1 \right)$$

for every $d \in L^\infty(0, T; H^1) \cap L^2(0, T; H^2)$ with $\gamma_0(d) = d_1 \in H^{3/2}(\partial \Omega)$ and $\phi \in L^\infty(0, T; H^1_0) \cap L^2(0, T; H^1)$.
Proof. Considering the term $\text{tr}(\nabla d^2) - (\nabla \cdot d)^2$, we observe with some vector calculus (see Section 1.3) that

$$|
abla d|^2 = \text{tr}(\nabla d^2) = \text{tr}(\nabla d, \nabla d + 2(\nabla d)^2_{skw} \nabla d)$$

$$= \text{tr}(\nabla d d^2 + 2 \text{tr}(\nabla d)^2_{skw} (\nabla d)_{skw}) = \text{tr}(\nabla d^2) + 2 |(\nabla d)_{skw}|^2$$

$$= (\nabla d)^2 + |\nabla \times d|^2 + \text{tr}(\nabla d^2) - (\nabla \cdot d)^2.$$ \hfill (3.6)

We used that $2|(\nabla d)_{skw}|^2 = |\nabla \times d|^2$. The last two terms on the right-hand side of (3.6) can be interpreted as the divergence of a vector field. By Gauss' formula, it is already determined by the prescribed boundary data,

$$\int_{\Omega} (\nabla d^2 - (\nabla \cdot d)^2) \, dx = \int_{\partial \Omega} (\nabla \cdot \nabla d - (\nabla \cdot d) n \cdot d) \, dS \leq c|d|_{H^{1/2}(\partial \Omega)}.$$ \hfill (3.7)

Additionally, we recognize that all terms in line (2.8b) and (2.9) are positive. Thus, they can be estimated from below by zero. We define $k := \min\{k_1, k_3, k_3\}$ and can estimate the free energy by

$$\mathcal{F}(\mathbf{d}, \phi) \geq k \int_{\Omega} \left( |\nabla d|^2 + |\nabla \times d|^2 + \text{tr}(\nabla d^2) - (\nabla \cdot d)^2 + (\Delta \phi)^2 - (\text{tr}(\nabla d^2) - (\nabla \cdot d)^2) \right) \, dx$$

$$\geq k \int_{\Omega} \left( |\nabla d|^2 + (\Delta \phi)^2 \right) \, dx - k \int_{\partial \Omega} (\nabla \cdot d) n \cdot d \, dS$$

$$\geq k \left( |\nabla d|_{L^2}^2 + (\phi|^2_{L^6}) \right) - c|d|_{H^{1/2}(\partial \Omega)}^2.$$ \hfill (3.8)

To prove the two remaining inequalities, we need to calculate the variational derivatives of the free energy explicitly. The variational derivative $q$ is given by

$$q = \frac{\delta \mathcal{F}}{\delta d} = -k_1 \nabla (\nabla \cdot d) + k_3 \nabla \times d + B_0 |\nabla \phi|^2 + d \cdot a - 2a + B_1 (|a|^2 d - (d \cdot a) a) + \frac{1}{\varepsilon_1} (|d|^2 - 1) d$$

$$= -k_1 \nabla (\nabla \cdot d) + k_3 \nabla \times d + R_1.$$ \hfill (3.9)

Estimating the $L^2$-norm of the variational derivative $q$, while using a consequence of Young’s inequality,

$$2|\mathbf{b}_1 - \mathbf{b}_2|^2 \geq |\mathbf{b}_1|^2 - 2|\mathbf{b}_2|^2$$

for all $\mathbf{b}_1, \mathbf{b}_2 \in \mathbb{R}^3$, \hfill (3.10)

$$|q|_{L^2}^2 \geq \frac{1}{2} \left( |k_1 \nabla (\nabla \cdot d) - k_3 \nabla \times d|_{L^2}^2 - |R_1|_{L^2}^2 \right).$$ \hfill (3.11)

In view of (3.7) and $a = \nabla \phi$, the second part of (3.9) can be estimated using Hölder’s and Young’s inequality,

$$|R_1|_{L^2}^2 \leq \int_{\Omega} \left( B_0 (|\nabla \phi|^3 + |d| |\nabla \phi|^2 - 2 |\nabla d| + B_1 |\nabla \phi|^2 |d| + \frac{1}{\varepsilon_1} (|d|^2 + |d|) \right)^2 \, dx$$

$$\leq c(|\nabla \phi|_{L^6}^6 + |d|_{L^6}^6 + 1).$$ \hfill (3.12)

This first part of (3.9) can be calculated using the Hilbert space structure,

$$|k_1 \nabla (\nabla \cdot d) - k_3 \nabla \times d|_{L^2}^2 = k_1^2 (\nabla \cdot d)_{skw}^2 - 2k_1 k_3 (\nabla \cdot d) \nabla \times d + k_3^2 |\nabla \times d|_{L^2}^2.$$ \hfill (3.13)

Note that the mixed term $(\nabla \cdot d) \nabla \times d$ can be estimated by the prescribed boundary conditions, which becomes evident after performing an integration by parts and using that the divergence of the $\nabla \times$-operator is zero,

$$(\nabla (\nabla \cdot d) \nabla \times d) = - (\nabla \cdot d) \nabla \cdot (\nabla \times d) + (\nabla (\nabla \times d), \nabla \cdot d)$$

$$\leq |\nabla \times d|_{H^{-1/2}(\partial \Omega)} |\nabla d|_{H^{1/2}(\partial \Omega)} \leq c|d|_{H^{1/2}(\partial \Omega)}^2.$$

DOI 10.20347/WIAS.PREPRINT.2567 Berlin 2019
The integration-by-parts formula we just used has to be interpreted in a weak sense (compare [34, p. 99 ff.]). The vector identity $\Delta d = \nabla (\nabla \cdot d) - \nabla \times \nabla \times d$ leads similarly to (3.9) to the estimate
\[
k^2_1 \|\nabla (\nabla \cdot d)\|_{L^2}^2 + k^2_2 \|\nabla \times \nabla \times d\|_{L^2}^2 \geq \frac{1}{2} \min\{k^2_1, k^2_2\} \|\Delta d\|_{L^2}^2 + \max\{k^2_1 - k^2_2, 0\} \|\nabla (\nabla \cdot d)\|_{L^2}^2 + \max\{k^2_2 - k^2_1, 0\} \|\nabla \times \nabla \times d\|_{L^2}^2. \tag{3.13}
\]
Since all terms on the right-hand side of the previous inequality (3.13) are positive, we can estimate the $L^2$-norm of $q$ by (3.9), (3.11), and (3.12) such that
\[
\|q\|_{L^2}^2 \geq \frac{1}{4} \min\{k^2_1, k^2_2\} \|\Delta d\|_{L^2}^2 - c(\|\nabla \phi\|_{L^2}^2 + \|d\|_{L^6}^6 + 1) - c\|\partial_2 d\|_{H^1(\partial \Omega)}^2.
\]
With the embedding in three dimensions $H^1 \hookrightarrow L^6$ and Corollary 3.5 the claimed inequality (3.4) becomes evident.

As a last step, we prove inequality 3.5. The variational derivative $j$ is given by (see (2.3b), (2.8), and (2.9))
\[
j = \frac{\delta F}{\delta \phi} = k_5 \Delta^2 \phi - B_0 \nabla \cdot ((\|\nabla \phi\|^2 + d \cdot a - 2)(2\nabla \phi + d))
\]
\[
- B_1 \nabla \cdot ((|d|^2 a - (d \cdot a)d) - \frac{1}{e^2} \nabla \cdot ((\|\nabla \phi\|^2 - 1) \nabla \phi)
\]
\[
= k_5 \Delta^2 \phi - B_0 (2\nabla \phi + d) \cdot (2\nabla^2 \phi \nabla \phi + \nabla d \nabla \phi + \nabla^2 \phi d) - B_0 (\|\nabla \phi\|^2 + d \cdot \nabla \phi - 2)(2\Delta \phi + \nabla d)
\]
\[
- B_1 (2\nabla \phi \nabla d + \Delta \phi |d|^2 - (\|\nabla \phi\|d \cdot \nabla \phi + d \cdot \nabla^2 \phi d + d \cdot \nabla d \nabla \phi))
\]
\[
- \frac{1}{e^2} (\Delta \phi (\|\nabla \phi\|^2 - 1) + 2\nabla \phi \cdot \nabla^2 \phi \nabla \phi)
\]
\[
=: k_5 \Delta^2 \phi + R_\phi.
\]
In the calculation of the variational derivative, we explicitly used the choice $a = \nabla \phi$ (see Remark 2.1). To estimate this variational derivative from below, we use inequality (3.8) such that
\[
\|j\|_{L^2}^2 \geq \frac{k^2_2}{2} \|\Delta^2 \phi\|_{L^2}^2 - \|R_\phi\|_{L^2}^2. \tag{3.15}
\]
In regard of the calculation (3.14), we estimate $\|R_\phi\|_{L^2}$ (for $e_2$ fixed) by
\[
\|R_\phi\|_{L^2}^2 \leq c \left( B_0 (\|\nabla \phi\|^2 + \|\nabla \phi\|^2 + |\nabla d| \|\nabla \phi\|^2 + |\nabla d| |\nabla \phi| + \|\nabla d\|) \right)_{L^2}^2 + c \left( B_1 (|\nabla^2 \phi| |d| \|\nabla \phi\| + \frac{1}{e^2} (\|\nabla^2 \phi\| |\nabla \phi| + 1)) \right)_{L^2}^2
\]
\[
\leq c \int_\Omega (\|\nabla \phi\|^2 + |\nabla^2 \phi| + |\nabla \phi| + |\nabla d|) \|\nabla \phi\|_4 + |\nabla \phi| + |\nabla d|)^2 \|\nabla \phi\|^2 + |\nabla d|^2 dx.
\]
In the following, we apply Young’s inequality so that the norms of the director emerge with certain exponents, i.e., $16/5$ in the case of $|\nabla d|$ and $48/5$ in the case of $|d|$. Other choices for the exponents are possible. Nevertheless, the exponents have to be chosen very carefully so that all terms appearing can be absorbed into the leading order terms, i.e., $|\Delta d|_{L^2}^2$ and $|\Delta^2 \phi|_{L^2}^2$. Applying Young’s inequality in this way yields
\[
\|R_\phi\|_{L^2}^2 \leq c \int_\Omega \left( |\nabla d|_{16/5}^2 + |d|_{48/5}^2 \right) dx + c \int_\Omega \left( |\nabla \phi|_{4}^4 + |\nabla^2 \phi|_{4}^4 + |\nabla \phi|_{24/7}^{24/7} + |\nabla^2 \phi|_{32/3}^{32/3} + |\nabla \phi|_{12}^{12} + 1 \right) dx
\]
\[
\leq c \int_\Omega \left( |\nabla d|_{16/5}^{16/5} + |d|_{48/5}^{48/5} + |\nabla \phi|_{24/7}^{24/7} + |\nabla^2 \phi|_{32/3}^{32/3} + |\nabla \phi|_{12}^{12} + 1 \right) dx
\]
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Thus, the remainder $R_\phi$ is bounded by
\[
\|R_\phi\|_{L^2(L^2)}^2 \leq c \left( \|\nabla d\|_{L^{16/5}(L^{16/5})}^{68/5} + \|d\|_{L^{14/5}(L^{14/5})}^{24/7} + \|\nabla \phi\|_{L^{24/7}(L^{24/7})} + \|\phi\|_{L^{12}(L^1)}^2 + 1 \right). \tag{3.16}
\]

The Gagliardo–Nirenberg inequalities of Lemma 3.1 and Corollary 3.2 yield
\[
\|R_\phi\|_{L^2(L^2)}^2 \leq c \left( \|d\|_{L^{7/5}(H^1)}^{2} + \|\phi\|_{L^{14/14}(H^1)}^{32/14} + \|\nabla \phi\|_{L^{24/7}(L^{24/7})} + \|\phi\|_{L^{12}(L^1)}^2 + 1 \right). \tag{3.17}
\]

These terms are estimated again with Young’s inequality. We apply it so that the leading order terms, i.e., $\|d\|_{L^2}$ and $\|\Delta \phi\|_{L^2}$, remain squared and multiplied with a small constant. This small constant is defined by
\[
\eta := \min \left\{ \frac{1}{8} \gamma \min \{k_1^2, k_2^2\}, \frac{1}{4} \lambda_p k_3^2, \min \{k_1, k_3, k_5\} \right\}. \tag{3.18}
\]

With this newly defined parameter, we estimate (3.17) further on with Corollary 3.5 and Young’s inequality
\[
\|R_\phi\|_{L^2(L^2)}^2 \leq \frac{\eta}{\lambda_p} \left( \|\Delta d\|_{L^2(L^2)}^2 + \|\Delta \phi\|_{L^2(L^2)}^2 + \|d\|_{H^{1/2}(\partial \Omega)}^2 \right) + c \left( \|d\|_{L^1(H^1)}^{14} + \|d\|_{L^2(H^1)}^{78} + \|\phi\|_{L^0(H^2)}^{66/13} + \|\phi\|_{L^0(H^2)}^{42} + 1 \right) \leq \frac{\eta}{\lambda_p} \left( \|\Delta d\|_{L^2(L^2)}^2 + \|\Delta \phi\|_{L^2(L^2)}^2 + c \left( \|\nabla d\|_{L^1(L^1)}^2 + \|\phi\|_{L^0(H^2)}^{12} + \|d\|_{H^{1/2}(\partial \Omega)}^2 \right) \right). \tag{3.19}
\]

This estimate can be inserted into (3.15), which gives the coercivity estimate claimed for the variational derivative of $\mathcal{F}$ with respect to $\phi$ (see 3.5).

\[\square\]

**Lemma 3.7 (Boundedness).** There exists a constant $c > 0$ such that the free energy $\mathcal{F}$ (see (2.8) and (2.9)) and its variational derivatives (2.3) can be estimated by
\[
\mathcal{F}(d_0, \phi_0) \leq c \left( \|d_0\|_{H^1}^4 + \|\phi_0\|_{H^2}^4 + 1 \right), \tag{3.20}
\]
\[
\|q\|_{L^2(L^2)}^2 \leq c \left( \|d\|_{L^2(H^2)}^6 + \|\phi\|_{L^0(H^2)}^6 \right), \tag{3.21}
\]
\[
\|j\|_{L^2(L^2)}^2 \leq c \left( \|\phi\|_{L^2(H^1)}^2 + \|d\|_{L^2(H^2)}^2 + \|\phi\|_{L^0(H^2)}^2 + 1 \right). \tag{3.22}
\]

for every $d_0 \in H^1$, $d \in L^\infty(0, T; H^1) \cap L^2(0, T; H^2)$ fulfilling $y_0(d_0) = y_0(d) = d_1 \in H^{3/2}(\partial \Omega)$ as well as $\phi_0 \in H_0^3$, $\phi \in L^\infty(0, T; H_0^3) \cap L^2(0, T; H^4)$.

**Proof.** The free energy is estimated by inserting the definitions (2.8) and (2.9):
\[
\mathcal{F}(d_0, \phi_0) \leq c \left( \|d_0\|_{H^1}^4 + \|d_0\|_{L^4_0}^4 + \|\phi_0\|_{H_0^3}^4 + \|\phi_0\|_{W^{1,4}}^4 + 1 \right). \tag{3.23}
\]

The continuous embeddings $H^1 \hookrightarrow L^4$ and $H^2 \hookrightarrow W^{1,4}$ yield
\[
\mathcal{F}(d_0, \phi_0) \leq c \left( \|d_0\|_{H^1}^4 + \|\phi_0\|_{H^2}^4 + 1 \right). \tag{3.23}
\]

In the same way, we estimate both variational derivatives from above. Using (3.7) and (3.10), we bound $q$ by
\[
\|q\|_{L^2(L^2)}^2 \leq 2 \|k_1 \nabla (\nabla \cdot d) - k_3 \nabla \nabla \cdot d\|_{L^2(L^2)} + 2 \|R d\|_{L^2(L^2)} \leq c \left( \|d\|_{L^2(H^2)}^6 + \|\phi\|_{L^0(H^2)}^6 + 1 \right)
\]
and with (3.14) and (3.19) the variational derivative $j$ by
\[
\|j\|_{L^2(L^2)}^2 \leq 2 k_5 \|\Delta \phi\|_{L^2(L^2)}^2 + 2 \|R \phi\|_{L^2(L^2)}^2 \leq c \left( \|\phi\|_{L^0(H^2)}^4 + \|d\|_{L^2(H^2)}^2 + \|\phi\|_{L^0(H^2)}^4 + 1 \right). \tag{3.19}
\]

\[\square\]
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The following corollary proves that our notion of a solution $\mathcal{Z}$ makes sense.

**Corollary 3.8.** All terms in $\mathcal{Z}_t^i$ are well-defined.

**Proof.** In regard of the assumed regularity $d, \phi, \text{ and } v$ as well as the boundedness of the variational derivatives (Lemma 3.4), every term appearing in the equations $\mathcal{Z}_t^a$ and $\mathcal{Z}_t^b$ is finite, which follows from Hölder’s inequality.

The Navier–Stokes-like equation can be considered in a similar fashion. However, in order to handle the viscous stress tensor $T^{\nu}$ (see (2.55)), the material derivative $d$ given in $\mathcal{Z}$ needs to be bounded in an appropriate norm. This can be observed by

$$
\|d\|_{L^2(\Omega^2)} \leq \|\partial_t d\|_{L^2(\Omega^2)} + \|v\|_{L^2(\Omega^2)} \|d\|_{L^1(\Omega^2)} + \|v\|_{L^2(\Omega^2)} \|d\|_{L^1(\Omega^2)}.
$$

(3.24)

\[\square\]

# 4 Galerkin approximation and proof of the main result

In this section, we prove the main result Theorem 2.3 via convergence of a Galerkin approximation. The proof is divided into the following steps: We first introduce the Galerkin scheme and deduce the local existence of a solution to the approximate problem (see p. 14). Then, we derive a priori estimates (Section 4.2) and we show that the solutions of the approximate problems exist on the whole time interval $[0, T]$.

The crucial part is carried out in Section 4.3, in which we use the a priori estimates to extract a weakly convergent subsequence. We conclude the convergence for the nonlinear variational derivatives (Lemma 3.4), every term appearing in the equations (2.13a) and (2.13b) is finite, which follows from Hölder’s inequality.

The following corollary proves that our notion of a solution $\mathcal{Z}$ makes sense.

**Corollary 4.1.** All terms in $\mathcal{Z}_t^i$ are well-defined.

**Proof.** In regard of the assumed regularity $d, \phi, \text{ and } v$ as well as the boundedness of the variational derivatives (Lemma 3.4), every term appearing in the equations $\mathcal{Z}_t^a$ and $\mathcal{Z}_t^b$ is finite, which follows from Hölder’s inequality.

We are going to use a Galerkin scheme to discretize the system of interest in space. For the approximation of the layer equation, we consider a Galerkin basis consisting of eigenfunctions $\phi_1, \phi_2, \ldots$ of the differential operator corresponding to the boundary value problem

$$
-k_1 \nabla (\nabla \cdot \phi) + k_3 \nabla \times \nabla \times \phi = -\nabla \cdot (A : \nabla \phi) = h \quad \text{in } \Omega,
$$

$$
z = 0 \quad \text{on } \partial \Omega.
$$

(4.1)

Here, the constant symmetric strongly elliptic tensor $A$ is defined in the proof of Lemma 3.4. The above problem is a symmetric strongly elliptic system that possesses a unique weak solution $z \in H^1_\Omega$ for any $h \in H^{-1}$ (see, e.g., Chipot [5, Thm. 13.3]). Its solution operator is thus a compact selfadjoint operator in $L^2$. Hence, there exists an orthogonal basis of eigenfunctions $\phi_1, \phi_2, \ldots$ in $L^2$. A regularity result (see McLean [34, Theorem 4.21]) provides regularity of the eigenfunctions such that $Y_n := \text{span} \{\phi_1, \ldots, \phi_n\} \subset H^2 \cap H_0^1$. The associated orthogonal $L^2$-projection is denoted by $R_n : L^2 \rightarrow Y_n$. Note that the projection $R_n$ is $H_0^1$-stable, i.e., there exists a constant $c > 0$ such that $\|R_n y\|_{H_0^1} \leq c \|y\|_{L^2}$ for all $y \in H_0^1$ (see [15, Section 4.1]).

For the approximation of the layer equation, we consider a Galerkin basis consisting of eigenfunctions of the biharmonic operator. Consider the boundary value problem

$$
\Delta^2 z_n = h, \quad \text{in } \Omega, \quad n \cdot \nabla z_n = z_n = 0 \quad \text{on } \partial \Omega.
$$

(4.2)

This boundary value problem possesses a unique weak solution for every $h \in (H_0^2)^*$ and the solution operator is a compact selfadjoint operator as a mapping in $L^2$. Thus, we can find a sequence of eigenfunctions $\{z_n\}$ that
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are orthonormal in $L^2$ (see [5]). A standard regularity result shows $z_n \in H^4 \cap H^2_0$ for all $n \in \mathbb{N}$ (see [19, Corollary 2.21]). Then the approximation space is denoted by $Z_n := \text{span}\{z_1, \ldots, z_n\}$ with the associated orthogonal projection $P_n : L^2 \rightarrow Z_n$. Note that the projection $P_n$ is $H^2$-stable, i.e., there exists a constant $c > 0$ such that $\|P_n z\|_{H^2} \leq c \|z\|_{H^2}$ for all $z \in H^2$ (see [4, Section 9.8]). The high regularity $\partial \Omega \in C^4$ of the considered domain is essential to apply the regularity result. This regularity is indeed the only reason, why we have to choose such a regular domain.

For the approximation of the Navier–Stokes-like equation, we follow Temam [39, p. 271] and use a Galerkin basis consisting of eigenfunctions $w_1, w_2, \ldots \in H^2 \cap H^1_0(\Omega)$ of the Stokes operator (with homogeneous Dirichlet boundary conditions). As is well known, the eigenfunctions form an orthogonal basis in projection onto $H^2(\Omega)$. Let $W_n = \text{span}\{w_1, \ldots, w_n\} \subset H^2(\Omega)$ and let $P_n : L^2 \rightarrow W_n$ denote the $L^2$-orthogonal projection onto $W_n$. Since $\Omega$ is of class $C^4$, there exists $c > 0$ such that $\|P_n v\|_{H^2} \leq c \|v\|_{H^2}$ for all $n \in \mathbb{N}$ and $v \in H^2 \cap H^1_0(\Omega)$, see, e.g., Málek et al. [33, Appendix, Thm. 4.11 and Lemma 4.26] together with Boyer and Fabrie [3, Prop. III.3.17].

The approximated problem is the following: Find a solution $(d_n, q_n, \phi_n)$ with $(d_n - E d_1) \in \mathcal{A}(\mathcal{C}([0, T]) \otimes Y_n$, $\phi_n \in \mathcal{A}(\mathcal{C}([0, T]) \otimes Z_n$, and $v_n \in \mathcal{A}(\mathcal{C}([0, T]) \otimes W_n)$ solving the problem

\[
\begin{align*}
(d_n + \lambda (\nabla v_n)_{\text{sym}} d_n + 2\kappa_1 \gamma (\nabla v_n)_{\text{sym}} a_n + \gamma q_n, y) = 0, & & (d_n(0) = E d_1 + R_n(d_0 - E d_1), \quad (4.2a) \\
(\partial_t \phi_n + (v_n \cdot \nabla) \phi_n + \alpha \phi_n, z) = 0, & & (\phi_n(0) = Q_n \phi_0, \quad (4.2b) \\
(\partial_v v_n + (v_n \cdot \nabla) v_n - \nabla \gamma q_n - \nabla \phi_n j_n, w) + (T_n^v, \nabla w) = (g, w), & & (v_n(0) = P_n v_0. \quad (4.2c)
\end{align*}
\]

for all $y \in Y_n$, $z \in Z_n$, $w \in W_n$, and for a possibly short time interval $[0, T_n]$. In the above equations, the variational derivatives and the material derivative are given by

\[
\begin{align*}
q_n := R_n \left(\frac{\delta \mathcal{F}}{\delta d}(d_n, \phi_n)\right), & & \quad (4.2d) \\
j_n := Q_n \left(\frac{\delta \mathcal{F}}{\delta \phi}(d_n, \phi_n)\right), & & \quad (4.2e) \\
\dot{d}_n := \partial_t d_n + (v_n \cdot \nabla) d_n - (\nabla v_n)_{\text{skew}} d_n, & & \quad (4.2f)
\end{align*}
\]

and the viscous stress by

\[
\begin{align*}
T_n^v := \alpha_1 (d_n \cdot (\nabla v_n)_{\text{sym}} d_n) d_n \otimes d_n + \left(2\alpha_5 + \frac{\lambda}{\gamma} - \frac{\lambda^2}{\gamma^2}\right) (d_n \otimes (\nabla v_n)_{\text{sym}} d_n)_{\text{sym}} + \left(2\alpha_5 - \frac{\lambda}{\gamma}\right) (d_n \otimes (\nabla v_n)_{\text{sym}} d_n)_{\text{skew}} + \alpha_5 (\nabla v_n)_{\text{sym}} + \tau_1 (a_n \cdot (\nabla v_n)_{\text{sym}} a_n) a_n \otimes a_n + \gamma q_n d_n \otimes a_n + \kappa_1 (d_n \cdot (\nabla v_n)_{\text{sym}} a_n) (a_n \otimes a_n) \\
+ (2\tau_2 - 4\kappa_1^2 \gamma) (a_n \otimes (\nabla v_n)_{\text{sym}} a_n) - 2\kappa_1 \gamma (a_n \otimes q_n)_{\text{sym}} + 2\kappa_2 (d_n \cdot (\nabla v_n)_{\text{sym}} a_n) a_n \otimes a_n + \alpha_3 (\nabla v_n)_{\text{sym}} a_n a_n + (a_n \cdot (\nabla v_n)_{\text{sym}} a_n) (d_n \otimes d_n) + (d_n \cdot (\nabla v_n)_{\text{sym}} a_n) d_n \otimes a_n + \kappa_3 (d_n \cdot (\nabla v_n)_{\text{sym}} a_n) (a_n \otimes a_n) + (a_n \cdot (\nabla v_n)_{\text{sym}} a_n) (d_n \otimes d_n)_{\text{sym}}, & & \quad (4.2g)
\end{align*}
\]

which follows from (2.5b) by inserting (4.2a) for $\dot{d}_n$. This definition avoids that the time derivative of $d_n$ appears in the viscous stress.

Note that the approximate variational derivative (4.2d) is the variational derivative of the approximate free energy function. Indeed, defining $\mathcal{F}_n(d, \phi) := \mathcal{F}(R_n d, Q_n \phi)$, we find that

\[
\left\langle \frac{\delta \mathcal{F}_n}{\delta d}(d, \phi), \psi \right\rangle = \left\langle R_n \frac{\delta \mathcal{F}}{\delta d}(R_n d, Q_n \phi), \psi \right\rangle \quad \text{for all } \psi \in L^2.
\]
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The same holds true for the variational derivative of $\mathcal{F}$ with respect to $\varphi$. Note that the nonlinear terms depending on $\mathbf{d}$ or $\varphi$ and appearing in the Navier–Stokes-like equation (2.1c) have been projected appropriately. This ensures that the important energy inequality is valid in the approximate setting.

A classical existence theorem (see Hale [22, Chapter I, Theorem 5.2]) provides, for every $n \in \mathbb{N}$, the existence of a maximal solution to the above approximate problem (4.2) on an interval $[0, T_n]$ in the sense of Carathéodory. This theorem grants a solution on $[0, T]$ if the solution undergoes no blow-up. With the a priori estimates of the next section, we can exclude blow-ups and thus prove global-in-time existence.

### 4.2 Energy inequality and a priori estimates

An essential tool for the analysis in this work is the energy inequality proved in the following.

**Lemma 4.1.** Let the assumptions of Theorem 2.3 be fulfilled and let $(\mathbf{d}_n, \phi_n, \mathbf{v}_n)$ be a solution to (4.2). Then the energy equality

\[
\frac{1}{2}\|\mathbf{v}_n(t)\|^2_{L^2} + \mathcal{F}(\mathbf{d}_n(t), \phi_n(t)) + \int_0^t \left( \gamma\|\mathbf{q}_n\|^2_{L^2} + \lambda_p \|j_n\|^2_{L^2} + \alpha_1 \|\mathbf{d}_n \cdot (\nabla \mathbf{v}_n)_{\text{sym}}\|^2_{L^2} \right) \, ds
\]

\[
+ \int_0^t \left( \alpha_2 \|\nabla \mathbf{v}_n\|_{L^2}^2 + \left( 2\alpha_3 + \frac{\lambda_1}{\gamma} - \frac{\lambda_2}{\gamma} \right) \|\nabla \mathbf{v}_n\|_{L^2}^2 + \tau_1 \|\mathbf{a}_n \cdot (\nabla \mathbf{v}_n)_{\text{sym}}\|^2_{L^2} \right) \, ds
\]

\[
+ \int_0^t \left( 4\tau_2 + 4\kappa_1^2 \|\nabla \mathbf{v}_n\|_{L^2}^2 + 2\kappa_2 \|\mathbf{d}_n \cdot (\nabla \mathbf{v}_n)_{\text{sym}}\|^2_{L^2} \right) \, ds
\]

\[
= \frac{1}{2}\|\mathbf{v}_n(0)\|^2_{L^2} + \mathcal{F}(\mathbf{d}_n(0), \phi_n(0)) + \int_0^t \langle \mathbf{g}, \mathbf{v}_n \rangle \, ds
\]

\[
- 2\kappa_3 \int_0^t \left( \mathbf{d}_n \cdot (\nabla \mathbf{v}_n)_{\text{sym}} \mathbf{a}_n \cdot (\nabla \mathbf{v}_n)_{\text{sym}} \mathbf{a}_n \right) \, ds - 4\kappa_4 \int_0^t \left( \mathbf{d}_n \cdot (\nabla \mathbf{v}_n)_{\text{sym}} \mathbf{a}_n \cdot (\nabla \mathbf{v}_n)_{\text{sym}} \mathbf{d}_n \right) \, ds
\]

\[
- 4\kappa_5 \int_0^t \left( \mathbf{d}_n \cdot (\nabla \mathbf{v}_n)_{\text{sym}} \mathbf{a}_n \cdot \mathbf{a}_n \cdot (\nabla \mathbf{v}_n)_{\text{sym}} \mathbf{a}_n \right) \, ds - 4(\kappa_6 - \kappa_1 \lambda) \int_0^t \left( (\nabla \mathbf{v}_n)_{\text{sym}} \mathbf{d}_n \cdot (\nabla \mathbf{v}_n)_{\text{sym}} \mathbf{a}_n \right) \, ds
\]

holds for all $t$ in any compact subinterval of $[0, T_n)$.

**Proof.** In order to derive (4.4), we test the Navier–Stokes-like equation (4.2a) with the approximate solutions $\mathbf{v}_n$ of the velocity field and obtain

\[
\frac{1}{2} \frac{d}{dt} \|\mathbf{v}_n\|^2_{L^2} - \langle \nabla \mathbf{d}_n^T \mathbf{q}_n + \nabla \phi_n j_n, \mathbf{v}_n \rangle + \langle \mathbf{T}_n^V, \nabla \mathbf{v}_n \rangle = \langle \mathbf{g}, \mathbf{v}_n \rangle.
\]

Here, we employed that the convection term vanishes since $\mathbf{v}_n$ is solenoidal. The director equation (4.2a) is tested with the variational derivative $\mathbf{q}_n$ (see (4.2a)),

\[
(\partial_t \mathbf{d}_n, \mathbf{q}_n) + ((\mathbf{v}_n \cdot \nabla) \mathbf{d}_n, \mathbf{q}_n) - ((\nabla \mathbf{v}_n)_{\text{skew}} \mathbf{d}_n, \mathbf{q}_n) + \lambda (\nabla \mathbf{v}_n)_{\text{sym}} \mathbf{d}_n, \mathbf{q}_n
\]

\[
+ 2\kappa_1 \gamma (\nabla \mathbf{v}_n)_{\text{sym}} \mathbf{a}_n, \mathbf{q}_n) + \gamma \|\mathbf{q}_n\|^2_{L^2} = 0.
\]

Note that the projection $R_n$ is well-defined as a mapping $R_n : L^2 \to Y_n$. This assures that the test function $\mathbf{q}_n$ is in the appropriate test space. The layer equation is tested with the approximate variational derivative $j_n$,

\[
(\partial_t \phi_n, j_n) + ((\mathbf{v}_n \cdot \nabla) \phi_n, j_n) + \lambda_p \|j_n\|^2_{L^2} = 0.
\]

Note that $Q_n$ is the $L^2$-projection onto $Z_n$ and $j_n$ is an appropriate test function.
The derivative with respect to time of the free energy is given by (compare with (2.10))
\[
\frac{d}{dt} \mathcal{F}(d_n, \phi_n) = \int_{\Omega} \frac{\partial F}{\partial d} \nabla d_n + \frac{\partial F}{\partial \phi} \nabla \phi_n + \frac{\partial F}{\partial \phi^2} \nabla^2 \phi_n \, dx
\]
\[
= \int_{\Omega} \left( \frac{\partial F}{\partial d} \cdot \frac{\partial \phi}{\partial \phi} \nabla d_n + \frac{\partial F}{\partial \phi} \nabla \phi_n + \frac{\partial F}{\partial \phi^2} \nabla^2 \phi_n \right) \, dx
\]
\[
= \int_{\Omega} \left( \frac{\partial d_n}{\partial \phi} \nabla \phi_n - \nabla \cdot \nabla \phi \right) + \frac{\partial \phi_n}{\partial \phi} \left( \nabla^2 : \frac{\partial F}{\partial \phi^2} - \nabla \cdot \frac{\partial F}{\partial \phi} \right) \, dx
\]
\[
= \int_{\Omega} \left( \frac{\partial d_n}{\partial \phi} \cdot \nabla \phi_n - \nabla \cdot \nabla \phi \right) + \frac{\partial \phi_n}{\partial \phi} \left( \nabla^2 : \frac{\partial F}{\partial \phi^2} - \nabla \cdot \frac{\partial F}{\partial \phi} \right) \, dx
\]
\[
= (\partial d_n, q_n) + (\partial \phi_n, j_n).
\]
\[(4.8)\]

The boundary terms arising due to the integration by parts formula are zero since the boundary value prescribed for the director is constant in time. Moreover, \( \partial \phi_n(t) \in H_0^2 \). The second to the last equality in the above calculation is valid since \( \partial d_n(t) \in Y_n \) and \( \partial \phi_n(t) \in Z_n \).

Summing up the equations (4.5), (4.6), and (4.7) while simultaneously using (4.8) leads to
\[
\frac{d}{dt} \left( \frac{1}{2} |v_n|^2_{L^2} + \mathcal{F}(d_n, \phi_n) \right) + \gamma |q_n|^2_{L^2} + \lambda_p |j_n|^2_{L^2}
\]
\[
- (\nabla d_n, q_n, v_n) - (\nabla \phi_n, j_n, v_n) + (\nabla \cdot \nabla d_n, q_n) + (\nabla \cdot \nabla \phi_n, j_n)
\]
\[
+ \lambda ((\nabla v)_n)^{\text{sym}} d_n, q_n + 2 \kappa_1 \gamma ((\nabla v)_n)^{\text{sym}} a_n, q_n - ((\nabla v)_n)^{\text{skew}} d_n, q_n
\]
\[
+ (T_n^V, \nabla v_n) = (g, v_n).
\]
\[(4.9a)\]

Line (4.9b) vanishes (see also Section 1.3). We calculate the last term on the left-hand side, i.e., the viscous stress tested with the gradient of the approximate solution \( v_n \):
\[
(T_n^V, \nabla v_n) := \alpha_1 (d_n \cdot (\nabla v_n)^{\text{sym}} d_n)|_{L^2}^2 + \alpha_2 |(\nabla v_n)^{\text{sym}} a_n|_{L^2}^2 + \left( 2 \alpha_3 + \frac{\lambda}{\gamma} - \frac{\lambda^2}{\gamma} \right) |(\nabla v_n)^{\text{sym}} d_n|_{L^2}^2
\]
\[
+ \tau_1 |a_n \cdot (\nabla v_n)^{\text{sym}} d_n|_{L^2}^2 + (2 \tau_2 - 4 \kappa_1^2 \gamma) |(\nabla v_n)^{\text{sym}} a_n|_{L^2}^2 + 2 \kappa_2 |d_n \cdot (\nabla v_n)^{\text{sym}} d_n|_{L^2}^2
\]
\[
- \lambda ((\nabla v_n)^{\text{sym}} d_n, q_n) + (q_n, (\nabla v_n)^{\text{skew}} d_n) - 2 \kappa_1 \gamma ((\nabla v_n)^{\text{sym}} a_n, q_n)
\]
\[
+ 2 \kappa_3 |d_n \cdot (\nabla v_n)^{\text{sym}} a_n|_{L^2}^2 + 4 \kappa_4 |d_n \cdot (\nabla v_n)^{\text{sym}} a_n|_{L^2}^2 + 4 \kappa_5 |d_n \cdot (\nabla v_n)^{\text{sym}} a_n|_{L^2}^2 + 4 \kappa_6 |a_n \cdot (\nabla v_n)^{\text{sym}} a_n|_{L^2}^2
\]
\[
+ 4 \kappa_7 |d_n \cdot (\nabla v_n)^{\text{sym}} a_n|_{L^2}^2 + 4 \kappa_8 |d_n \cdot (\nabla v_n)^{\text{sym}} a_n|_{L^2}^2 + 4 \kappa_9 |a_n \cdot (\nabla v_n)^{\text{sym}} a_n|_{L^2}^2.
\]
\[(4.10a)\]

The sum of the terms in line (4.10b) and the terms in line (4.9c) is zero.

Inserting the last equation (4.10) into (4.9), putting the terms which are not necessarily of positive sign on the right-hand side, and integrating in time yields the energy identity (4.4).

**Corollary 4.2.** Let the assumptions of Theorem 2.3 be fulfilled. Then there exist positive constants \( \beta_i > 0, i \in \{1, \ldots, 6\} \), and \( c > 0 \) such that
\[
\frac{1}{2} |v_n(t)|_{L^2}^2 + \mathcal{F}(d_n(t), \phi_n(t)) + \int_0^t \left( \gamma |q_n|^2_{L^2} + \lambda_p |j_n|^2_{L^2} + \beta_1 |(\nabla v_n)^{\text{sym}} a_n|_{L^2}^2 \right) \, ds
\]
\[
+ \int_0^t \left( \beta_2 |d_n \cdot (\nabla v_n)^{\text{sym}} d_n|_{L^2}^2 + \beta_3 |(\nabla v_n)^{\text{sym}} d_n|_{L^2}^2 + \beta_4 |a_n \cdot (\nabla v_n)^{\text{sym}} a_n|_{L^2}^2 + \beta_5 |(\nabla v_n)^{\text{sym}} a_n|_{L^2}^2 \right) \, ds
\]
\[
+ \int_0^t \beta_6 |d_n \cdot (\nabla v_n)^{\text{sym}} a_n|_{L^2}^2 \, ds \leq \frac{1}{2} |v_n(0)|_{L^2}^2 + \mathcal{F}(d_n(0), \phi_n(0)) + c \int_0^t |g|_{H_0^1}^2 \, ds
\]
for all \( t \) in any compact subinterval of \( [0, T_n] \).
Proof. Starting from equation (4.4), we have to estimate the terms on the right-hand side. Since we assume the strict inequalities (2.6b), we can find \( \zeta \in (0, 1) \) such that
\[
|2\kappa_3| \leq \zeta \sqrt{\alpha_1 \sqrt{\tau_1}}, \quad 4|\kappa_4| \leq \zeta \sqrt{\alpha_1 \sqrt{2\kappa_2}},
\]
\[
|4\kappa_5| \leq \zeta \sqrt{2\kappa_2 \sqrt{\tau_1}}, \quad 4|\kappa_6 - \kappa_1 \lambda| \leq 2\zeta \sqrt{2\tau_2 - 4\kappa_1^2 \gamma + \lambda / \gamma - \lambda^2 / \gamma}.
\]
Every term in the last two lines on the right-hand side of (4.4) is estimated by Young's inequality such that
\[
|2\kappa_3| \|d_n \cdot (\nabla \nu_2)_{\text{sym}} a_n \cdot (\nabla \nu_2)_{\text{sym}} a_n\| + |4\kappa_4| \| (d_n \cdot (\nabla \nu_2)_{\text{sym}} a_n, d_n \cdot (\nabla \nu_2)_{\text{sym}} d_n)\| + 4|\kappa_5| \|d_n \cdot (\nabla \nu_2)_{\text{sym}} a_n, (\nabla \nu_2)_{\text{sym}} a_n\| + 4|\kappa_6 - \kappa_1 \lambda| \|((\nabla \nu_2)_{\text{sym}} d_n, (\nabla \nu_2)_{\text{sym}} a_n)\|
\]
\[
\leq \zeta|\nabla \alpha_1| \|d_n \cdot (\nabla \nu_2)_{\text{sym}} a_n\|_2^2 + \zeta 2|\kappa_2| \|d_n \cdot (\nabla \nu_2)_{\text{sym}} a_n\|_2^2 + \zeta \tau_1 \|a_n \cdot (\nabla \nu_2)_{\text{sym}} a_n\|_2^2 + \zeta (2\tau_2 - 4\kappa_1^2 \gamma \|\nabla \nu_2\|_{\text{sym}} d_n\|_2^2.
\]
(4.12)

As a second step, we estimate the last term in the first line on the right-hand side of (4.4). Therefore, we use the definition of the norm of the dual space \( (H_{1, \sigma}^1)^* \) as well as Korn's first inequality (see McLean [34, Theorem 10.1]) and again Young's inequality such that
\[
\langle g, \nu_n \rangle \leq \|g\|_{(H_{1, \sigma}^1)^*} \|\nu_n\|_{H_{1, \sigma}^1} \leq c \|g\|_{(H_{1, \sigma}^1)^*} \|\nabla \nu_2\|_{L_2} \leq \frac{c^2}{2\alpha_4} \|g\|_{H_{1, \sigma}^1}^2 + \frac{\alpha_4}{2} \|\nabla \nu_2\|_{L_2}. \quad (4.13)
\]
Inserting the inequalities (4.12) and (4.13) into the energy equation (4.4) and choosing the constants \( \beta_i \) appropriately gives the claimed energy inequality (4.11).

All results achieved up to this point are proved for general free energies. We have only assumed differentiability, which is important for the calculation in (4.8). In the following, we use the specific form of the free energy given in (2.8) and (2.9).

Lemma 4.3 (A priori estimate I). Let the assumptions of Theorem 2.3 be fulfilled. Then the following a priori estimate holds for the solutions \( (d_n, \phi_n, \nu_n) \quad (n \in \mathbb{N}) \) to the approximate problem (4.2):
\[
\frac{1}{2} \|\nu_n\|_{L_2^2}^2 + \sup_{t \in [0,T]} \mathcal{F}(d_n(t), \phi_n(t)) + \gamma \|d_n\|_{L_2^2}^2 + \lambda_p \|d_n\|_{L_2^2}^2
\]
\[
\quad + \beta \|\nabla \nu_2\|_{L_2^2}^2 + \beta_2 \|a_n \cdot (\nabla \nu_2)_{\text{sym}} a_n\|_{L_2^2}^2 + \beta_3 \|\nabla \nu_2\|_{L_2^2}^2 \|d_n\|_{L_2^2}^2
\]
\[
\quad + \beta_4 \|a_n \cdot (\nabla \nu_2)_{\text{sym}} a_n\|_{L_2^2}^2 + \beta_5 \|\nabla \nu_2\|_{L_2^2}^2 \|a_n \cdot (\nabla \nu_2)_{\text{sym}} a_n\|_{L_2^2}^2
\]
\[
\leq c \left( \|\nu_n\|_{L_2^2}^2 + \|g\|_{(H_{1, \sigma}^1)^*}^2 + \|\nabla d_0\|_{L_2^4}^4 + \|\phi_0\|_{H_2^2}^4 + \|d_1\|_{H_{1/2}^1}^4 + 1 \right),
\]
where the positive constants \( \beta_i > 0 \quad (i \in \{1, \ldots, 6\}) \) are given in Corollary 4.4.

Proof. Let us show that the terms on the right-hand side of (4.11) depending on the initial values can be estimated independently of \( n \). We recall that \( P_n \) is the \( L_2 \)-orthogonal projection such that \( \|\nu_n(0)\|_{L_2^2}^2 = \|P_n \nu_0\|_{L_2^2} \leq \|\nu_0\|_{L_2^2} \). The required estimate for the free energy is proved in Lemma 3.7 such that
\[
\mathcal{F}(d_n(0), \phi_n(0)) = \mathcal{F}(\mathbf{d}_1 + R_n(d_0 - E \mathbf{d}_1), Q_n \phi_0) \leq c(\|\mathbf{E} \mathbf{d}_1 + R_n(d_0 - E \mathbf{d}_1)\|_{H^1}^4 + \|Q_n \phi_0\|_{H^2}^4 + 1).
\]
Since \( R_n \) and \( Q_n \) are orthogonal projections (see Section 4.1), we observe that
\[
\| \mathbf{E} \mathbf{d}_1 + R_n (\mathbf{d}_0 - \mathbf{E} \mathbf{d}_1) \|_{H^1} \leq \| R_n (\mathbf{d}_0 - \mathbf{E} \mathbf{d}_1) \|_{H^1} + \| \mathbf{E} \mathbf{d}_1 \|_{H^1} \\
\leq c \| \mathbf{d}_0 - \mathbf{E} \mathbf{d}_1 \|_{H^1} + \| \mathbf{E} \mathbf{d}_1 \|_{H^1} \leq c \| \nabla \mathbf{d}_0 \|_{L^2} + c \| \mathbf{d}_1 \|_{H^1(\partial \Omega)}
\]
as well as
\[
\| Q_n \phi_0 \|_{H^2} \leq c \| \phi_0 \|_{H^2}.
\]
This shows that the right-hand side of (4.11) can be estimated from above by a constant that depends on \( \mathbf{d}_0 \), \( \mathbf{d}_1 \), \( \phi_0 \), \( v_0 \), and \( g \) but not on \( n \). Therefore, the estimate (4.11) holds for all \( t \in [0, T_n) \). This finally shows that there is no blow-up for the approximate solution and thus we obtain global-in-time existence of a solution, which more over satisfies (4.14).

\[ \square \]

Lemma 4.4 (A priori estimate II). Let the assumptions of Theorem 2.3 be fulfilled. Then there exists a constant \( c > 0 \) such that
\[
\| v_n \|_{L^2(\Omega^2)}^2 + \| d_n \|_{L^2(\Omega^2)}^2 + \| \phi_0 \|_{L^2(\partial \Omega)}^2 + \| v_n \|_{L^2(\Omega^2)}^2 \leq c \| v_0 \|_{L^2(\Omega^2)}^2 + \| d_n \|_{L^2(\Omega^2)}^2 + \| \phi_0 \|_{H^2(\partial \Omega)}^2
\]
holds for the solutions \( (d_n, \phi_0, v_n) \) \( n \in \mathbb{N} \) of the approximate system (4.2).

Proof. The estimate follows from Lemma 3.9 due to the structure of the free energy potential. Indeed, inequality (3.3) inserted in estimate (4.14) implies
\[
\frac{1}{2} \| v_n \|_{L^2(\Omega^2)}^2 + \eta (\| \nabla v_n \|_{L^2(\Omega^2)}^2 + \| \phi_0 \|_{L^2(\partial \Omega)}^2) + \gamma \| q_n \|_{L^2(\Omega^2)}^2 + \lambda_0 \| j_n \|_{L^2(\Omega^2)}^2 + \beta_1 (\| \nabla v_n \|_{H^1(\partial \Omega)}^2 + \| \phi_0 \|_{H^2(\partial \Omega)}^2)
\]
\[
+ \beta_2 \| d_n \|_{L^2(\Omega^2)}^2 + \beta_3 (\| \nabla v_n \|_{H^1(\partial \Omega)}^2 + \| \phi_0 \|_{H^2(\partial \Omega)}^2) + \beta_4 \| d_n \|_{L^2(\Omega^2)}^2 + \beta_5 \| \phi_0 \|_{H^2(\partial \Omega)}^2 + \beta_6 \| q_n \|_{L^2(\Omega^2)}^2 + \| d_n \|_{L^2(\Omega^2)}^2
\]
\[
\leq c (\| v_n \|_{L^2(\Omega^2)}^2 + \| q_n \|_{L^2(\Omega^2)}^2 + \| d_n \|_{L^2(\Omega^2)}^2 + \| \phi_0 \|_{H^2(\partial \Omega)}^2 + 1) =: c_1.
\]
The above inequality shows the boundedness of the \( L^\infty (H^1) \)-norm of the director (see Corollary 3.5) and the boundedness of the \( L^\infty (H^2) \)-norm of the layer function. Estimate (4.16) allows us to prove bounds for the \( L^2 \)-norm of \( \Delta d_n \) and \( \Delta^2 \phi_n \), respectively. Indeed, with (3.7) we observe that—allogadously to (3.9)—
\[
\| q_n \|_{L^2(\Omega^2)}^2 \geq \frac{1}{2} \| R_n \nabla (A : \nabla d_n) \|_{L^2}^2 - \| R_n R_n d_n \|_{L^2}^2.
\]
Since \( R_n \) is the \( L^2 \)-orthogonal projection onto \( Y_n \), which is spanned by the eigenvectors to the operator defined in (4.1), we find that
\[
\| q_n \|_{L^2(\Omega^2)}^2 \geq \frac{1}{2} \| \nabla (A : \nabla d_n) \|_{L^2}^2 - \| R_n d_n \|_{L^2}^2,
\]
and we can follow the same argumentation as in the proof of Lemma 3.5 obtaining an estimate analogously to (3.4). Similarly, we observe with (3.14) that—allogadously to (3.15)—
\[
\| j_n \|_{L^2(\Omega^2)}^2 \geq \frac{k_2}{2} \| Q_n \Delta^2 \phi_n \|_{L^2}^2 - \| Q_n R_n \phi_0 \|_{L^2}^2 \geq \frac{k_2}{2} \| \Delta^2 \phi_n \|_{L^2}^2 - \| R_n \phi_0 \|_{L^2}^2,
\]
and we finally obtain an estimate analogous to (3.5).
Lemma 4.5. Let the assumptions of Theorem 2.3 be fulfilled. Then there exists a constant \( C > 0 \) such that the time derivatives of the solutions \((\mathbf{d}_n, \phi_n, \mathbf{v}_n) \) \((n \in \mathbb{N})\) to the approximate system (4.2) obey the estimate
\[
\| \partial_t \mathbf{d}_n \|_{L^{4/3}(L^2)} + \| \partial_t \phi_n \|_{L^3(L^2)} + \| \partial_t \mathbf{v}_n \|_{L^3(L^2)} \leq C.
\] \hspace{1cm} (4.17)

Proof. The first goal is to estimate the time derivative of the solution to the approximate director equation (4.2a). We test \( \partial_t \mathbf{d}_n \) with an arbitrary function \( \psi \in L^2 \) in the \( L^2 \)-inner product. Since \( \partial_t \mathbf{d}_n(t) \in Y_n \), we can insert the projection \( R_n \) such that
\[
(\partial_t \mathbf{d}_n, \psi) = (\partial_t \mathbf{d}_n, R_n \psi) = -(\mathbf{v}_n \cdot \nabla) \mathbf{d}_n - (\mathbf{v}_n)_{skw} \mathbf{d}_n, R_n \psi \) - \( \lambda (\nabla \mathbf{v}_n)_{sym} \mathbf{d}_n + 2\kappa_1 \gamma (\nabla \mathbf{v}_n)_{sym} \mathbf{a}_n + \gamma \mathbf{q}_n, R_n \psi \). \hspace{1cm} (4.18)

Inserting equation (4.2a) is only allowed due to the application of the projection \( R_n \). The time derivative in the \( L^2 \)-norm is estimated with the definition of the dual norm such that
\[
\sup_{\| \psi \|_{L^2} \leq 1} \| (\partial_t \mathbf{d}_n, \psi) \| \leq \sup_{\| \psi \|_{L^2} \leq 1} \| (\mathbf{v}_n \cdot \nabla) \mathbf{d}_n - (\mathbf{v}_n)_{skw} \mathbf{d}_n, \psi \| \| R_n \psi \|_{L^2} + \| \lambda \|_{L^\infty(L^1)} \| (\nabla \mathbf{v}_n)_{sym} \mathbf{d}_n, \psi \|_{L^2} + \gamma \| \mathbf{q}_n, \psi \|_{L^2} \| R_n \psi \|_{L^2}. \hspace{1cm} (4.19)
\]

We recall that \( \| R_n \psi \|_{L^2} \leq \| \psi \|_{L^2}. \) Additionally, the boundedness of \( \| (\nabla \mathbf{v}_n)_{sym} \mathbf{d}_n \|_{L^2(L^2)}, \| (\nabla \mathbf{v}_n)_{sym} \mathbf{a}_n \|_{L^2(L^2)}, \) and \( \| \mathbf{q}_n \|_{L^2(L^2)} \) is granted by the a priori estimate (4.14). What remains is to estimate the first term on the right-hand side of (4.19). Hölder’s inequality is used to estimate the time derivative in the \( L^{4/3}(L^2) \)-norm:
\[
\| \partial_t \mathbf{d}_n \|_{L^{4/3}(L^2)} \leq \| (\mathbf{v}_n \cdot \nabla) \mathbf{d}_n \|_{L^{4/3}(L^2)} + \| (\nabla \mathbf{v}_n)_{skw} \mathbf{d}_n \|_{L^{4/3}(L^2)} + \lambda \| (\nabla \mathbf{v}_n)_{sym} \mathbf{d}_n \|_{L^{4/3}(L^2)} + 2\kappa_1 \gamma \| (\nabla \mathbf{v}_n)_{sym} \mathbf{a}_n \|_{L^{4/3}(L^2)} + \gamma \| \mathbf{q}_n \|_{L^{4/3}(L^2)} \leq \| \mathbf{v}_n \|_{L^2(L^2)} \| \mathbf{d}_n \|_{L^{6/5}(L^2)} + \| \mathbf{v}_n \|_{L^{6/5}(H^1)} \| \mathbf{d}_n \|_{L^{4}(L^2)} \]
\[
+ c \left( \| (\nabla \mathbf{v}_n)_{sym} \mathbf{d}_n \|_{L^{2}(L^2)} + \| (\nabla \mathbf{v}_n)_{sym} \mathbf{a}_n \|_{L^{2}(L^2)} + \| \mathbf{q}_n \|_{L^{2}(L^2)} \right) \).
\]

The appearing norms of \( \mathbf{d}_n \) are bounded in view of the a priori estimate (4.15) since
\[
\| \mathbf{d}_n \|_{L^{4}(L^1)} \leq c \| \mathbf{d}_n \|_{L^{2}(H^1)}^{1/2} \| \mathbf{d}_n \|_{L^{2}(L^2)}^{1/2} \text{ and } \| \mathbf{d}_n \|_{L^{4}(L^2)} \leq c \| \mathbf{d}_n \|_{L^{2}(H^1)}^{1/2} \| \mathbf{d}_n \|_{L^{2}(L^2)}^{1/2}.
\]

For the time derivative of the approximate layer function, we follow the same reasoning as for the director equation. Recall that \( Q_n \) is the \( L^2 \)-orthogonal projection onto \( Z_n \). In order to estimate the time derivative of \( \phi_n \), we insert the projection onto the appropriate subspace. This allows us to use the approximate equation (4.2b) and estimate further on with Hölder’s inequality:
\[
\sup_{\| \zeta \|_{L^{2}(L^2)} \leq 1} \left| \int_0^T (\partial_t \phi_n, \zeta) \, dt \right| = \sup_{\| \zeta \|_{L^{2}(L^2)} \leq 1} \left| \int_0^T ((\mathbf{v}_n \cdot \nabla) \phi_n - \lambda_p j_n, Q_n \zeta) \, dt \right| \leq \| \mathbf{v}_n \|_{L^2(L^2)} \| \nabla \phi_n \|_{L^\infty(L^2)} + \lambda_p \| j_n \|_{L^2(L^2)}.
\]
Thus, the time derivative is bounded in the Hilbert space $L^2(L^2)$.

Recall that $P_n$ is the $(H^2 \cap H^1_{0,\sigma})$-orthogonal projection onto $W_n$. Using (4.2), it follows for $\varphi \in H^2 \cap H^1_{0,\sigma}$ that

$$
|\langle \partial_t v_n, \varphi \rangle| = |g(P_n \varphi) - \langle (v_n \cdot \nabla)v_n - \nabla d_n^T q_n - \nabla \phi_n f_n, P_n \varphi \rangle - \langle T_n^V; \nabla P_n \varphi \rangle|
\leq \|g\|_{(H^2_{0,\sigma})^*} + \|v_n \cdot \nabla v_n\|_{L^4} + \|\nabla d_n^T q_n\|_{L^4} + \|\nabla \phi_n f_n\|_{L^4} + \|T_n^V\|_{L^4} + \|\nabla P_n \varphi\|_{L^4}.
$$

Since $H^2 \cap H^1_{0,\sigma}$ is continuously embedded in $H^1_{0,\sigma}, L^\infty, L^3$, and $W^{1,6}$, we obtain

$$
\|\partial_t v_n\|_{(H^2 \cap H^1_{0,\sigma})^*} \leq c \left( \|g\|_{(H^2_{0,\sigma})^*} + \|v_n \cdot \nabla v_n\|_{L^4} + \|\nabla d_n^T q_n\|_{L^4} + \|\nabla \phi_n f_n\|_{L^4} + \|T_n^V\|_{L^4} \right)
$$

and thus

$$
\|\partial_t v_n\|_{L^2((H^2 \cap H^1_{0,\sigma})^*)} \leq c \left( \|g\|_{L^2(H^2_{0,\sigma})^*} + \|v_n \cdot \nabla v_n\|_{L^4(L^1)} + \|\nabla d_n^T q_n\|_{L^4(L^1)} + \|\nabla \phi_n f_n\|_{L^4(L^1/2)} + \|T_n^V\|_{L^4(L^1/2)} \right).
$$

With Hölder’s inequality, we observe that

$$
\|v_n \cdot \nabla v_n\|_{L^4(L^1)} \leq \|v_n\|_{L^\infty(L^2)} \|\nabla v_n\|_{L^2(L^2)} \quad \text{and} \quad \|\nabla d_n^T q_n\|_{L^4(L^1)} \leq \|\nabla d_n\|_{L^\infty(L^2)} \|q_n\|_{L^2(L^2)}
$$

as well as

$$
\|\nabla \phi_n f_n\|_{L^4(L^1/2)} \leq \|\nabla \phi_n\|_{L^\infty(L^5)} \|f_n\|_{L^2(L^2)}.
$$

In view of (4.14) and (4.15), the terms on the right-hand sides of the foregoing estimates are bounded.

Finally, we observe with (4.2g) and again with Hölder’s inequality that

$$
\|T_n^V\|_{L^4(L^1)} \leq c \left( \|d_n\|_{L^2(L^6)} + \|a_n\|_{L^2(L^6)} + \|\nabla v_n\|_{L^2(L^6)} \left( \|d_n\|_{L^2(L^6)} + \|a_n\|_{L^2(L^6)} + \|\nabla v_n\|_{L^2(L^6)} \right) \right)
\leq \left( \|d_n\|_{L^2(L^6)} + \|a_n\|_{L^2(L^6)} + \|\nabla v_n\|_{L^2(L^6)} \right) \left( \|d_n\|_{L^2(L^6)} + \|a_n\|_{L^2(L^6)} + \|\nabla v_n\|_{L^2(L^6)} \right),
$$

which proves the assertion because of (4.15) and standard embeddings.

\[\square\]

### 4.3 Convergence of the approximate solutions

The a priori estimates (4.14) and (4.15) prove the boundedness of the sequences of solutions to the approximate problem (4.2) in different norms. The Banach–Alaoglu–Bourbaki theorem [4, Thm 3.16 on p. 66] allows us to deduce relative weak and weak$^*$ compactness of the sequence in the considered spaces. In the following, we are not going to relabel the subsequences.

**Lemma 4.6.** Let the assumptions of Theorem 2.3 be fulfilled. Then there exists a subsequence of the sequence of solutions to the approximate problem (4.2) and $d, \phi, v$ satisfying (2.12) as well as $\bar{q} \in L^2(0,T;L^2), \bar{j} \in L^2(0,T;L^2)$. DOI 10.20347/WIAS.PREPRINT.2567
\( L^2(0, T; L^2) \) such that the convergences
\[
\begin{align*}
  d_n & \xrightarrow{a} d & \text{ in } L^\infty(0, T; H^1) \cap L^2(0, T; H^2) \cap W^{1,4/3}(0, T; L^2), \quad (4.20a) \\
  \phi_n & \xrightarrow{a} \phi & \text{ in } L^\infty(0, T; H^1_0) \cap L^2(0, T; H^4) \cap W^{1,2}(0, T; L^2), \quad (4.20b) \\
  v_n & \xrightarrow{a} v & \text{ in } L^\infty(0, T; L^2_\sigma) \cap L^2(0, T; H^{1}_{0,\sigma}) \cap W^{1,2}(0, T; (H^2 \cap H^1_{0,\sigma})^*), \\
  q_n & \rightarrow q & \text{ in } L^2(0, T; L^2), \quad (4.20c) \\
  j_n & \rightarrow J & \text{ in } L^2(0, T; L^2), \quad (4.20d) \\
  d_n \cdot (\nabla v_n)_{\text{sym}} & \rightarrow d \cdot (\nabla v)_{\text{sym}} & \text{ in } L^2(0, T; L^2), \quad (4.20e) \\
  a_n \cdot (\nabla v_n)_{\text{sym}} & \rightarrow a \cdot (\nabla v)_{\text{sym}} & \text{ in } L^2(0, T; L^2), \quad (4.20f) \\
  d_n \cdot (\nabla v_n)_{\text{sym}} & \rightarrow (\nabla v)_{\text{sym}} & \text{ in } L^2(0, T; L^2), \quad (4.20g) \\
  (\nabla v_n)_{\text{sym}} & \rightarrow (\nabla v)_{\text{sym}} & \text{ in } L^2(0, T; L^2), \quad (4.20h) \\
  d_n & \rightarrow d & \text{ in } L^2(0, T; H^1) \cap L^{16/5}(0, T; W^{1,16/5}) \cap L^{48/5}(0, T; L^{48/5}), \quad (4.20i) \\
  \phi_n & \rightarrow \phi & \text{ in } L^2(0, T; H^1_0) \cap L^{12/7}(0, T; W^{2,12/7}) \cap L^{12}(0, T; W^{1,12}), \quad (4.20j) \\
 v_n & \rightarrow v & \text{ in } L^2(0, T; L^2_\sigma) \quad (4.20k)
\end{align*}
\]
hold for \( n \to \infty \).

**Proof.** The a priori estimates \(^{(4.15)}\) and \(^{(4.17)}\) yield the weak and weak* convergences \(^{(4.20a)}\)–\(^{(4.20k)}\). The Lemma of Lions–Aubin (Lions \(^{[30]}\) Théorème 1.5.2) ensures the following compact embeddings
\[
\begin{align*}
  &L^2(0, T; H^2) \cap W^{1,4/3}(0, T; L^2) \xhookrightarrow{c} L^2(0, T; H^1), \\
  &L^2(0, T; H^4) \cap W^{1,2}(0, T; L^2) \xhookrightarrow{c} L^2(0, T; H^1_0), \\
  &L^2(0, T; H^1_{0,\sigma}) \cap W^{1,2}(0, T; (H^2 \cap H^1_{0,\sigma})^*) \xhookrightarrow{c} L^2(0, T; L^2_\sigma).
\end{align*}
\]
The convergences of the director \(^{(4.20a)}\), the layer function \(^{(4.20b)}\), the velocity field \(^{(4.20c)}\) as well as their time derivatives \(^{(4.20d)}\)–\(^{(4.20i)}\), immediately give the strong convergences with respect to the first space indicated in \(^{(4.20j)}\)–\(^{(4.20k)}\) as well as \(^{(4.20m)}\). With Lemma 3.11 and Corollary 3.2 we observe that
\[
\|d_n\|_{L^{10/3}(W^{1,10/3})} \leq c\|d_n\|_{L^2(H^2)}^{3/5}\|d_n\|_{L^2(H^1)}^{2/5} \quad \text{and} \quad \|d_n\|_{L^{10}(W^0)} \leq c\|d_n\|_{L^2(H^1)}^{1/5}\|d_n\|_{L^2(H^1)}^{4/5}
\]
as well as
\[
\|\phi_n\|_{L^{14}(W^{2,14/3})} \leq c\|\phi_n\|_{L^2(H^2)}^{3/7}\|\phi_n\|_{L^2(H^1)}^{4/7} \quad \text{and} \quad \|\phi_n\|_{L^{14}(W^{1,14})} \leq c\|\phi_n\|_{L^2(H^1)}^{1/7}\|\phi_n\|_{L^2(H^1)}^{6/7}
\]
and thus the boundedness of the sequence \( \{d_n\} \) in \( L^{10/3}(0, T; W^{1,10/3}) \cap L^{10}(0, T; L^{10}) \) and of the sequence \( \{\phi_n\} \) in \( L^{14/3}(0, T; W^{2,14/3}) \cap L^{14}(0, T; W^{1,14}) \). Since \( 16/5 < 10/3, 48/5 < 10, 24/7 < 14/3, \) and \( 12 < 14 \), a standard interpolation argument grants the strong convergences in the last two spaces of \(^{(4.20k)}\) and \(^{(4.20r)}\), respectively. These strong convergences allow us to identify the limits in \(^{(4.20k)}\)–\(^{(4.20r)}\) (recalling that \( a_n = \nabla \phi_n \)).

\[\square\]

**Remark 4.7.** The initial values for the approximate equations are defined via the associated orthogonal projections of the given initial datum, i.e., \( R_e d_0, Q_e \phi_0, \) and \( P_e v_0 \), respectively. This ensures that the initial values of the approximate solutions converge strongly to the given initial value,
\[
\begin{align*}
  d_n(0) & \to d(0) \text{ in } H^1, & \phi_n(0) & \to \phi(0) \text{ in } H^1_0 \text{ and } & v_n(0) & \to v_0 \text{ in } L^2_\sigma. \quad (4.21)
\end{align*}
\]
The next lemma identifies the weak limits for the variational derivatives \((4.20d)\) and \((4.20e)\).

**Lemma 4.8.** The variational derivatives \(q_n\) and \(j_n\) of the solution to the approximate system converge weakly to the variational derivative \(q\) and \(j\) of the limit functions given by \((2.3)\) with \(d\) and \(\phi\) given by Lemma 4.6, i.e.

\[ q_n \rightharpoonup q \quad \text{in} \quad L^2(0,T;L^2) \quad \text{and} \quad j_n \rightharpoonup j \quad \text{in} \quad L^2(0,T;L^2) \quad \text{as} \quad n \to \infty.\]  

(4.22)

**Proof.** With a priori estimate \((4.14)\), we have already deduced the weak convergences \((4.20d)\) and \((4.20e)\). It remains to identify the limits \(\mathbf{q}\) and \(\mathbf{j}\) in dependence of \(d\) and \(\phi\). In regard of the composition of the variational derivative \(q\) (see \((3.7)\)), the higher order term, i.e., \(\nabla^2 d\), occurs only linearly. For \(\psi \in L^2(0,T;L^2)\), consider \(q_n\) tested with \(\psi\),

\[
\int_0^T \langle q_n, \psi \rangle \, dt = -\int_0^T (k_1 \nabla (\nabla \cdot d_n) - k_3 \nabla \times \nabla \times d_n, R_n \psi) \, dt \\
+ \int_0^T \left( B_0 ( (\nabla \phi_n)^2 + d_n \cdot \nabla \phi_n - 2 \nabla \phi_n, R_n \psi) \right) \, dt \\
+ \int_0^T \left( B_1 ( |\nabla \phi_n|^2 d_n - (d_n \cdot \nabla \phi_n) \nabla \phi_n), R_n \psi \right) + \frac{1}{\varepsilon_1} \left( (|d_n|^2 - 1)d_n, R_n \psi \right) \right) \, dt. \tag{4.23}
\]

In the first line of \((4.23)\) only linear terms of \(\nabla^2 d_n\) occur. Due to the weak convergence of \(\{d_n\}\) in \(L^2(0,T;H^2)\), we can pass to the limit in this terms. The second line of \((4.23)\) depends only on the lower order terms \(d_n\) and \(\nabla \phi_n\), which converge strongly.

Indeed, due to \((4.20k)\) and \((4.20l)\), we can extract an almost everywhere converging subsequence such that

\[
\begin{align*}
\{\nabla d_n\} & \text{ is dominated by a function in } L^{16/5}(0,T;L^{16/5}), \\
\{d_n\} & \text{ by a function in } L^{48/5}(0,T;L^{48/5}), \\
\{\nabla^2 \phi_n\} & \text{ by a function in } L^{24/7}(0,T;L^{24/7}), \\
\{\nabla \phi_n\} & \text{ by a function in } L^{12}(0,T;L^{12}).
\end{align*}
\]

Similarly to the estimate \((3.10)\) in Lemma \((3.4)\) we can find a dominating function in \(L^2(0,T;L^2)\) for the variational derivative \((4.23)\) and pass to the limit with Lebesgue’s theorem on dominated convergence. Note that we put the projection \(R_n\) on the test function \(\psi\) in \((4.23)\) and that \(R_n \psi\) converges strongly to \(\psi\) for all \(\psi \in L^2\).

In a similar way, we show the limiting behaviour for the sequence \(\{j_n\}\). Consider the variational derivative of \(\mathcal{F}\) with respect to \(\phi\), which is given in equation \((3.14)\), tested with \(\zeta \in L^2(0,T;L^2)\),

\[
\begin{align*}
\int_0^T (j_n, \zeta) \, dt &= \int_0^T \left( (k_5 \Delta^2 \phi_n, Q_n \zeta) \right) \, dt - B_0 \int_0^T \left( \nabla \cdot ((|\nabla \phi_n|^2 + d_n \cdot \nabla \phi_n - 2 \nabla \phi_n - d_n)), Q_n \zeta \right) \, dt \\
&\quad - \int_0^T \left( B_1 ( \nabla \cdot (|d_n|^2 \nabla \phi_n - (d_n \cdot \nabla \phi_n) d_n, Q_n \zeta) + \frac{1}{\varepsilon_2} \left( \nabla \cdot ((|\nabla \phi_n|^2 - 1) \nabla \phi_n), Q_n \zeta \right) \right) \, dt. \tag{4.24}
\end{align*}
\]

The higher order term \(\Delta^2 \phi\) occurs again linearly and thus converges weakly due to \((4.20b)\). The lower order terms in \((3.14)\) also depend on \(\nabla^2 \phi\). Similarly to the estimate \((3.16)\) in Lemma \((3.4)\) we can find a dominating function in \(L^2(0,T;L^2)\) for the variational derivative in \((4.24)\) and pass to the limit with Lebesgue’s theorem on dominated convergence. Note that we put the projection \(Q_n\) on the test function \(\zeta\) in \((4.24)\) and that \(Q_n \zeta\) converges strongly to \(\zeta\) for all \(\zeta \in L^2\).

**Proof of Theorem 2.3.** To prove the main result, it remains to prove that the limit of the subsequence of the sequence of solutions \((d_n, \phi_n, v_n)\) to the approximate problem \((4.2)\) fulfills the weak formulation \((2.13)\). The essential tools to show this statement are the different convergence results achieved so far.
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We start with the director equation. The time derivative of the approximate solutions converge weakly due to (4.20a). From (4.20a), the strong convergence (4.20b), and the weak convergence of the velocities (4.20c), we find that

$$\int_0^T (\partial_t d_n + (v_n \cdot \nabla) d_n - (\nabla v_n)_{skw}, \psi) dt \to \int_0^T (\partial_t d + (v \cdot \nabla) d - (\nabla v)_{skw} d, \psi) dt$$  \hspace{1cm} (4.25)

for $\psi \in C_c^\infty(\Omega \times (0,T);\mathbb{R}^3)$ as $n \to \infty$. Due to (4.20a) and (4.20c), the other semilinear terms converge,

$$\int_0^T (\lambda (\nabla v_n)_{sym} d_n + 2 \kappa_1 \gamma (\nabla v_n)_{sym} a_n, \psi) dt \to \int_0^T (\lambda (\nabla v)_{sym} d + 2 \kappa_1 \gamma (\nabla v)_{sym} a, \psi) dt$$  \hspace{1cm} (4.26)

for $\psi \in C_c^\infty(\Omega \times (0,T);\mathbb{R}^3)$ as $n \to \infty$. The variational derivative $q_n$ converges due to Lemma (4.8). Thus, we have shown the convergence of every term of (4.2a) and hence, that the limit fulfills (2.13a).

Due to the strong convergence of $\nabla \phi_n$ according to (4.20a) as well as the weak convergence of the velocity field according to (4.20c), the time derivative according to (4.20b), and the weak convergence of the variational derivatives according to (4.22) and the strong convergence of the velocity according to (4.20c), we can take the limit in every term of the approximate layer equation (4.2b) and obtain

$$\int_0^T (\partial_t \phi_n + (v_n \cdot \nabla) \phi_n + \lambda_p j_n, \zeta) dt \to \int_0^T (\partial_t \phi + (v \cdot \nabla) \phi + \lambda_p j, \zeta) dt$$

for $\zeta \in C_c^\infty(\Omega \times (0,T))$ as $n \to \infty$.

Finally, we show that the limit of the solutions to the approximate system (4.2) solves (2.13c). The term incorporating the time derivative converges due to (4.20c). With (4.20c) and (4.20m), we see the convergence of the convection term such that

$$\int_0^T ((v_n \cdot \nabla) v_n, \psi) dt \to \int_0^T ((v \cdot \nabla) v, \psi) dt$$

for all solenoidal $v \in C_c^\infty(\Omega \times (0,T);\mathbb{R}^3)$ as $n \to \infty$.

The strong convergences of the director and the layer function, see (4.20a), (4.20b), as well as the weak convergence of the velocity field and the variational derivative $q$, see (4.22), grants the weak convergence of the elastic stress (4.2a) to the rearranged elastic stress, where $d$ in (2.5b) is replaced using (2.1a).

Since the equation $\dot{d} + \lambda (\nabla v)_{sym} d + 2 \kappa_1 \gamma (\nabla v)_{sym} a + \gamma q = 0$ even holds in $L^2(0,T;L^2)$, we can rearrange the viscous stress and obtain (2.5b). Thus, it holds

$$\int_0^T (T^V \cdot \nabla \phi) dt \to \int_0^T (T^V \cdot \nabla \phi) dt$$

for all solenoidal $v \in C_c^\infty(\Omega \times (0,T);\mathbb{R}^3)$ as $n \to \infty$. The remaining term $\nabla d_n q_n + \nabla \phi_n j_n$ converges weakly due to the weak convergence of the variational derivatives according to (4.22) and the strong convergence of the gradients of the director according to (4.20c) and the layer function according to (4.20a). For all solenoidal $v \in C_c^\infty(\Omega \times (0,T);\mathbb{R}^3)$, the reformulated elastic stress converges as $n \to \infty$,

$$\int_0^T (\nabla d_n q_n + \nabla \phi_n j_n, \psi) dt \to \int_0^T (\nabla d q + \nabla \phi j, \psi) dt.$$

In the limit, the integration-by-parts formula (2.11) can be applied again such that the equation (2.13c) is even fulfilled with the original elastic stress tensor (2.5a). All in all, we proved that a solution in the sense of Definition (2.2) exists. \hfill \square

In the next part, we introduce a possible adaptation of the model.
5 Oseen constraint

5.1 Relaxation of the Oseen constraint

In the modelling of smectic-A liquid crystals, the Oseen constraint $\nabla \times \mathbf{a} = 0$ is often assumed to hold (see De Gennes [11, Section 7.2.1.8.]). The layer normal $\mathbf{a}$ is thus of gradient structure. Since the normal of the layers is assumed to be a unit vector, it follows that $\nabla \phi$ is a unit vector. Stewart [38] asserts (as experiments suggest, see [12]) that this will not be the case in the dynamical theory away from equilibrium. He suggests to choose $\mathbf{a}$ as $\mathbf{a} = \nabla \phi / |\nabla \phi|$. This is convenient since the normal vector should be a unit vector. In contrast to that, one cannot deduce strong convergence of $\mathbf{a}$ from strong convergence of $\nabla \phi$ due to the lack of continuity of the mapping $y \mapsto y/|y|$.

Instead, we propose to use a continuously differentiable function $\rho_\varepsilon$, where $\rho_\varepsilon$ approximates the mapping $x \mapsto x/|x|$. We can define $\mathbf{a}_\varepsilon$ via

$$\mathbf{a}_\varepsilon := \nabla \phi \rho_\varepsilon (\nabla \phi).$$

(5.1)

For every $\varepsilon > 0$, $\mathbf{a}_\varepsilon$ is continuous in $\nabla \phi$ and, therewith, we may infer the strong convergence of $\mathbf{a}_{\varepsilon,n}$ from the strong convergence of $\nabla \phi_n$.

The proof in this paper can be extended by replacing every occurrence of $\mathbf{a}$ with $\mathbf{a}_\varepsilon$. As already mentioned, this is fairly easy in Section 4.3 where the convergence of the approximate solutions is shown. Since $\rho_\varepsilon$ is continuous and we have deduced strong convergence of $\nabla \phi_n$, the strong convergence of $\mathbf{a}_{\varepsilon,n}$ follows immediately. The $a$ priori estimates of Section 4.2 can be proved in the same way as long as the coerciveness (Lemma 3.6) and the boundedness (Lemma 3.7) of the free energy and its variational derivatives are provided. The only difference between the proofs of these lemmata due to the redefinition of $\mathbf{a}_\varepsilon$ in (5.1) is the variational derivative of $\mathcal{F}$ with respect to $\phi$ (4.14).

5.2 Variational derivative of the relaxed free energy

Consider a potential $F \in \mathcal{C}^1(\mathbb{R}^3 \times \mathbb{R}^3 \times \mathbb{R}; \mathbb{R})$ and let this potential define a free energy via

$$\mathcal{F}(\phi) := \int_\Omega F(\nabla \phi, \nabla^2 \phi, \mathbf{a}_\varepsilon) \, d\mathbf{x}$$

with $\mathbf{a}_\varepsilon$ as defined in (5.1). Then the variational derivative of this functional can be calculated as

$$\frac{\delta \mathcal{F}}{\delta \phi}(\phi) = -\nabla \cdot \frac{\partial F}{\partial \nabla \phi}(\nabla \phi, \nabla^2 \phi, \mathbf{a}_\varepsilon) + \nabla^2 : \frac{\partial F}{\partial \nabla^2 \phi}(\nabla \phi, \nabla^2 \phi, \mathbf{a}_\varepsilon) - \nabla \cdot \left( \left( \frac{\partial \mathbf{a}_\varepsilon}{\partial \nabla \phi} \right)^T \frac{\partial F}{\partial \mathbf{a}_\varepsilon} \right),$$

where $I$ denotes the identity matrix in $\mathbb{R}^{3 \times 3}$. Since $\rho_\varepsilon$ and its first derivative are bounded from above, all the calculations in the proof of Lemma 3.6 and Lemma 3.7 can be carried out in a similar fashion. With this method, it is possible to relax the Oseen constraint and, at the same time, to prevent the vector $\mathbf{a}_\varepsilon$ from becoming degenerate.

The model studied in this paper with the layer normal as defined in (5.1) can be seen as a relaxed model of the one proposed by Stewart [38]. It has similar features and it incorporates especially the possible violation of the Oseen constraint $\nabla \times \mathbf{a} = 0$. In virtue of the proof in the article at hand, the global existence of weak solutions to this relaxed Stewart model can be proved.
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