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Extremal decomposition for random Gibbs measures

Codina Cotar, Benedikt Jahnel,
Christof Kiilske

Abstract

The concept of metastate measures on the states of a random spin system was introduced to
be able to treat the large-volume asymptotics for complex quenched random systems, like spin
glasses, which may exhibit chaotic volume dependence in the strong-coupling regime. We con-
sider the general issue of the extremal decomposition for Gibbsian specifications which depend
measurably on a parameter that may describe a whole random environment in the infinite volume.
Given a random Gibbs measure, as a measurable map from the environment space, we prove
measurability of its decomposition measure on pure states at fixed environment, with respect to
the environment. As a general corollary we obtain that, for any metastate, there is an associated
decomposition metastate, which is supported on the extremes for almost all environments, and
which has the same barycenter.

1 Introduction

In this note, we consider quenched random spin models in the infinite volume on lattices or more
generally countable-infinite graphs. This includes examples like the random-field Ising model and the
Edwards-Anderson nearest-neighbor spin glass, but also more generally continuous spin models. We
prove an extended version of the known extremal decomposition (see [E6l75] and [Geo11, Theo-
rem 7.26]) for the infinite-volume Gibbs measures in terms of pure states, i.e., the extremal Gibbs
measures, which is measurable w.r.t. the random environment, see Theorem [2.1] We also present
a connection between this result and the theory of metastates via the notion of the decomposition
metastate, see Corollary [2.3]

What are the difficulties? Indeed, measurability w.r.t. random environments in the infinite volume, which
can be taken for granted in simple situations, becomes nontrivial for general systems. The difficulty
comes from the following physical phenomenon that may happen for general random systems and
in particular those with frustrated interactions like spin glasses. A system is frustrated, if it has com-
peting interactions, in the sense that it is impossible to minimize the total finite-volume Hamiltonian
by minimizing all individual local interactions terms in the same configuration. Hence a groundstate
has to be determined as a result of a non-trivial optimization which may depend on the precise shape
and size of the volume. The same holds for low temperature states. There may be chaotic volume-
dependence, see [NS97, INS98| INS13], of the finite-volume Gibbs measures along increasing volume
sequences with fixed nonrandom boundary conditions, in the phase-transition regime. Hence, to con-
struct a measurable random Gibbs measure, i.e., a measurable map & +— p[£] from the environ-
ment to the Gibbs measures via £-dependent volume sequences, is in general difficult. Conversely,
for fixed increasing volume sequence, pure states may only be found by £-dependent boundary con-
ditions. This phenomenon of possible chaotic volume-dependence leads to the natural definition of
a metastate k[¢](dp) as a probability measure on the (random) Gibbs measures of the system,
see [NS97, Bov06]. From a physical point of view, this is not just an unwanted complication, but it
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C. Cotar, B. Jahnel, Ch. Kiilske 2

is an important object for the description of the large-volume asymptotics. Its intuitive meaning is that
it describes the limiting empirical measure for the occurrence of Gibbs states for fixed environment & in
a sufficiently sparsely chosen increasing volume sequence, see equation (4). Hence, it carries the ad-
ditional information about the weight, or relevance, of a particular Gibbs measure, compare [IK10]. To
show existence of a metastate, e.g., in situations with a compact local spin space, is always possible,
see [AW90, INS97, [Bov06] for Ising systems, and as we sketch in Section Note that metastates
were used to show uniqueness results for short-range spin-glass models with independent couplings
in two dimensions, see [ADNS10], and for other applications, see also [Bov06]. Having constructed
the metastate, we note that there is always an associated measurable map from the environment to
the Gibbs measures, which appears as its barycenter of mean value over all the Gibbs measures the
metastate sees.

In the present note, we therefore start with the assumption of existence of such a measurable Gibbs
measure and investigate its extremal decomposition. In general, there is no reason to assume that
a metastate is supported only on extremal Gibbs measures. For a (mean-field) example where this
occurs see, e.g., the Hopfield model in [K(I97]. Thus, we need to discuss the decomposition into pure
states also at the metastate level.

We keep the setup as general as possible and assume only measurability of the Gibbsian specification
for most of our results. We do not need to make the requirements of quasilocality or non-nullness,
which are otherwise very important in the theory of infinite-volume Gibbs measures, see [Geo11].

Our results may be useful for random systems, but they may be applied also to other classes of
parametrized specifications, be it by finite-dimensional or infinite-dimension parameters.

2 The extreme decomposition

2.1 Setup, examples, and first theorem

Let S be a countable set of sites and (E, £) the local state space of each site. We assume that (E, £)
is a standard Borel space, see [Geo11] for details. We consider models on €2 = ES equipped with the
product sigma-algebra F = &£ S given by specifications ~y[£] which depend on a random parameter
¢ € H,where (H,H,P) is a probability space. A (non-random) specification v = (75 ) res is a family
of probability kernels from €2 to the set of probability measures P(2) = P(£), F) indexed by finite
sets of sites A € S. We want to impose only minimal conditions on the specification. First, we require
consistency, i.e., for all finite volumes A C A, events A € F and boundary conditions w € {2 we have
that [ va(do|w)ya(Alo) = va(Alw). Second, we require properness, i.e., for all A € S we have
that ya (A|w) = 14(w) if A is measurable outside of A. We do not require for example non-nullness
(lower bounds on the specification) or quasilocality (continuity of the specification w.r.t. the boundary
condition), which play an important role for the existence theory and variational characterization of
Gibbs measures. In what follows, we will assume that the random specification [-] is measurable in
the sense that for all A € S and A € F, the mapping

(&, w) = Mm[E](Alw)
is (H ® F) — B0, 1] measurable.
We think of the parameter & mostly, but not exclusively, to describe disorder. Often we imagine a

Gibbsian specification given in terms of an absolutely summable potential ®[¢] = (P 4[€]) acs Where
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each of the potential functions w +— P 4[¢](w) depends on the spin variable w only inside A, and
depends measurably on the parameter £ and the configuration w. Then, we may build the associated
quenched specification as the A-modification, in which the product measure \* is modified by an
exponential factor. Keeping the parameter & fixed, this means that we define &-dependent specification

kernels via A

i o) = o Zan PSR 0

fEA exp(— ZAmA;A(z) D 4 [€](@anac)) A (diy )

where A € P(E) is some a priori measure on the single site space £ and \* denotes the |A|-fold
product distribution on EM. We write wanae for the concatenation of the configuration wy in A and
nae in A = S\ A. Two examples which fit this framework are the random field Ising model, and
the Edwards-Anderson nearest-neighbor spin glass. We may consider these models on a general
graph with countable vertex set S, with specification kernels defined as modifications w.r.t. the uniform
measure Aon F = {—1,1}.

For the random field Ising model, the potential functions are given by the pair interaction terms
D 4[¢](w) = —Pw;w, for A = {3, j} for nearest neighbors 7, j € .S, and single-site terms ® 4 [¢](w) =
&w; for A = {i}. For all other A € S we set ®4[¢] = 0. Note that the disorder configuration
& = (& )ies enters only via the single-site terms, and are usually assumed to be given by i.i.d. random
variables w.r.t. P on (H, H).

For the Edwards-Anderson spin glass (in zero external field), only the nearest-neighbor pair-interaction
term is non-vanishing with ® 4 [¢](w) = 5&; jwiw; for A = {4, j} and 7, j nearest neighbors, where &
is an H -valued configuration on the edges {¢, j} of the underlying graph. One usually assumes that
fm are mean-zero random variables, which are i.i.d. over edges.

Both models are fundamentally different. For the random field Ising model, monotonicity arguments
(based on the FKG inequality) guarantee existence of a maximal and a minimal limiting measure, for
any disorder configuration, which simplifies the analysis substantially. Nevertheless, to decide in which
dimensions, and when they are equal, is far from trivial, see [AW90, [BK88|, [AP18|, [Bov06].

For the Edwards-Anderson spin glass, this is not true and the aforementioned chaotic volume depen-
dence is not excluded. Note however as a similarity, in the two examples above, disorder enters via
local terms in a Hamiltonian which is used to define the Gibbsian specification, and the disorder takes
values in a product space. This is nice, but our setup is more general and assumes only measurability
of the specification depending on a parameter .

A lack of monotonicity occurs also for gradient Gibbs measures. These appear for unbounded spin
systems where one is forced to restrict to gradient observables (these are observables which depend
only on field increments) in order to have a well-defined infinite-volume measure. Viewed on the re-
sulting incremental field variables there is no monotonicity, even if the initial model in the finite-volume
Gibbsian formulation has monotonicity. A concrete example where this is very explicit is the Gaus-
sian free field. Gradient Gibbs measures are beyond the framework of the present note, but we refer
to [FS97, BKO7, ICK12, ICK15, vEKOS8].

In another (simpler) application, the variable & may also encode a parameter such as a random in-
verse temperature, modifying a given (random or non-random) potential in a multiplicative way. More
generally, we may consider any parametrized probability distribution on Gibbsian potentials with the
same state space. Also in such a case it is clear that at different realizations, the structure of Gibbs
measures may be completely different for different parameter values.

If there is a smooth dependence on this parameter, it may be expected that the extremal states should
depend smoothly on the parameter, at least in some regions of the phase diagram. This is known to

DOI 10.20347/WIAS.PREPRINT.2546 Berlin 2018



C. Cotar, B. Jahnel, Ch. Kiilske 4

be true for example for ordered states of ferromagnetic low-temperature models, in the regime where
Pirogov-Sinai is applicable. For more complicated disordered systems, the possibility for such a Btate-
following"may no longer be true. A phenomenon of temperature chaos as it is called by the physicists
may appear, see [ASZ18, vER0Q7, WMK15]. We show that, while such chaos may happen, at least
measurability is not lost.

For a given non-random specification -y, we call a measure € P(L2) an infinite-volume Gibbs
measures associated to -, if it satisfies the DLR equations, i.e., if forall A € S and A € F we
have that [ p(dw)ya(Alw) = p(A). We denote by G(7) the set of infinite-volume Gibbs measures
associated to . In the random case, we will assume that G(y[£]) # 0 for P-almost all &.

In particular, for P-almost all £, G([¢]) is a non-empty simplex of probability measures in P(2) =
P(Q,F) (the set of probability measures on (€2, F)). G([£]) can be represented by its extreme
elements, which we denote by exG(v[£]). As a result of the non-random Gibbsian theory, applied
at fixed &, any 1 € G(y[¢]) is the barycenter of a unique probability measure w[£],, on exG(y[¢]),
see [Geol1, Chapter 7]. The interpretation here is that elements of the extreme boundary represent
pure macroscopic states of the system, where the macroscopic variables are not random. Therefore,
the weight measure w[g]u, which appears in this decomposition of p, then represents the uncertainty
encountered by experimentalists about which pure states have been observed.

We will be concerned with random infinite-volume Gibbs measures given by the measurable map
& — p[€]. Measurability w.r.t. the parameter £ is very important, here it is defined w.r.t. the evaluation
sigma algebra e(P(£2)) given by the smallest sigma algebra such that for all A € F, the mappings

§ = ulgl(A)

are H — B|0, 1] measurable. For fixed £, the weight w[£] ¢, associated to y[], is an element of
P(P(2)) = P(P(2), e(P(£2))), the space of probability measures on the space of random fields
P(Q2) equipped with the evaluation sigma algebra on P(€2). In order to consider measurability of
£ — w[] g, we need to equip also P(P(£2)) with a sigma algebra, which is the evaluation sigma
algebra e¢(P(P(2))) where H — BJ0, 1] measurability of

& wlg] g (M)

has to be checked for all M € e(P(£2)).

Our first main result now states the existence and measurability of the function & +—> w[ﬁ’]ﬂ[g].

Theorem 2.1. Assume (E, £) to be standard Borel. Let v[¢] be a random specification on Q) = E*
such that G(y[£]) # 0 for P-almost all £ and let u[¢] be a random infinite-volume Gibbs measure
in G(v[£]) which exists P-almost surely. Then, also the mapping & +— w[] ¢ exists and is H —
e(P(P(R2))) measurable. Moreover,

1 the weight function is almost surely supported on the quenched extremal Gibbs measures, that
isw[E] g € PlexG(v[€]), e(exG(v[¢]))) for P-almost every § € H, and

2 the random Gibbs measure has the measurable extremal decomposition
el = [ vulglg() @)
exG (v[£]))

The map & — w[§] ) is defined by a §-measurable kernel 7t[£] viaw (£, (M) = p(w : w[€](-|w) €
M) forall M € e(P(Q2)) and pu € P(£2).
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Considering the proof of Theorem [2.1] in particular the input given by Proposition [3.1] we actually es-
tablish measurability, w.r.t. £, of the affine mapping w[¢] : p — w[¢],, from P(2) to P(P(£2), e(P(£2)))
equipped with the evaluation sigma algebra o (e, nr @ (1, M) — w[¢] (M), p € P(Q),M €
e(P(€2))). Additionally, under the assumptions of the theorem, for P-aimost all £, p — w[¢], is a
bijection between G(v[¢]) C P(2) and P (exG(v[€]), e(exG(v[€]))).

What have we gained? Ideally one would like to have a measurable extreme decomposition & — u*[¢]
taking values in the extremals for given &, of the same type, indexed by some index «. This can be
shown to be true for some systems, e.g., for the random field Ising model, where o € {+, —}. Indeed,
by the FKG inequality, one may construct a maximal measure i+ [£] with a fixed +-boundary condition,
for any realization of £. However, in general this will not be possible, and so the best result we can
hope to obtain is to go one level higher and construct a measurable map from & to the probability
measures on the extremals for the same . This is precisely the result of Theorem [2.1

2.2 Metastates

Let us start this section by giving some background on metastates. In [AW90], Aizenman and Wehr
constructed a metastate as a £-dependent probability measure on the Gibbs states of a system that
describes the large-volume asymptotics. The main underlying ideas for this are the following. Consider
the probability distribution of the pair of the finite-volume Gibbs measure and the disorder variable

(74, [E](-|w), €) ()

under the governing measure of the disorder variable, P(d¢), for some fixed boundary condition w. Let
us note that it is useful to consider also more generally open or periodic boundary conditions, instead
of fixed configurations w. Suppose now that a limit exists for the random pair (3) in the sense of weak
convergence, along the cofinal sequence (A, ),en. Call the resulting limiting distribution K (dp, d€).
Of this limit, we may take a conditional distribution, obtained by conditioning on the disorder variable
&, and this provides us with a measure on the first variable, which we call x"V[¢](d ), the Aizenman-
Wehr or conditional metastate. The existence of the limit X can be ensured for volume-subsequences
(A, )nen, for compact local state spaces £, and nice specifications, although we are not aware that
this result appears in full generality. To carry this out in detail however is not a problem for example
for the aforementioned random Ising models using the finite local state space and Markovianity of the
interaction. The independence of the limit on the choice of the subsequence has not been proved in
general, but it is very plausible in all examples that have been studied.

There is also a relation to the Newman-Stein metastate, see [NS98]|, which is constructed as a limit
point of

N

1
vlel =+ D Ot (4)

n=1

for sufficiently sparse A,,. This provides the interesting and intuitive reinterpretation of the Aizenman-
Wehr-metastate as giving a distribution on the Gibbs states at fixed & by “drawing a large volume at
random, independently of the choice of £". Covering both approaches, let us define metastates as
follows.

Definition 2.2. A measurable map . : H — P(P(S2)) is called a metastate if for P-almost all £, the
Gibbs measures corresponding to £ obtain full mass, i.e.,

RIENG(ED) = 1.
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Coming back to our results, in Theorem [2.1} we assumed the existence of a measurable Gibbs state
1[€]. To see how this assumption can be satisfied, note that for a metastate x[£](dj) one may take its
expected value (or barycenter) [ vk[£](dv) = pu,[€] to obtain a measurable map into the (not nec-
essarily extreme) Gibbs measures for £. Further, in the sense of Definition[2.2} the measurable weight
function £ — w[é’]u[ﬂ is a metastate. The statement of Theorem then has the following rephras-
ing: For any measurable Gibbs measure p[&] there is a metastate w[¢] ¢ supported on the quenched
pure states exG(y[£]) such that measurable Gibbs measure can be written as the barycenter of this
metastate, in the form [}, ¢, vw[¢] ) (dv).

In particular, applying Theorem [2.1]and using the intermediate step to define p[¢] = f1,,[€], we obtain
the following result.

Corollary 2.3. Suppose k : H — P(P(S2)) is a metastate. Then there is an associated decomposi-
tion metastate k** : H — P(P(£2)) which has the following two properties.

1 k® has the same barycenter as k, i.e., for P-almost all £,
/ v (dv) = / vk[€](dv) and
P(Q) P(Q)

2 forP-almost all £, Kk is supported on the corresponding extremal Gibbs measures, i.e.,

R (exG([€]) = 1.

2.3 Symmetries

So far we have not used any specific structure for the space (H, ). For the next result we want
to introduce translations on H as well as on €). For this, let us assume that S = Z? and equip H
with a shift group 0 = (6;);cs, i.e., a family of measurable bijections 6, : H — H, £ — 0;£. More
specifically, for w € €1, we define (ij)i = wj_,. For example in the random field Ising model, where
H={-1, 1}3, the shift group is defined exactly as for 2. We call a random specification -y translation
covariant,ifforall j € S,w € ), A € F and A € S we have that

Yo,4[0;€](0;A]0;w) = Ya[§](Alw)  for P-almost all

where 0;A = {f;w : w € A} and ;A = {i+ j € S : i € A}. Similarly we call a random Gibbs
measure £ — (] translation covariant, if for all A € F and j € S we have that

w[0;€](A) = pl€](0—;A)  for P-almost all .

The following theorem expresses that the extremal decomposition of Theorem [2.1] for translation in-
variant models is also translation covariant.

Theorem 2.4. Assume that (€] and i[€] satisfy the conditions of Theorem|2.1| and are both transla-
tion covariant. Then, the measurable map & — wl[¢] ule) from Theorem is also translation invariant,
ie., forallj € S and M € e(P(§2)) we have that

w[0;€]u0,6(0; M) = w[€] (M) forP-almost all €, (5)
where ;M = {0;v € P(Q) : v € M} withb,v(A) =v(0_;A) forall A € F.

Under suitable conditions, Theorem[2.4]can be extended also to cover other group actions 7 instead of
6, such as spin flips or spin rotations, generalizing [Geo11, Corollary 7.28] to the &-dependent setting.
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3 Proofs

The proof of Theorem [2.1]is based on the existence of the (G(y[£]), T )-kernel m[£](-|w) with the
desired measurability and support properties. Once this is established, the proof of the main theorem
follows by an application of [Geo11l Proposition 7.22] and measure theoretic arguments.

Let us introduce some more notation. For A € S we denote by F,, the sub-sigma algebra of sets
in F which are measurable in A. Further, the tail sigma algebra T is defined via T = (1), g Fac
where A¢ = Q \ A. As a particular case of [Geo11} Definition 7.21], a probability kernel 7 is called a
(G(v), T)-kernel, for v a specification, if the following holds. For all measures 1 € G(7),

1 7 is a version of the conditional probability given 7, that is, for all A € F, u(A|T) = n(A|)
p-almost surely, and

2 for pi-almost every w, the measure 7(-|w) is an elementin G(7) and {w : 7(-|w) € G(7)} €

T.

Let us stress that T, if it exists, does not depend on individual measures (i, but rather on ~.

The following result establishes existence of a random version of a (G(7), T )-kernel and therefore
extends [Geo11l, Proposition 7.25] to the random setting.

Proposition 3.1. Assume (E, &) to be standard Borel. Lety([¢] be a random specification on §) = E’
such that G(v[¢]) # O for P-almost all . Then there exists a map m : H x Q x F +— [0,1],
(&, w, A) — 7[¢](Alw), such that

1 atany fixed A € F, we have (), (H ® Fac) — B[0, 1] measurability of

(& w) = m[¢](Alw),  and
2 forP-almost all &, 7[£] is a (G(v[£]), T )-kernel.

We will use the following measure theoretic generalities for the proofs. Since (E, £) is assumed to be
standard Borel, also (2, F) is a standard Borel space. Moreover, if the configuration space is standard
Borel, i.e., measure theoretic isomorphic to a complete separable metric space with Borel sigma-
algebra, then, F can be generated by a countable core. We recall that a core C is a finite-intersection
stable generator of the sigma algebra F with the following property. Convergence of (14, (A))nen for
all events A € C, where (i, )nen C P(£2), uniquely determines a limiting measure i € P(£2) with
p(A) = limypeo 1 (A) for all A € C, see [GeoT1, Definition 4.A9].

Before we prove Proposition let us show how it can be used to prove Theorem 2.1

Proof of Theorem[2dl By hypothesis, for P-almost all £, we have that G(v[{]) is non-empty. By
Proposition the measurable kernel 7 exists and, in particular, by part 2 of Proposition [3.1|is a
(G(7v[€]), T )-kernel. Thus, for P-almost all &, using [Geo11] Proposition 7.22], we have the follow-
ing. For every 11 € G(v[{]), there exists a unique w[¢],, supported on exG([£]), such that the
extremal decomposition (2) holds. In particular, the mapping & — w[€] . exists and w[€] i (M) =
[ 1[€)(dw)1{7[€](-|w) € M} forall M € e(P(£2)). Hence, all that remains to be shown is that the
mapping & — w[] g is H — e(P(P(2))) measurable.
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By the definition of the evaluation sigma algebra, it suffices to show H — B[0, 1] measurability of

&= (& plg]) = wi€]ug (M)

for all M € e(P(f2)). For this, note that the first mapping is measurable by assumption since we
supposed that & — (€] is H — e(P(2)) measurable. Thus, it suffices to establish H @ e(P(£2)) —
[0, 1] measurability of

(6p) / u(dw)L{x[€](|w) € M}. ©)

By the definition of e(P(£2)) we can limit ourself to check sets M of the form M(A,c) = {v €
P(Q) : v(A) < ¢} with A € Fand ¢ € [0, 1] in which case (6) becomes

€ [ (@)1 {(A) < o).
Here, by Proposition[3.1|part 1 we have that {(§, w) : 7[¢](Alw) < ¢} € NA(H®Fre) C (HRF)

forall A € Fand ¢ € [0, 1]. In fact, as is a standard statement in the context of Fubini's theorem, for
any H ® F — BJ0, 1] measurable bounded g we have that

(& ) — /u(dw)g(& w)

is H ® e(P(2)) — B0, 1] measurable. Indeed, for any C' € H ® F we have that

€ [ udat{ew) e cy
is H @ e(P(2)) — B|0, 1] measurable, since
D={CeHQF:({u) — /,u(dw)]l{(f,w) € ClisH®e(P(R2)— B0, 1] measurable}

contains the system of squares @ = {A x A" : A € H, A’ € F} and is a Dynkin system. The
statement that () C D follows, since

(6p) / H(dw)L{(€.w) € A x A’} = p(A)1{E € A'}

is measurable as a product of measurable functions. The fact that it is a Dynkin system is obvious
since for C; D Cy

/ H(dw)1{(€, ) € CI\Ca} = / H(d)1{(€,w) € Cr} — / u(dw)1{(€.w) € Cy)

where the |.h.s. is measurable if the two terms on the r.h.s. are, and a similar argument applies for
countable disjoint unions. Thus, by Dynkin’s theorem [Kle13, Theorem 1.19], the sigma-algebra gen-
erated by an intersection-stable system of sets equals the Dynkin system generated by it. We have
@ C Dandhence H ® F = o(Q) = D(Q) C D, and so H ® F = D follows. This finishes the
proof. O

Proof of Proposition[3.1} Since (E, £) is standard Borel, as outlined before the proof on Theorem|2.1}
there exists a countable core of F which we denote C, for details see [Geo11], Theorem 4.A11]. Only
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Extremal decomposition for random Gibbs measures 9

at this moment we will make use of this notion, namely in the definition of the following set. Extending
the construction in [Geo11l Proposition 7.25] we define

Q,={(¢,w) e HxQ: liTm Y, [€] (Alw) exists for all A € C},

the set of disorder parameters and configurations such that the specification has an infinite-volume
limit on the core. Here (A, ),cn, denotes a cofinal sequence of finite subsets of .S. While for some
(&, w) the convergence property might depend on the choice of the sequence, this will not matter in
the construction, as we will see. In particular, ©, = () 4o Qo(A) where Q,(A) = {({,w) € HxQ :
limy, 10 Y2, [§](Alw) exists} since C is assumed to be countable. Further, 2,(A) € (), (H ® Fic)
forall A € C and thus 0, € (,(H ® Fa<). Define 2,(£) = {w € Q : (§,w) € Q,} and note that

Q,(&) € T lies in the tail sigma algebra corresponding to JF.

Fixing a disorder parameter £, we can repeat the arguments from [Geo11, Proposition 7.25] to define
a kernel 7[£] and prove part 2 of the Proposition. For this also fix w € €,(£). Then, by the definition
of the core C, there is a unique probability measure 7[¢](-|w) € P(Q) such that w[¢](Alw) =
limy, 100 Yo, [€](Alw) for all A € C. We extend 7[¢](-|w) = v, for an arbitrary measure v, € P({2)
whenever (£, w) are not in the set €2,,. Since, for P-almost all ¢ we have that G([¢]) # (), repeating
the exact same arguments as in [Geo11l Proposition 7.25], we see that for P-almost all £, 7[¢] is

indeed a (G(v[¢]), T )-kernel.

The preceding arguments established existence of the map 7. What remains to be shown is part 1.
We must show that (£, w) +— m[¢](Alw) is (|, (H @ Fac) — B[0, 1] measurable at any A € F. For
this define

D={AeF:(&w)— m[¢](Alw)is ﬂ(?—[ ® Fac) — B[0, 1] measurable},

and recall that for any A € C,
TN (ARw) = 1{(E ) € R} Ty, [E(AL) + (€ w) & }ra(A). )

Thus, C is contained in D, since for all A € C the limit lim, o0 YA, [€] (A|w) as well as the indicators
1{Q,} and v,(A)1{Q,} are (,(H ® Fac) — B[0, 1] measurable function and hence (§,w) +
m[€](Alw) is a (), (H ® Fye) — BJ0, 1] measurable function.

Note also that D is a Dynkin system. For, let A C B be events in D, then
T[g](B\Alw) = 1{(¢,w) € Q} lim oy, [E)(B\AJw) + 1{(&, w) & Qo}rvo(B\A)
= 1{(6,) € Do} (Tim o, [(Ble) = T, [E(AR)) + 1{(E,) & D} (v(B) — 1(4)

= 7[¢](Blw) — m[¢](Alw).
(8)
Hence measurability of the r.h.s. carries over to that of the I.h.s.. In the same way it is seen that
7], Anlw) = >, 7[€](An|w) is measurable for disjoint A,, when each of the 7[¢](A,|w) is.

Thus, by Dynkin's theorem we have that C C D and hence F = ¢(C) = D(C) C D,andso F =D
follows, this completes the proof. O

Proof of Theorem[2.4. We need to go back to the definition of the metastate as an image of the &-
measurable kernel under the random Gibbs measure, and check how these objects behave under
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translation. Recall that
wleugO) = [ W@ 1{lg (o) € ),
and thus for P-almost all £, by a change of variables,
wlB3€huna (O500) = [ B ()L {8, 1) € 6,01)
— [ el {mlos€) o) € 031}
— [ W@ mBsEI o) < 0:01),

where the second step follows from the translation covariance of 1[¢]. Now, in order to conclude
equation (), it suffices to show that [0;&](-|0;w) € ;M if and only if w[¢](-|w) € M. For this, first
note that the statement that there exists v € 6;M such that for all A € F we have

m[0;€](6;A10;w) = v(6;4),

since v(6,A) = 6_;v(A), is equivalent to the statement that there exists v € M such that for all
A € F we have
m[0;€1(0;Al0jw) = v(A),

since 0_;v € M. Thus, it suffices to show that for all j € S, A € F and w € () we have that
7[0;£](0;Al0;w) = T[€](Alw)  for P-almost all .

We modify slightly previous arguments to reflect the translation-invariant setting. First, note that for
a product spin space of the form Q = E° with S = Z¢ and with a standard Borel set F, the
countable core C can be chosen in a translation-invariant way, meaning that for each subset of C also
its translate belongs to C, see [Geo11], Corollary 4.A.13], and the discussion preceding it. We quickly
recall the arguments: E' is measure-theoretic isomorphic either to {1, . .., | F/|} with the product set-
sigma algebra, if || < oo; N with the product set-sigma algebra, if |E/| is countably infinite; or
{0, 1}N with sigma-algebra generated by the cylinder sets, if £ is uncountably infinite. For instance,
in the uncountably infinite case €2 is isomorphic to {0, 1}NXZd, and the countable core can be chosen
as the set of finite cylinders of this set. The set of cylinders is translation invariant, in particular under
translations in Z?. Second, we use a slight modification of the kernel

rlE)(Alw) = T{(,) € Do} lim i, [EJ(AIw) + 1{(: ) & Dolro(4),
defined now via the set
Qo = {(¢,w) € HxQ - 7111%10 Yo,a, [€](Alw) exists forall A € C and all i € Z%, and is independent of 4},
where convergence is now guaranteed in a translation invariant way. Using this, we have that
m[0;€](6;A]0;w) = 1{(0;w,0;¢) € Qo}glglo V0,0, [0;€](0;A10,00) + L{(0;00, 0;8) & Qo}ro(6;A)
= 1{(:€) € D} lim 9, [E1(AW) + 1{(w, &) # Dhro(4) = mlgl(Alw),

when we choose 1, in a translation-invariant way. This concludes the proof. O
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