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Models and numerical methods for electrolyte flows
Jürgen Fuhrmann, Clemens Guhlke, Alexander Linke, Christian Merdon, Rüdiger Müller

Abstract

The most common mathematical models for electrolyte flows are based on the dilute solution assumption, leading to a
coupled system of the Nernst-Planck-Poisson drift-diffusion equations for ion transport and the Stokes resp. Navier-Stokes
equations for fluid flow. This contribution discusses historical and recent model developments beyond the dilute solution
assumption and focuses on the effects of finite ion sizes and solvation. A novel numerical solution approach is presented
and verified here which aims at preserving on the discrete level consistency with basic thermodynamic principles and
structural properties like independence of flow velocities from gradient contributions to external forces.

1 Introduction

Liquid electrolytes are fluidic mixtures containing electrically charged ions. Electrochemical energy conversion systems like
fuel cells and batteries contain liquid electrolytes. In biological tissues, nanoscale pores in the cell membranes separate
different types of ions inside the cell from those in the intercellular space. Nanopores between electrolyte reservoirs can be
used for analytical applications in medicine. Water purification technologies like electrodialysis rely on the electrolytic flow
properties. This short and by far not exhaustive list of occurrences of electrolytic flow processes shows the importance of
correct modeling of electrolyte flows. Due to the complex physical interactions present in this type of flows, in many case
numerical simulation techniques are required to facilitate a deeper understanding of the flow behavior..

This contribution introduces a coupled modeling and simulation approach which has several new aspects. Section 2 re-
views a modeling approach which uses recently obtained formulations [DGM13] based on first principles of nonequilibrium
thermodynamics. It allows to include ion-solvent interactions, finite ion size and solvation effects in a consistent manner. At
the end of this section, a short overview over existing analytical results is given. Section 3 starts with an overview on previ-
ous results on numerical methods. It introduces a finite volume discretization approach for ion transport in a self-consistent
electric field which is motivated by results from semiconductor device simulation and has been adapted to the improved
ion transport models [Fuh16]. For fluid flow, the recently developed [Lin14] pressure robust mixed finite element method is
introduced. The section is finalized by a short description of the fix point approach for coupling flow and charge transport.
Section 4 provides the results of a number of numerical examples which verify the presented approach and exhibit its
potential for further research.

2 Continuum models

Electroosmotic flows are characterized by the presence of an electric field that exerts a net force on the fluid molecules in
regions where the local net charge due to the ions present therein is nonzero. Being part of the momentum balance for the
barycentric velocity of the fluid, this net force induces fluid motion. Correspondingly, the dissolved ionic species molecules
in the fluid are advected by the barycentric velocity field. Motion of ions relative to the barycentric velocity is induced by the
gradients of their chemical potential and the electrostatic potential. A counterforce to the motion of dissolved molecules is
due to elastic interactions between the ions and the solvent.

In addition to these processes, the spatial distribution of the net charge of ions in a self-consistent way contributes to the
electric field.

Classical models for electrolytes [Ner88, Pla90] rely on a dilute solution assumption. In this case the ion-solvent interaction
is neglected. As a result, there is no mechanism to limit the accumulation of ions inside narrow boundary layers that screen
the electric field at electrodes or charged walls, see Fig. 1.
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Fig. 1 Left: accumulation of negative ions at positively charged electrode surface. Right: already for moderate applied voltages, the classi-
cal Nernst-Planck model, which ignores the ion-solvent interaction, predicts ion concentrations at an ideally polarizable electrode which are
significantly larger than the molar density of the solvent – in this case water with a molar density of 55.8 mol/dm3.

2.1 Bulk equations

The limitations of classical models are well known and several remedies for these shortcomings have been suggested early
on [Ste24]. Here a model for the flow of electrolytes is considered which has been introduced in [DGM13, DGL14, LGD16]
based on consistent application of the principles of nonequilibrium thermodynamics [dGM62]. It includes ion volume and
solvation effects and consistently couples the transport equations to the momentum balance and generalizes previous
approaches to include steric (ion size) effects [Bik42, Fre52, CS69, MCSJ71, KV81], see also [KBA07].

In a given bounded space-time domain Ω× (0, t]) ⊂ Rd × (0,∞), and with appropriate initial and boundary conditions,
the system (1a)– (5c) describes the isothermal evolution of the molar concentration of N charged species c1 . . . cN with
charge numbers z1 . . . zN dissolved in a solvent of concentration c0. Species are further characterized by their molar
volumes vi and molar masses Mi .

The electric field is described as the gradient of the electrostatic potential ψ. The barycentric velocity of the mixture is
denoted by u, and p is the pressure. The following equations are considered:

∂t(ρu)−ν∆u+ρ(u ·∇)u+∇p = q∇ψ (1a)

∇ ·ρu= 0 (1b)

∂tci +∇ · (Ni + ciu)= 0 (i = 1 . . . N) (1c)

−∇ · (ε∇ψ)= F
N∑

i=1
zi ci = q. (1d)

Equation (1a) together with (1b) comprises the incompressible Navier–Stokes equations for a fluid of viscosity ν and
constant density ρ. In the general case, where molar volumes and molar masses are not equal, ρ would depend on the
local composition of the electrolyte.

In regions where the space charge q = F
∑N

i=1 zi ci (F being the Faraday constant) is nonzero, the electric field ∇ψ
becomes a driving force of the flow.

The partial mass balance equations (1c) describe the redistribution of species concentrations due to advection in the
velocity field u and molar diffusion fluxes Ni . The Poisson equation (1d) describes the distribution of the electrostatic
potential ψ under a given configuration of the space charge. The constant ε is the dielectric permittivity of the medium.

The fluxes Ni , the molar chemical potentials µi and the incompressibility constraint for a liquid electrolyte are given by
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Fig. 2 Constituents of the liquid
electrolyte are the free solvent
molecules and solvated ions,
i.e. larger complexes that are
build from a center ion and a
solvation shell of bounded polar
solvent molecules.
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Ni =− D i

RT
ci

(
∇µi − κiM0 +Mi

M0
∇µ0 + ziF∇ψ

)
(i = 1 . . . N) (2a)

µi = (κiv0 +vi)(p− p◦)+RT ln
ci

c
(i = 0 . . . N) (2b)

1= v0c0 +
N∑

i=1
(κiv0 +vi)ci. (2c)

The generalized Nernst-Planck flux (2a) combines the gradients of the species chemical potentials ∇µi , the gradient of
the solvent chemical potential ∇µ0 and the electric field ∇ψ as driving forces for the motion of ions of species i relative
to the barycentric velocity u. In this equation, D i are the diffusion coefficients, R is the molar gas constant, and T is
the temperature. Equation (2b) is a constitutive relation for the chemical potential µi depending on the local pressure
and concentration. Here, p◦ is a reference pressure, and c = ∑N

i=0 ci is the summary species concentration. In (2c)
a simple model for solvated ions is applied, see [DGL14, Fuh16, DGLM17]. In polar solvents like water, ions carry a
shell of electrically attracted solvent molecules, see Fig. 2. As a result, the mass and volume of a solvated ion are given
by κiM0 + Mi and κiv0 + vi , respectively. The incompressibility constraint (2c) limits the accumulation of ions in the
polarization boundary layer to physically reasonable values, see Fig. 3. For typical boundary conditions, the reader is
referred to numerical example section 4.

Comparing the constitutive equations (5a)-(5c) to the classical Nernst-Planck flux [Ner88, Pla90]

Ni =−D i

(
∇ci + zi ci

F
RT

∇ψ
)

(i = 1 . . . N), (3)

which considers dilute solutions, one observes that in (3) the ion-solvent interaction described by the term ∇µ0 is ignored.
Moreover in (3) implicitly a material model is assumed that neglects the pressure dependence of µi , which is inappropriate
in charged boundary layers, see Fig. 1, right.

The mass density of the mixture is

ρ = M0c0 +
N∑

i=1
(κiM0 +Mi)ci = M0

v0
+

N∑
i=1

(
Mi −M0

vi

v0

)
ci. (4)

As for reasonable solvation numbers κi ≈ 10, the density ρ is dominated by the density of the solvent ρ0 = M0
v0

, for
simplicity, and due to the fact that the pressure robust Navier-Stokes solver described in Section 3.3 currently is available
only for constant density ρ, in the sequel it is assumed that all species molar masses and molar volumes are equal:
vi = v0, Mi = M0 (i = 1 . . . N), leading to

Ni =− D i

RT
ci

(∇µi − (κi +1)∇µ0 + ziF∇ψ)
(i = 1 . . . N) (5a)

µi = v0(κi +1)(p− p◦)+RT ln
ci

c
(i = 0 . . . N) (5b)

1= v0c0 +
N∑

i=1
(κi +1)v0ci. (5c)

DOI 10.20347/WIAS.PREPRINT.2525 Berlin 2018



C. Guhlke, A. Linke, Ch. Merdon,R. Müller 4

Fig. 3 Physically reasonable ion
concentrations at ideally polariz-
able electrode in equilibrium for
the generalized Nernst-Planck
flux (5a).

2.2 Reformulation in species activities

In order to develop a space discretization approach for the generalized Nernst-Planck fluxes (5a), after [Fuh15], the system

is re-formulated in terms of (effective) species activities ai = exp
(
µi−(κi+1)µ0

RT

)
. The quantity µi−(κi+1)µ0 is sometimes

denoted as entropy variable [Jün15]. Introducing the activity coefficients γi = ai
ci

and its inverse (reciprocal) βi = 1
γi

= ci
ai

allows to transform the Nernst-Planck-Poisson system consisting of (1c), (1d), (5a) to

−∇ · (ε∇ψ)= F
N∑

i=1
ziβiai = q. (6a)

0= ∂t(βiai)+∇ · (Ni +βiaiu) (i = 1 . . . N) (6b)

Ni =−D iβi

(
∇ai +ai zi

F
RT

∇ψ
)

i = (1 . . . N). (6c)

From (5b) and (5c) one obtains

ai = v0βiai

1−v0
∑N

j=1β ja j(κ j +1)
(i = 1 . . . N)

which is a linear system of equations which allows to express β1 . . .βn through a1 . . .an. It has the unique solution [Fuh15]

βi =β= 1
v0 +v0

∑N
j=1 a j(κ j +1)

(i = 1 . . . N). (7)

It follows immediately that for any nonnegative solution a1 . . .an of system (6), the resulting concentrations are bounded
in a physically meaningful way:

0≤ ci =βiai ≤ 1
v0

. (8)

A similar observation in the context of cross diffusion systems has been described in [Jün15].

In the general case with different molar volumes and molar masses, system (7) becomes nonlinear, the quantities βi differ
between species and in addition depend on the pressure p [Fuh15, Fuh16], leading to a nonlinear system of equations

βi = Bi(a1 . . .an,β1 . . .βn, p) (i = 1 . . . N). (9)
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2.3 Analytical treatment

Long before the advent of computers, the need to understand mechanisms of electrokinetic phenomena like electroosmosis
and electrophoresis led to the development of various asymptotic and analytical tools to handle these complex effects,
mostly relying on the classical Nernst-Planck fluxes. Fundamental in this context is the Helmholtz-Smoluchowski theory
[Smo21] which quantitatively explains the electroosmotic flow phenomenon. For comprehensive treatment see e.g. [Duk74,
Lyk05, Hun13]. See also section 4.1 of this contribution for a short overview.

A particular intriguing phenomenon from the mathematical and application point of view is the development of electrocon-
vective instabilities in electrodialysis cells [RZ00, DZR+11].

Apparently, mathematical existence and uniqueness theory started much later. In the case of of the classical Nernst-
Planck flux, existence of a local solution has been established in [Jer02]. Existence, and in some cases uniqueness of
solutions has been proven in [Ryh06, Ryh09, Sch09]. In [BFS14], the existence of unique local strong solutions in bounded
n-dimensional domains as well as the the existence of unique global strong solutions and exponential convergence to
uniquely determined steady states in two space dimensions has been proven. The authors of [CI18] prove global existence
and stability results for large data in two space dimension. In [FS17], global weak solutions in three space dimensions are
constructed. Recently, existence theory for the improved model in the case of a compressible flow has been developed in
[DDGG17a, DDGG17b, DDGG17c].

An analytical solution of the Poisson–Nernst–Planck–Stokes equations in a cylindrical channel has been derived in [BF11]
in the context of fuel cell membranes.

3 Numerical methods

3.1 Previous work

A number of contributions is devoted to the discretization and numerical solution for the case of the classical Nernst-Planck
flux. The authors of [PS10] consider a finite element discretization of the coupled system. A mixed finite element method
for the 2D Stokes-Nernst-Planck-Poisson system is considered in [FRK11]. A similar approach is used in [KFND10]. In
[DSP11, CDS12], a Galerkin pseudospectral method is used to perform simulations of electrokinetic instabilities over
permselective membranes in a rectangular domain. For a similar problem, the authors of [PLL+12] apply a finite volume
method for both the Navier-Stokes and the Nernst-Planck-Poisson subsystems, coupling them via a fixed point iteration
method. The authors of [DAM13] apply a finite difference method. In [NKU+14], a rather recent overview on the state
of the art for this problem class is given. In [HS18], a mixed finite element method is considered and analyzed. Finite
difference methods are used e.g. in [LFY02], [DOS05] and in [WPC+09] for a micro/nanofluidic applications. Extension to
the nonisothermal case is considered in [TYCG03] using a finite volume scheme on a regular grid in cylindrical coordinates.
A three-dimensional model including thermal and mechanical effects based on an edge averaged exponentially fitted finite
element method with applications in membrane biology is described in [SAMJ17].

An interesting comparison between a custom developed and a commercially available simulation tool one finds in [KDM15].
The commercially available code COMSOL Multiphysics is used to obtain numerical results on electroosmotic flows in
[AZJ+10] and [PSD+11]. The authors of [RDHdG16] modified the Coulomb force term in (1a) by adding the sum of the
concentration gradients in order to minimize spurious flows due to large pressure gradients and implemented this approach
into COMSOL Multiphysics, see also section 4.4 of this contribution.

Coupling between fluid flow and modified Poisson-Nernst-Planck models taking into account steric effects up to now has
been considered only by very few authors. In [BB14], a constant flow situation for a modified Nernst-Planck flux along a
pore is assumed, allowing to decouple the problem. In order to model the behavior of ionic liquids, a simple upwind finite
volume method on a rectangular grid to discretize the modified Poisson-Nernst-Planck equations according to [KBA07]
has been coupled to the lattice Boltzmann method for the Navier-Stokes equations in [WBPS17]. The authors of [RM17]
implemented a 2D numerical model of a nanopore with reservoirs into ANSYS Fluent.

In the sequel, a coupling approach is presented which combines novel, pressure robust mixed finite element methods
[Lin14, JLM+17] with a thermodynamically consistent two point flux finite volume method designed for the discretization of
modified Nernst-Plank-Poisson equations using ideas from semiconductor device simulation.
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3.2 Thermodynamically consistent finite volume methods for species transport

A two point flux finite volume method on boundary conforming Delaunay meshes is used to approximate the Nernst-Planck-
Poisson part of the problem. It has been inspired by the successful Scharfetter-Gummel box method for the solution of
charge transport problems in semiconductors [SG69, BRF83]. For a recent overview on this method see [FRD+17]. It was
initially developed for drift-diffusion problems in non-degenerate semiconductors exhibiting Boltzmann statistics for charge
carrier densities whose fluxes are equivalent to the classical Nernst-Planck flux (3).

The simulation domain Ω is partitioned into a finite number of closed convex polyhedral control volumes K ∈ K such
that K ∩L = ∂K ∩∂L and Ω= ⋃

K∈K K . With each control volume a node xK ∈ K is associated. If the control volume
intersects with the boundary ∂Ω, its corresponding node shall be situated on the boundary: xK ∈ ∂Ω∩K . The partition
shall be admissible [EGH00], that is for two neighboring control volumes K ,L, the edge xK xL is orthogonal to the interface
between the control volumes ∂K ∩∂L. Let hKL = xL −xK and hKL = |hKL|. Then, the normal vectors to ∂K can be
calculated as nKL = 1

hKL
hKL.

A constructive way to obtain such a partition is based on the creation of a boundary conforming Delaunay triangulation
resp. tetrahedralization of the domain and the subsequent construction of its dual, the Voronoi tessellation intersected with
the domain, see e.g. [BRF83, SGF10, FRD+17], see also Fig. 4.

Fig. 4 Two neighboring control
volumes K and L with collo-
cation points xK ,xL stored
activities aK ,aL and flux NKL .

xK xL

K

aK L
aL

NKL

The time axis is subdivided into intervals

0= t0 < t1 < ·· · < tNt = t].

Denote by Ji = ciu+Ni = βiaiu+Ni the convection diffusion flux of the model under consideration. The general
approach to derive a two point flux finite volume scheme for a conservation law

∂tci +∇ ·Ji = 0

consists in integrating the equation over a space-time control volume K × [tn−1, tn] (index i omitted):

0=
tn∫

tn−1

∫
K

(∂tc+∇ ·J) dx dt =
tn∫

tn−1

∫
K

∂tc dx dt+
tn∫

tn−1

∫
∂K

J ·n ds dt

=
∫
K

(cn − cn−1) dx+ ∑
L neighbor

of K

tn∫
tn−1

∫
∂K∩∂L

J ·nKL ds dt

This is approximated via

|K | c
n
K − cn−1

K

tn − tn−1 + ∑
L neighbor of K

|∂K ∩∂L|Jn
KL = 0,

and it remains to define the numerical fluxes Jn
KL which should approximate the continuous fluxes between two neighbor-

ing control volumes and depend on the unknown values in the two collocation points xK and xL at moment tn in order to
obtain a fully implicit in time scheme.

The modification of the Scharfetter-Gummel scheme [SG69] proposed in [Fuh15] is based on the similarity of the expres-
sions (6c) and (3) up to the pre-factor β. The later is the same as the drift-diffusion flux in non-degenerate semiconductors,
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for which this discretization scheme was initially derived. Let B(ξ)= ξ

eξ−1 be the Bernoulli function. Set

JKL = DβKL ·
B

(−δKL − uKL
D

)
aK −B

(
δKL + uKL

D
)
aL

hKL

where βKL is an average of the inverse activity coefficients βK and βL, δKL = zF
RT (ψK −ψL) is proportional to the local

electric force, and

uKL =
∫
∂K∩∂L

u ·hKL ds (10)

is the normal integral over the interface ∂K ∩∂L of the convective flux scaled by hKL. If the continuous flux is divergence
free, i.e. it fulfills equation (1b), the flux projections uKL fulfill the discrete divergence condition∑

L neighbor of K
|∂K ∩∂L|uKL = 0 (11)

which in the absence of charges and coupling through the activity coefficients guarantees a discrete maximum principle of
the approximate solution [FLL11].

The resulting time discrete implicit Euler finite volume upwind scheme guarantees nonnegativity of discrete activities and
exact zero fluxes under thermodynamic equilibrium conditions. Moreover it guarantees the bounds (8) [Fuh15].

Existence and convergence theory for the discrete problem for generalized Nernst-Planck fluxes is still open. For cases
similar to the classical Nernst-Planck fluxes, in one space dimension, an independent derivation, and second order conver-
gence in the discrete maximum norm for the Scharfetter-Gummel scheme has been shown in [Il’69]. Under the assumption
that second derivatives of the continuous solution exist, in [LMV96] for moderately sized drift terms and two-dimensional,
square grids, second order convergence for the scheme in the L2-norm has been shown. Re-interpretations of the finite
volume Scharfetter-Gummel scheme as a nonstandard finite element method allowed to obtain convergence estimates
schemes on Delaunay grids [MW94, XZ99]. For a general approach to the convergence theory of finite volume schemes,
see [EGH00]. In [EFG06], weak convergence (no order estimate) for a generalization of the Scharfetter-Gummel scheme
to nonlinear convection-diffusion problems has been shown, however, this proof does not cover the case of the generalized
Nernst-Planck flux.

The discretizaton ansatz leads to a large nonlinear discrete system in the unknowns ψ,a1 . . .an which is solved by
Newton’s method in every time step. For the general model, the nonlinear equations for the inverse activity coefficients
β1 . . .βn according to (9) and a Laplace equation for the pressure have to be added to the overall system [Fuh16].

3.3 Pressure robust, divergence free finite elements for fluid flow.

For a recent and comprehensive introduction into the field of finite element methods for incompressible flow, see e.g.
[Joh16]. Mixed finite element methods approximate the Stokes resp. Navier–Stokes equations based on an inf-sup stable
pair of velocity ansatz space Vh and pressure ansatz space Qh. A fundamental property of the Stokes and Navier–Stokes
equations consists in the fact that — under appropriate boundary conditions — the addition of a gradient force to the body
force on the right-hand side of the momentum balance (1a) leaves the velocity unchanged, as it just can be compensated
by a change in the pressure. Most classical mixed finite element methods for the Navier–Stokes equations do not preserve
this property [GR12]. As a consequence, the corresponding error estimates for the velocity depend on the pressure [Joh16].
Moreover, the divergence constraint of the discrete solution uh is fulfilled only in a weak finite element sense:∫

Ω
qhdiv(uh)dx = 0 for all qh ∈Qh. (12)

This raises problems when coupling the flow simulation to a transport simulation using finite volume methods, because the
maximum principle for the species concentration is directly linked to the divergence constraint in the finite volume sense
(11) [FLL11].

Pressure robust mixed methods, first introduced in [Lin14], are based on the introduction of a divergence free velocity
reconstruction Π into the discrete weak formulation of the flow problem. The resulting discretization of the stationary
Stokes equation (provided here for simplicity) reads as: find (uh, ph) ∈Vh ×Qh such that
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Ω
ν∇uh :∇vhdx+

∫
Ω

p∇ ·vhdx =
∫
Ω

f · (Πvh)dx for all vh ∈Vh∫
Ω

qh∇ ·uh dx = 0 for all qh ∈Qh.

This formulation differs from that of the classical mixed methods only in the introduction of a reconstruction operator Π
with the following properties:

(i) If uh is divergence free in the weak finite element sense (12), then the reconstruction Πuh is pointwise divergence
free in the continuous sense:

∇ · (Πuh)= 0.

(ii) The change of the test function by the reconstruction operator causes a consistency error that should have the same
asymptotic convergence rate of the original method and should not depend on the pressure.

Under these conditions, the resulting velocity error estimate is independent of the pressure [JLM+17]. Furthermore, using
the reconstruction Πuh in the coupling to the discretization of the ion flux guarantees the divergence condition (11) for
the projections obtained via (10). Using this method, even for a complicated structure of the pressure as in the case
of electrolyte flows, a good velocity approximation can be obtained without the need to resort to high order pressure
approximations. This leads to a significant reduction of degrees of freedom numbers necessary to obtain a given accuracy
of the velocity. The action of Π on a discrete velocity field can be calculated locally, on elements or element patches.
Therefore its implementation leads to low overhead in calculations.

For a comprehensive overview on this method, and the role of the divergence constraint in flow discretizations, see the
survey article [JLM+17].

3.4 Coupling strategy.

The coupling approach between the Navier–Stokes solver and the Nernst-Planck-Poisson solver is currently based on a
fixed point iteration strategy:

Set uh, ph to zero, calculate initial solution for (1d)–(5c);
while not converged do

Provide ψh, qh to Navier–Stokes solver;
Solve (1a)–(1b) for uh, ph;
Project Πuh, ph to the Poisson-Nernst-Planck solver;
Solve (6a)–(6c);

end

The projection ofΠu to the finite volume solver according to (10) includes the integration of the reconstructed finite element
solution Πuh over interfaces between neighboring control volumes of the finite volume method. For a detailed explanation
of this algorithmically challenging step see [FLL11]. Sufficient accuracy of this step guarantees that the projected velocity
is divergence free in the sense (11). In the implementation, the integrals are calculated by quadrature rules, and for a given
discretization grid, the projection operator is assembled into a sparse matrix, allowing for computationally efficient repeated
application of the projection operator during the fixed point iteration. As a consequence, in the case of electroneutral, inert
transported species, the maximum principle for species concentrations is guaranteed [FLL11]. In combination with pressure
robust finite element methods, this coupling approach was first applied to modeling of thin layer flow cells [MFL+16].

4 Numerical examples

In this section, first stationary simulation results based on the coupled method are presented which are mainly intended to
verify the correctness of the method and its implementation.
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The discretization methods and the coupling strategy introduced above are implemented in the framework of the toolbox
pdelib [JF+18] that is developed at WIAS. In the following examples the solution of the Nernst-Planck-Poisson system
is performed using Newton’s method with full analytical Jacobians combined with parameter embedding to tackle strong
nonlinearities starting with the equilibrium solution, for details, see e.g. [FRD+17]. For the flow part of the problem, the
stationary Stokes solution was solved using a second order finite element method. Its velocity space consists of piecewise
quadratic continuous vector fields enhanced with cell bubble functions and its pressure space consists of piecewise linear
and discontinuous scalar fields [BR85]. This method allows for an easy divergence free reconstruction operator into the
Raviart-Thomas finite element space of first order by standard interpolation [LM16, JLM+17]. Linear systems were solved
using the sparse direct solver Pardiso [SG04, SG+17].

4.1 Infinite pore with charged walls

For an extensive treatment of this case for the classical Nernst-Planck-Poisson flux, see [Hun13]. As similar treatment
one can find in [BB14]. Consider a stationary, laminar electroosmotic Stokes flow in an infinite domain under a constant in
space applied electric field. Suppose that velocity and concentrations do not depend on the longitudinal coordinate z. This
problem can be seen as a model of a pore of infinite length.

LetΩ® ⊂Rd−1 be a convex cross-sectional domain andΩ=Ω®×R⊂Rd . Assume a constant flow along the z-Axis such
that u® = 0, and ∂zuz = 0. Set ψ=ψ®+ (z− z0)Ez where Ez is the constant z-component of the electric field. Similarly,
assume p = p®+ (z− z0)Πz where Πz is the constant z component of the pressure gradient. These functions are linear
in z and ∇ · (ε∇ψ)=∇® · (ε∇®ψ). Further, consider zero ionic current in the cross sectional direction: Ni,® = 0.

From the momentum equation (1a) one obtains in Ω®:

∇®p = q∇®ψ (13)

−η∆®uz +Πz = qEz. (14)

Due to the assumptions on u, (1b) is fulfilled, and, moreover, ∇ · (βiaiu) = 0. Then, together with the zero lateral current
condition, and the fact that Nz must be z-independent, the continuity equation (1c) is fulfilled. As its right hand side is
independent on z, the Poisson equation (1d) gives

−∇®ε∇®ψ= q (15a)

Finally, the zero lateral current condition reduces the Nernst-Planck equation (5a) to the equilibrium condition

ai = exp
(

ziF
RT

(φi −ψ)
)

(15b)

where φi are constant electrochemical (quasi-Fermi) potentials which can be obtained from a bulk concentration condition
[Fuh15]. As in [Fuh15], turn (13) into the second order equation

∆®p(x, y)=∇® · (q∇®ψ). (15c)

With appropriate boundary conditions on ∂Ω®

ε∂nψ=σ ∂n p = q∂nψ (16a)

system (15a)-(15c) together with (7) corresponds to the equilibrium case described in [Fuh15] and can be generalized to
the full model from [Fuh16].

Given the lateral charge distribution from the solution of (15a), equation (14) together with the no-slip boundary condition

uz|∂Ω® = 0 (17)

allows to calculate the lateral distribution of the velocity component uz via the solution of an elliptic equation.
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4.2 Slit between two infinite plates

For the case of flow in the slit of width 2w between two infinite plates, set d = 2,Ω® = (0,w), and set symmetry boundary
conditions at x = 0 and a fixed pressure value:

ε∂xψ(0)= 0, p(0)= 0, η∂xuz(0)= 0 (18)

From (15a) and (14) follows

η∂xxuz = εEz∂xxψ−Πz. (19)

Integrating once gives

η∂xuz = εEz∂xψ−Πzx+C. (20)

with C = 0 due the boundary condition at x = 0. Let xζ be such that uz(xζ)= 0. A second integration gives∫ xζ

0
η∂xuzdx =

∫ xζ

0
εEz∂xψ−Πzx dx

−ηuz(0)= εEz
(
ψ(xζ)−ψ(0)

)−Πzx2
ζ

Assuming Πz = 0, i.e. that the pressure gradient is absent as the driving force, one can define the electroosmotic velocity
veo = uz(0). Assuming that the pore width is sufficiently large to see a deviation from electroneutrality only in a small
boundary layer close to xζ, this is the velocity of the plug flow initiated by electroosmotic forces in the boundary layer. One
obtains the famous Helmholtz-Smoluchowski formula [Smo21]

veo =−εEz

η
ζ (21)

where ζ = ψ(xζ)−ψ(0) is the zeta potential. With the definition of the electrochemical potentials φi from molarity and
electroneutrality one can assume ψ(0)= 0. Moreover, for the flow model discussed in this example, with constant viscosity
and no-slip boundary condition at the pore wall, xζ = w, and ζ=ψ|x=w is the potential at the pore wall which is induced
by the surface charge σ. Note that this derivation of the zeta potential does not depend on the particular variant of the
Nernst-Planck flux.

Assuming the case of flow of a binary electrolyte in the slit between two infinite parallel plates, for the classical Nernst-
Planck flux the zeta potential can be calculated explicitly and expressed by the Grahame equation [Hun13].

ζ= 2RT
F

asinh

(
σ√

8εRTc0

)
, (22)

where c0 = c(0) is the bulk electrolyte concentration. In [Ove52, BN64], asymptotic theory is used to approximate the
lateral distribution of the electrostatic potential and the flow velocity:

ψ(x)= ζ cosh x
λ

cosh w
λ

, vz(x)= veo

(
1− cosh x

λ

cosh w
λ

)
, (23)

where λ =
√

εRT
2F2 c0

is the Debye length. These expressions can be used to benchmark the implementation of numerical
methods.

Using the finite volume method referenced in [Fuh15, Fuh16] to solve the modified Poisson-Boltzmann part, and a similar
method to solve the equation for uz, the slit problem is solved on a boundary layer grid such that hmin = 0.1nm/2.0r

close to x = w hmax = 0.2w/2.0r close to x = 0 where r = 0,1 . . . denotes the refinement level and such that subsequent
intervals follow a geometric progression. Figure 5 shows the development of the plug flow profile for an increasing pore
width w, and at the same time an increasing coincidence of the numerical solution with the asymptotic expression. Fig. 6
supports the verification of the accuracy of the numerical calculation of the zeta potential for the Gouy-Chapman model.
One observes second order convergence to the value given by the Grahame equation (22) with respect to the number of
grid points.
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Fig. 5 Comparison of simu-
lation results with the clas-
sical asymptotic Helmholtz-
Smoluchowski theory for dif-
ferent pore widths w. Depicted
is the velocity component uz .
Lines: numerical solution of
the cross-sectional problem.
Dashed: approximation from
[Ove52, BN64].
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Fig. 6 Result and accuracy of numerical zeta potential calculation for dilute solution model for a slit with half width 20nmvs. number of grid
points. Left: Thin lines: value of zeta potential according to the Grahame equation (22), thick lines: numerically calculated zeta potential. Right:
error vs. grid size.

4.3 Finite pore with charged walls

Now, consider a slit of width 2w between two parallel plates of infinite width and finite length l. The geometry of this
problem is represented by a rectangular domain (0, l)× (0,w). Let Γin = l× (0,w), Γout = 0× (0,w), Γwall = (0, l)×w,
Γsym = (0, l)×0

In addition to the charged wall boundary conditions from Section 4.1, it is necessary to introduce boundary conditions at
the inlet and the outlet.

Consider the coupled system consisting of (1a)–(1b) and (6a)–(6c) with two ionic species of opposite charges z1 = 1,
z2 = −1. Let v0 = 1.0/Mw, where Mw = 55.8mol/dm3 is the molarity of liquid water at room temperature. Choose an
activity value ares such that cres =βares = 1mol/dm3. Then, set the following boundary conditions:

ai|Γin,out = ares (i = 1,2) (Reservoir)

Ni ·n|Γwall = 0 (i = 1,2) (Impermeable wall)

φ|Γout = 0V
φ|Γin = 0.5V (Applied electric field)

ε∇φ ·n|Γwall =σ= 10µAscm−2 (Charged wall)

u|Γwall = 0 (No-Slip)

η∇u ·n|Γin,out = pn (”Do nothing”)

These inlet and outlet boundary conditions impose an electric field along the pore. They assume ion reservoirs of fixed
concentration at both ends of the pore. Further, unhindered electrolyte flow into and out of the pore is assumed. At Γsym,
set symmetry boundary conditions for all variables.
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Fig. 7 Electro-osmotic flow of an electrolyte with concentration 1mol/dm3through a straight nanopore of width 10nmwith charged walls for an
imposed potential difference of 0.5V in longitudinal direction. Top left: distribution of the electrostatic potential. Top right: velocity field (arrows)
and pressure (color). Bottom row: positive resp. negative ion concentration.

Fig. 8 Velocity, concentration and electrostatic potential profiles in a 10nmpore. Left: Classical Nernst-Planck model. Right: Improved model
with solvation number κ= 10.

The solution for the classical Nernst-Planck model is depicted in Fig. 7 and 8 (left). It shows the onset of the typical plug
flow behavior to be expected for electroosmotic flow in wider pores. Fig 8 at the same time demonstrates the influence of
the model improvements discussed in this paper. Including the solvation effect increases the potential and decreases the
concentrations at the charged wall boundary. As a consequence, the electroosmotic velocity increases.

In order to verify the coupling approach with the pressure robust Navier–Stokes solver, regard a second version of this
problem, where for the velocity, periodic boundary conditions are considered. In order to avoid the edge effect for the
species activities and the electrostatic potential at the reservoir boundaries, the solution of the 1D cross sectional Poisson-
Boltzmann problem is taken as boundary value at the inlet resp. outlet. The problem is solved by the iterative procedure
described in Algorithm 1. For this case of infinite slit boundary conditions Fig. 9 demonstrates a similar second order
convergence rate of the zeta potential at point (w, l

2 ) as for the one-dimensional case, cf. Fig. 6. Conversely, in the case of
reservoir boundary conditions, the edge effect caused by the mismatch between the boundary conditions and the infinite
slit situation leads to a lower convergence rate.
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Fig. 9 Error in zeta potential
at the half length of the pore
for Gouy-Chapman model for a
pore of finite length vs. number
of grid points in cross section
direction. Lines: infinite slit
boundary conditions. Dashed:
reservoir boundary conditions.
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4.4 Spurious velocities in electrophoresis

The authors of [RDHdG16] discuss the occurrence of spurious velocities in mechanical equilibrium due to the pressure
gradient failing to cancel the Coulomb force in the finite element approximation. As a consequence, a straightforward finite
element discretization using standard mixed finite element methods results in spurious velocities in an equilibrium situation
where both u= 0 and Ni = 0, (i = 1 . . .n). In order to remedy this situation, using the fundamental property of the Navier-
Stokes equation mentioned at the beginning of section 3.3, they add the gradient force RT

∑N
i=1∇ci to the right hand side

of the momentum balance (1a). In mechanical equilibrium, this indeed cancels out the pressure and removes the main
source of spurious velocities.

While this approach appears to be a clever way to improve simulation results with existing software implementations (like
COMSOL Multiphysics in [RDHdG16]), in the sequel it will be demonstrated that the coupled method presented in this
paper without this modification delivers solutions with a similar or lower magnitude of spurious velocities.

In order to discuss this situation, regard a charged (1e/nm2) circle of radius 10nm in a two-dimensional box of side length
60nm. Assume symmetry boundary conditions at the side walls, charged wall and no-slip boundary conditions at the
circle, reservoir, zero potential, reservoir and periodic flow boundary conditions at the top and bottom walls.

Fig. 10, bottom row shows directions and the absolute value of spurious velocities in equilibrium for three subsequent grid
refinement levels, with logarithms of maximum values of the velocity -6.15, -7.02 and -8.07, respectively. In the top row,
results are given for the case of flow simulation without the pressure robust correction. This corresponds to the results
obtained in [RDHdG16] (see Fig. 5 therein), however an exact comparison is not possible due to lack of detail in the
problem description in [RDHdG16].

For comparison, in Fig. 11 (right) the absolute value of the velocity and streamlines for an applied bias of 0.1V are
presented. For reference, in Fig. 11 (left), the level zero discretization grid is shown.

4.5 Ionic current rectification and flow vortex in a conical nanopore

Consider the artificial conical nanopore described in [SF02, WBS10]. The length of the pore is 12µm, the width of the
small opening is 3nm, the width of the large opening is 300nm. Attached to the openings are reservoir regions which are
both 900nm wide and 6µm long. The outer wall of the pore is charged with 1As/m2, and the bulk concentration of the
electrolyte is 0.1mol/dm3 resp. 1mol/dm3.

Experimental results documented in [SGS+02] (see e.g. Fig. 2 therein) show a significant rectification effect for the ionic
current induced by potential differences of different signs applied between the reservoirs attached to the pore. Fig. 12
demonstrates this effect, the influence of coupling to the flow in the model, and the influence of the solvation on the
simulation results. Fig. 12 (left) shows a significant rectification effect in the case of electrolyte concentration 0.1mol/dm3.
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Level 0, 184 nodes Level 1, 642 nodes Level 2, 2496 nodes

Fig. 10 Absolute value (color, scale is log10(u/(ms−1)) and arrow plots of velocities in equilibrium on coarse, middle and fine grids. Top row:
classical mixed FEM. Bottom row: pressure robust FEM.

Fig. 11 Left: coarsest, boundary adapted grid (184 nodes). Right: absolute value and streamlines of solution with applied bias of 0.1V on level
2 grid.

As expected, due to lower concentrations in the boundary layer, ionic currents for the full model with solvation are smaller
than in the case of the classical Nernst-Planck flux. For electrolyte concentration 1mol/dm3, Fig. 12 (right) shows higher
ionic currents, a diminished rectification effect.

Numerical simulations reported in [PSD+11] suggest the existence of a vortex stretched along the pore. For practical
reasons, these have been performed on a “shortened” pore of length 1µm. Fig. 13 demonstrates similar results for the
pore geometry discussed here in the case of classical Nernst-Planck flux. One observes a vortex in the case of electrolyte
concentration 0.1mol/dm3. According to Fig. 14, similar behavior is observed for the model with solvation, though in this
case, the velocities are slightly larger than in the case without solvation. An explanation for this behavior may be the fact
that according to (22), the zeta potential is inversely proportional to the square root of the concentration, therefore, for lower
concentrations, there is a tendency to increase the electroosmotic flow velocity close to the wall. Fig 15 demonstrates this
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Fig. 12 Simulated current rectification in a conical nanopore. Left: electrolyte concentration 0.1mol/dm3. Right: electrolyte concentration
1mol/dm3. DGML: model according to (2). Dilute: dilute solution model (3).

Fig. 13 Simulated velocity field in a conical nanopore for classical Nernst-Planck flux. Color scale: log ||u||. y axis compressed by factor of 27.

Fig. 14 Simulated velocity field in a conical nanopore for Nernst-Planck flux with solvation effect. Color scale: log ||u||. y axis compressed by
factor of 27. Arrow scale is the same as in Fig. 13.
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Fig. 15 Simulated zeta potential
for different models and elec-
trolyte concentrations.DGML:
model according to (2). Dilute:
dilute solution model (3).
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Fig. 16 Left: full view of discretization grid, y axis compressed by factor of 27. Middle: detail at small opening. Right: detail at wide opening. The
boundary layer at the pore wall is resolved by a fine grid along the whole pore.

Fig. 17 IV-curve for electrolyte
concentration 0.1mol/dm3

with solvation effect on three
subsequent grids
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prediction. In order to maintain mass conservation, a high velocity at the wall need to be compensated by a flow in inverse
direction in the center of the pore.

Calculations have been performed on a tailored boundary conforming Delaunay grid [SGF10] consisting of 5922 dis-
cretization nodes. It has been combined from a tapered, topologically rectangular grid for the inner part of the pore, from
a rectangular grid in a boundary layer of width 1.5 nm, and from triangular grids for the lower and upper reservoir regions
created using Triangle [She] with a number of a priori given grid points. Fig. 16 exhibits some features of this grid. Notable
is the resolution of the polarization boundary layer with strongly anisotropic elements. Even on coarser grids, if they are
well tailored, the presented method allows to obtain qualitatively meaningful results. Fig. 17 demonstrates the results for
the calculation of the IV curve on three subsequent grids.
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5 Conclusions

In this contribution, first results on a novel approach to the numerical solution of the Nernst-Planck-Poisson-Navier-Stokes
system have been presented. The underlying model is based on first principles of nonequilibrium thermodynamics and
includes ion-solvent interaction and solvation effects.

The discretization methods used are designed to preserve qualitative physical properties of the continuous model inde-
pendent of the mesh size like mass conservation, pressure robustness, consistency to the thermodynamic equilibrium and
maximum principle. A number of directions for future work arise:

■ Investigation and improvement of the fixed point coupled solution approach.
■ Incorporation of non-constant density into the pressure robust mixed finite element approach.
■ Automatization of boundary layer adapted mesh generation for the finite volume method for general geometries in two

and three space dimensions.
■ Investigation of the existence and convergence of discrete solutions.
■ Applications in nanofluidics, cell biology and other fields.
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