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Brownian motion in attenuated or renormalized inverse-square Poisson potential

Peter Nelson, Renato Soares dos Santos

ABSTRACT. We consider the parabolic Anderson problem with random potentials having inverse-square singularities around the points of a standard Poisson point process in $\mathbb{R}^d$, $d \geq 3$. The potentials we consider are obtained via superposition of translations over the points of the Poisson point process of a kernel $K$ behaving as $K(x) \approx \theta |x|^{-2}$ near the origin, where $\theta \in (0,(d-2)^2/16]$. In order to make sense of the corresponding path integrals, we require the potential to be either attenuated (meaning that $K$ is integrable at infinity) or, when $d = 3$, renormalized, as introduced by Chen and Kulik in [8]. Our main results include existence and large-time asymptotics of non-negative solutions via Feynman-Kac representation. In particular, we settle for the renormalized potential in $d = 3$ the problem with critical parameter $\theta = 1/16$, left open by Chen and Rosinski in [9].

1. INTRODUCTION AND MAIN RESULTS

Fix $d \in \mathbb{N}$ and let $W = (W_t)_{t \geq 0}$ be a standard Brownian motion in $\mathbb{R}^d$. We denote by $P_x$ its law when started at $x$, and by $E_x$ the corresponding expectation. Let $V : \mathbb{R}^d \to \mathbb{R}$ be a random potential function, which we take independent of $W$. The integral $\int_0^t V(W_s)ds$ represents the total potential energy along the Brownian path up to time $t$, and is used to define the quenched Gibbs measure

$$Q_{t,x}(\cdot) := \frac{1}{Z_{t,x}} E_x \left[ \exp \left\{ \int_0^t V(W_s)ds \right\} 1\{W \in \cdot\} \right],$$

where

$$Z_{t,x} := E_x \left[ \exp \int_0^t V(W_s)ds \right],$$

describing the behaviour of $W$ under the influence of the random potential.

A main feature in the study of Brownian motion in random potential is the connection to the (continuous) parabolic Anderson model, i.e., the initial value problem

$$\begin{align*}
\partial_t u(t,x) &= \frac{1}{2} \Delta u(t,x) + V(x)u(t,x), \quad (t,x) \in (0,\infty) \times \mathbb{R}^d, \\
u(0,x) &= u_0(x),
\end{align*}$$

where $\Delta = \sum_{i=1}^d \frac{\partial^2}{\partial x_i^2}$ denotes the (weak) Laplacian in $L^2(\mathbb{R}^d)$, and $u_0 \in L^2(\mathbb{R}^d)$ is some initial data. When $V$ is e.g. in the Kato class (cf. [24, page 8, equation (2.4)]), the unique mild solution to (2) (in the sense of [21, Definition 6.1.1]) is given by the classical Feynman-Kac formula

$$u(t,x) = E_x \left[ u_0(W_t) \exp \left\{ \int_0^t V(W_s)ds \right\} \right].$$

In particular, $u(t,x) = Z_{t,x}$ in (1) solves (2) with $u_0 \equiv 1$.

In this paper, we are interested in Poisson (or shot noise) potentials, obtained by superposing translations of a fixed function over the points of a Poisson cloud. To describe them, let $\omega$ be a standard Poisson point process in $\mathbb{R}^d$, i.e., having the Lebesgue measure as its intensity measure. Denote by $P$
the law of $\omega$, and by $P = \{y \in \mathbb{R}^d : \omega(\{y\}) > 0\}$ its support, which is almost surely discrete. For a Borel-measurable shape function (or kernel) $\mathcal{R} : \mathbb{R}^d \to \mathbb{R}$, we define the Poisson potential

$$V(x) = V(x, \omega) = \sum_{y \in P} \mathcal{R}(x - y) = \int_{\mathbb{R}^d} \mathcal{R}(x - y) \omega(\mathrm{d}y), \quad x \in \mathbb{R}^d.$$ 

Since the Gibbs measure in (1) favours paths with larger energy functional $\int_0^t V(W_s) \mathrm{d}s$, the points of $\omega$ will under it either attract the Brownian particle if $\mathcal{R}$ is positive, or repel it if $\mathcal{R}$ is negative.

The study of the model of Brownian motion in a random Poisson potential is motivated by various applications from physics and other fields. Think, e.g., of an electron moving in a crystal with impurities, cf. [5, 17, 19]. For an overview on the mathematical treatment of the subject and further references, we refer the reader to the monographs [18, 24]. In [24], essentially two types of potentials are considered: the soft obstacle potential, where $\mathcal{R}$ is assumed to be negative, bounded and compactly supported, and the hard obstacle potential, where formally $\mathcal{R} = -\infty \mathbb{1}_{C}$ for some compact, nonpolar set $C \subset \mathbb{R}^d$, i.e., the Brownian particle is immediately killed when entering the $C$-neighbourhood of the Poisson cloud and moves freely up to the entrance time. The case of $\mathcal{R}$ positive, bounded and continuous (and satisfying a decay property) has been considered in [6, 16]. The works mentioned identify almost-sure large-time asymptotics for $Z_{t,x}$ in (1).

It is of natural concern to study shape functions that are neither bounded nor have compact support. Kernels of the form $\mathcal{R}(x) = |x|^{-p}$ are physically motivated, e.g. $p = d - 2$ corresponds to Newton’s law of gravitation. The inverse-square case $p = 2$ is of special interest both in mathematics and physics (c.f. e.g. [2, 1, 11, 14, 15, 23]), and is related to the inverse-cube central force; in this case, $\mathcal{R}$ is not in the Kato class (cf. [24, Example 2.3, page 9]). It turns out however that, when $p \leq d$, the corresponding Poisson potential almost surely explodes, i.e.,

$$\int_{\mathbb{R}^d} |x - y|^{-p} \omega(\mathrm{d}y) = \infty \quad \text{P-a.s. for each } x \in \mathbb{R}^d, \text{ (4)}$$

cf. [8, Proposition 2.1]. Indeed, when $p \leq d$, the integrability in (4) is obstructed by the slow decay of the function $|x|^{-p}$ at infinity. To solve this problem, Chen and Kulik have constructed a renormalized version $\overline{V}$ of the Poisson potential $V$, formally written as

$$\overline{V}(x) = \int_{\mathbb{R}^d} |x - y|^{-p}[\omega(\mathrm{d}y) - \mathrm{d}y], \quad x \in \mathbb{R}^d. \text{ (5)}$$

The mathematical definition of $\overline{V}$ is as limit in probability of the same expression with integrable approximating kernels, for which both integrals against $\mathrm{d}y$ and $\omega(\mathrm{d}y)$ are well defined; for details, we refer the reader to [8, Section 2]. This procedure is natural since, at each step of the approximation, both $V$ and $\overline{V}$ give rise to the same quenched Gibbs measure. In [8, Corollary 1.3], it is shown that (5) is well-defined whenever $d/2 < p < d$, in particular when $p = 2, d = 3$.

Even if (5) is well defined, the exponential moment $Z_{t,x}$ in (1) (with $\overline{V}$ in place of $V$) may still be infinite. Indeed, Theorem 1.5 in [8] states that, for $d/2 < p < d$ and any $\theta, t > 0$,

$$\mathbb{E}_0\left[ \exp\left( \theta \int_0^t \overline{V}(W_s) \mathrm{d}s \right) \right] \begin{cases} < \infty \quad \text{P-a.s. if } p < 2, \\ = \infty \quad \text{P-a.s. if } p > 2. \end{cases}$$
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In the critical case \( p = 2 \) (and necessarily \( d = 3 \)), the integrability depends on the value of the parameter \( \theta \): according to [9, Theorem 2.1], for any \( t > 0 \),
\[
\mathbb{E}_0 \left[ \exp \left( \theta \int_0^t V(W_s) \, ds \right) \right] \begin{cases} < \infty & \text{P-a.s. if } \theta < \frac{1}{16}, \\ = \infty & \text{P-a.s. if } \theta > \frac{1}{16}. \end{cases}
\]
The boundary case \( \theta = \frac{1}{16} \) is not considered in [9], and is included in our Theorem 1.7 below. The fact that \( \theta = \frac{1}{16} \) is critical is related to the celebrated Hardy inequality (in \( d = 3 \))
\[
(d - 2)^2 / 8 \int_{\mathbb{R}^d} g^2(x) \left| x \right|^2 \, dx \leq \frac{1}{2} \left\| \nabla g \right\|_{L^2(\mathbb{R}^d)}^2, \quad g \in H^1(\mathbb{R}^d),
\]
where \( H^1(\mathbb{R}^d) \) is the Sobolev space of \( L^2(\mathbb{R}^d) \) functions whose (weak) partial derivatives are also in \( L^2(\mathbb{R}^d) \), and the constant \( (d - 2)^2 / 8 \) is sharp.

Once finiteness of exponential moments is settled, our interest turns to large-time asymptotics. In the non-critical regime \( d/2 < p < \min(2, d) \), \( \theta > 0 \), it is shown in [7, Theorem 2.2] that
\[
\lim_{t \to \infty} 1/t \left( \frac{\log \log t}{\log t} \right)^{\frac{2}{2 - p}} \log \mathbb{E}_0 \left[ e^{\theta \int_0^t V(W_s) \, ds} \right] = c(d, p, \theta) \text{ P-a.s.,}
\]
where \( c(d, p, \theta) \) is an explicit deterministic constant depending only on \( d, p, \theta \). The case \( p = 2, d = 3 \), already considered in [9], turns out to be rather different: after suitable rescaling, the log of the exponential moment does not converge to a constant, but fluctuates randomly, cf. Theorem 1.10 below. Here we again extend the investigation to the boundary case \( \theta = 1/16 \).

Finally, we do not restrict our analysis to the renormalized potential \( \overline{V} \), but also consider integrable versions of the inverse-square kernel. For this class of attenuated potentials, cf. Definition 1.1 below, we show similar results as outlined above in all dimensions \( d \geq 3 \); in fact, our asymptotic results for \( \overline{V} \) in \( d = 3 \) are obtained via comparison to attenuated potentials, cf. Theorem 1.9 below.

1.1. Main results. Let \( d \geq 3 \). We define next the class \( \mathcal{K} \) of potential kernels we are after, whose elements have an inverse-square singularity at the origin and are integrable at infinity.

**Definition 1.1.** We say that a measurable \( \bar{K} : \mathbb{R}^d \setminus \{0\} \to \mathbb{R} \) belongs to the class \( \mathcal{K} \) if and only if
\[
y \mapsto \sup_{x \in B_1 \setminus \{0\}} |\bar{K}(x - y)| \wedge 1 \text{ belongs to } L^1(\mathbb{R}^d)
\]
and
\[
\lim \sup_{a \to 0} \max \left\{ a^2 \sup_{|x| > a} |\bar{K}(x)|, \sup_{|x| \leq a} |\bar{K}(x) - \frac{1}{|x|^2}| \right\} < \infty.
\]

We call \( \mathcal{K} \) the class of attenuated inverse-square potential kernels.

Given \( \bar{K} \in \mathcal{K} \), we denote the Poisson potential with kernel \( \bar{K} \) by
\[
V(\bar{K})(x) := \int_{\mathbb{R}^d} \bar{K}(x - y) \omega(dy), \quad x \in \mathbb{R}^d \setminus \mathcal{P}.
\]
Theorem 1.5. Let \( \limsup \) The following two theorems provide almost-sure
Our next three results concern large time asymptotics of
To state our results for \( \bar{V}(\theta) \), denote by
Our first two results show existence of solutions to (2) via Feynman-Kac representation.
Theorem 1.2. For all \( d \geq 3, \bar{R} \in \mathcal{K} \) and \( \theta \in (0, h_d/2] \), it holds \( \mathbb{P} \)-almost surely that
Theorem 1.3. \( u(\theta) \) defined in (14) is a mild solution to (2) with \( V = \theta \bar{V}(\theta) \) and \( u_0 \equiv 1 \).
The converse of Theorem 1.2 is also true, i.e., (14) is infinite when \( \theta > h \).
Our next three results concern large time asymptotics of \( u(\theta)(t, 0) \), starting with tightness.
Theorem 1.4. Let \( d \geq 3, \bar{R} \in \mathcal{K} \) and \( \theta \in (0, h_d/2] \). For any \( t \mapsto g(t) \geq 0 \) with \( g(t) \xrightarrow{t \to \infty} \infty \),
In other words, the process \( t^{-h_{d+1}/h_{d-1}} \log u(\theta)(t, 0) \), \( t > 0 \) is tight on the open interval \( (0, \infty) \).
The following two theorems provide almost-sure \( \limsup \) and \( \liminf \) asymptotics.
Theorem 1.5. Let \( d \geq 3, \bar{R} \in \mathcal{K} \) and \( \theta \in (0, h_d/2] \). For any slowly varying \( \ell : (0, \infty) \to (1, \infty) \),
Theorem 1.6. For any \( d \geq 3 \) and \( \theta \in (0, h_d/2] \), there exist \( 0 < C_{\inf} < C^{\inf} < \infty \) such that, for all \( \bar{R} \in \mathcal{K} \),
\[
\limsup_{t \to \infty} t^{-h_{d+1}/h_{d-1}} \ell(t)^{-\frac{2}{\pi \chi_{d-1}}} \log u(\theta)(t, 0) = \begin{cases} 0 & \text{P-a.s. if } \int_{1}^{\infty} \frac{dr}{\ell(r)} < \infty, \\ \infty & \text{P-a.s. if } \int_{1}^{\infty} \frac{dr}{\ell(r)} = \infty. \end{cases}
\]
\[
\liminf_{t \to \infty} t^{-h_{d+1}/h_{d-1}} (\log \log t)^{-\frac{2}{\pi \chi_{d-1}} \log u(\theta)(t, 0) \in [C_{\inf}, C^{\inf}] \quad \text{P-a.s.}
\]
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By [8, Proposition 2.1], \( V(\theta) \) is a.s. well-defined and finite. Important examples are the truncated kernels
\( K_a(x) := |x|^{-2} I_{\{|x| \leq a\}} \), \( a > 0 \), in which case we abbreviate \( V(a) := V(K_a) \).

\[
h_d := \frac{(d-2)^2}{8}
\]
as in the form (7) of Hardy’s inequality, and set, for \( \theta \in (0, h_d/2] \),

\[
k_\theta := \left\lceil \frac{h_d}{\theta} \right\rceil \geq 2.
\]

Our first two results show existence of solutions to (2) via Feynman-Kac representation.
Finally, using Theorem 1.9, we can transfer our results for \( V \) when \( d = 3 \). We start with the analogues of Theorems 1.2–1.3.

**Theorem 1.7.** Let \( d = 3 \). For each \( \theta \in (0, 1/16] \), it holds \( P \)-almost surely that

\[
\bar{u}_\theta(x, t) := E_x \left[ \exp \left( \theta \int_0^t V(W_s) \, ds \right) \right] < \infty \quad \forall x \in \mathbb{R}^3 \setminus \mathcal{P}, \ t \geq 0.
\]

**Theorem 1.8.** \( \bar{u}_\theta \) defined in (19) is a mild solution to (2) with \( d = 3 \), \( V = \theta \bar{V} \) and \( u_0 \equiv 1 \).

Our next theorem provides a convenient comparison between potential kernels, allowing us to concentrate on the truncated case \( \mathcal{R}_\alpha(x) := |x|^{-2} \mathbb{I}_{\{|x| \leq \alpha\}} \).

**Theorem 1.9.** For any \( \theta \in (0, h_d/2] \), any \( a \in (0, \infty) \) and any \( \mathcal{R} \in \mathcal{X} \),

\[
\lim_{t \to \infty} \frac{\log u_\theta^{(a)}(t, 0)}{\log u_0^{(a)}(t, 0)} = 1 \quad P\text{-almost surely},
\]

where \( u_\theta^{(a)} := u_\theta^{(z_\alpha)} \). When \( d = 3 \), (20) also holds with \( \bar{u}_\theta \) in place of \( u_\theta^{(a)} \).

Finally, using Theorem 1.9, we can transfer our results for \( V^{(a)} \) to \( \bar{V} \):

**Theorem 1.10.** Let \( d = 3 \) and \( \theta \in (0, 1/16] \). The statements of Theorems 1.4, 1.5 and 1.6 also hold with \( \bar{V} \), \( \bar{u}_\theta \) in place of \( V^{(a)}, u_\theta^{(a)} \).

We discuss next our theorems and provide some heuristics for the scale \( t^{(ka+1)/(ka-1)} \).

### 1.2. Discussion and heuristics.

As already mentioned, our main contribution in Theorems 1.7, 1.8 and 1.10 is the boundary case \( \theta = 1/16 \), left open in [9]. The proof of (19) given in [9] for \( 0 < \theta < 1/16 \) cannot be extended to the case \( \theta = 1/16 \), as it is based on the following strategy. Decompose the Brownian path according to which of the cubes \( Q_n = (-R_n, R_n)^3 \) has been exited until time \( t \), where \( (R_n)_{n \in \mathbb{N}} \) is some properly chosen increasing sequence; i.e., setting \( \tau_0 = 0, \tau_n = \inf\{s \geq 0: W_s \notin Q_n\} \), write

\[
E_0 \left[ \exp \left( \theta \int_0^t \nabla(W_s) \, ds \right) \right] = \sum_{n=1}^{\infty} E_0 \left[ \exp \left( \theta \int_0^t \nabla(W_s) \, ds \right) \mathbb{I}_{\{\tau_{n-1} \leq t < \tau_n\}} \right]
\]

\[
\leq \sum_{n=1}^{\infty} P \left[ \tau_{n-1} \leq t \right]^{1/p} E_0 \left[ \exp \left( q\theta \int_0^t \nabla(W_s) \, ds \right) \mathbb{I}_{\{t < \tau_n\}} \right]^{1/q}
\]

by Hölder’s inequality, where \( p, q > 0, p^{-1} + q^{-1} = 1 \). The last expectation cannot be controlled if \( q\theta > 1/16 \), and thus \( \theta < 1/16 \) is required to use this argument. In order to overcome this, we develop
for our proof a more careful decomposition of Brownian paths according to their excursions to and from certain islands whose principal eigenvalues are large, cf. Section 3 below.

We provide next some heuristics for the scale \( t^{(k_\theta+1)/(k_\theta-1)} \) appearing in Theorem 1.4. The main point is that the logarithmic order of \( u^{(R)}_\theta(t, 0) \) in (14) is the same when restricting the expectation to Brownian paths that reach by time \( s < t \) a region \( D \subset \mathbb{R}^d \) containing precisely \( k_\theta + 1 \) Poisson points, and afterwards stay there until time \( t \). Spectral methods show that the reward for staying in \( D \) for time \( t - s \) is approximately \( e^{(t-s)\lambda_{\max}} \), where \( \lambda_{\max} \) is the principal Dirichlet eigenvalue of \( \frac{1}{2} \Delta + V^{(R)} \) in \( D \). Asymptotics for this eigenvalue may be estimated with the help of multipolar Hardy inequalities as in [4] (see also Section 2.4 below), yielding that its order roughly equals \( \text{diam}(D)^{-2} \). Now, if \( R \) is the distance of \( D \) to the origin, Poisson statistics dictate that it may be chosen with \( \text{diam}(D) \approx R^{-1/k_\theta} \), but not much smaller. On the other hand, the probabilistic cost for Brownian motion to reach \( D \) for time \( s \) is roughly \( e^{-R^2/s} \). The total contribution is thus about \( \exp\{ (t-s)R^{2/k_\theta} - R^2/s \} \); optimizing the exponent over \( s \) and \( R \), we obtain \( R = t^{k_\theta/(k_\theta+1)} \) and \( \log u^{(R)}_\theta(t, 0) \approx t^{(k_\theta+1)/(k_\theta-1)} \).

1.3. Outline and notation. The rest of the paper is organized as follows. After introducing some notation, we develop in Section 2 upper and lower spectral bounds on the Feynman-Kac functional (3) in the setting of deterministic point clouds. The upper bounds are extended in Section 3 using a path decomposition technique. Section 4 presents some elementary geometric properties of the standard Poisson point process. The proofs of the main theorems are completed in Section 5.

Notation and terminology. We write \( B_r(x) = \{ y \in \mathbb{R}^d : |x - y| < r \} \) for the open ball with radius \( r \in (0, \infty) \) around \( x \in \mathbb{R}^d \) with respect to the Euclidean norm \( |\cdot| \); when \( x = 0 \) we abbreviate \( B_r := B_r(0) \). For \( D \subset \mathbb{R}^d \), we write \( B_r(D) = \{ x \in \mathbb{R}^d : \exists y \in D, |x - y| < r \} \) for the \( r \)-neighbourhood of \( D \). We denote by \( |D| \) the volume of a Borel measurable subset \( D \subset \mathbb{R}^d \), and by \( \tau_D := \inf\{ t \geq 0 : W_t \in D \} \) the entrance time of Brownian motion in \( D \). A subset \( D \subset \mathbb{R}^d \) is called a domain if it is open and connected. For a real-valued function \( f \), a positive function \( g \) and \( a \neq 0 \), we write \( f(x) \sim ag(x) \) as \( x \to \infty \) to denote that \( \lim_{x \to \infty} f(x)/g(x) = a \); when \( a = 0 \), we write \( f = o(g) \) instead, or equivalently \( |f| \ll g \). We write \( f = \mathcal{O}(g) \) as \( x \to \infty \) if there exists a constant \( C \in (0, \infty) \) such that \( f(x) \leq C g(x) \) for all large enough \( x \). We write \( \log^+ x := \log(x + 1) \).

2. Deterministic spectral bounds

In this section, we consider Brownian motion in \( \mathbb{R}^d \), \( d \geq 3 \), moving among a deterministic point cloud. Our goal is to obtain lower and upper spectral bounds in \( L^1 \) and \( L^\infty \) for relevant Feynman-Kac formulae. First we collect some basic tools from the theory of Schrödinger operators (Section 2.1), which are then applied to derive upper bounds on both time-dependent and stopped Feynman-Kac functionals (Section 2.2). After that, we obtain a lower bound for the time-dependent functional (Section 2.3), and conclude the section with a multipolar Hardy inequality (Section 2.4).

Define the family of non-empty, locally finite subsets of \( \mathbb{R}^d \)

\[
\mathcal{Y} = \{ \mathcal{Y} \subset \mathbb{R}^d : \mathcal{Y} \neq \emptyset, \#K \cap \mathcal{Y} < \infty \text{ for compact } K \subset \mathbb{R}^d \},
\]
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as well as the family of non-empty, finite subsets
\[ \mathcal{Y} = \{ Y \in \mathcal{Y} : \# Y < \infty \}. \]

Note that the support \( \mathcal{P} = \{ x \in \mathbb{R}^d : \omega(\{x\}) = 1 \} \) of the Poisson point process \( \omega \) belongs almost surely to \( \mathcal{Y} \). For \( Y \in \mathcal{Y} \) and \( a \in (0, \infty] \) satisfying either \( Y \in \mathcal{Y}_a \) or \( a < \infty \), let
\[ V_{\mathcal{Y}}^{(a)}(x) = \sum_{y \in Y} \frac{1_{\{|x-y| \leq a\}}}{|x-y|^2}, \quad x \in \mathbb{R}^d \setminus Y. \]

When \( a < \infty \), \( V_{\mathcal{P}}^{(a)} = V^{(a)} \) as in (11) with \( \mathcal{R}_a(x) = |x|^{-2} 1_{\{|x| \leq a\}} \). For \( Y \in \mathcal{Y}_a \), we write \( V_{\mathcal{Y}} = V_{\mathcal{Y}}^{(\infty)} \).

2.1. Preliminaries on Schrödinger operators and the Feynman-Kac formula. The content of this section is classical and has been treated by many authors. Our major references here are the books [12] by Engel and Nagel and [10] by Chung and Zhao.

Let \( D \subset \mathbb{R}^d \) be an open subset. By \( H^1_0(D) \) we denote the Sobolev space on \( D \) with zero-boundary condition, i.e. the closure of the space \( C^\infty_c(D) \) of smooth, compactly supported functions on \( D \) with respect to the Sobolev norm \( \|f\|_{H^1(D)} = \sum_{1 \leq i \leq d} \| \partial_i f \|_{L^2(D)} \), where “\( \partial_i \)” denotes differentiation with respect to the \( i \)-th coordinate. For a potential \( q \in L^1_{\text{loc}}(D) \), we define
\[ \lambda_{\text{max}}(D, q) := \sup_{g \in H^1_0(D), \|g\|_{L^2(D)} = 1} \left\{ \int_D q(x)g(x)^2dx - \frac{1}{2} \int_D |\nabla g(x)|^2dx \right\} \in \mathbb{R} \cup \{+\infty\}. \]

Note that \( \lambda_{\text{max}}(D, q) \geq 0 \) if \( q \geq 0 \); more generally, the following monotonicity property holds.

Remark 2.1. Let \( D_1 \subset D_2 \subset \mathbb{R}^d \) be open and \( q_1 \in L^1_{\text{loc}}(D_1), q_2 \in L^1_{\text{loc}}(D_2) \) with \( q_1 \leq q_2 \) on \( D_1 \). Then
\[ \lambda_{\text{max}}(D_1, q_1) \leq \lambda_{\text{max}}(D_2, q_2). \]

When \( q \) has some regularity (e.g. when it is in the Kato class), \( \lambda_{\text{max}}(D, q) \) is the supremum of the spectrum of the Schrödinger operator \( \mathcal{H}_q = \Delta + q \) in \( L^2(D) \) with zero Dirichlet boundary conditions, where \( \Delta \) is the weak Laplacian whose domain is dense in \( H^1_0(D) \). This holds in particular when\[ q \in L^\infty(D), \]
in which case \( \lambda_{\text{max}}(D, q) < \infty \) and \( \mathcal{H}_q \) is a closed self-adjoint operator generating a strongly continuous semigroup \( (T_t)_{t \geq 0} = (e^{t\mathcal{H}_q})_{t \geq 0} \) on \( L^2(D) \) (see e.g. [10, Proposition 3.29]). We will assume (26) in the remainder of this subsection.

An important fact about \( \lambda_{\text{max}} \) is that it controls the growth of \( T_t \) via the inequality
\[ \|T_tf\|_{L^2(D)} \leq \|f\|_{L^2(D)} \exp\left\{ t\lambda_{\text{max}}(D, q) \right\}, \quad \forall t \geq 0, \]
cf. e.g. [10, Equation (30), Section 8.3]. From this we get the basic but crucial bound for the resolvent of the operator \( \mathcal{H}_q \) (cf. e.g. [12, Theorem II.1.10]): for \( \gamma > \lambda_{\text{max}}(D, q) \),
\[ \| (\mathcal{H}_q - \gamma)^{-1} \|_{L^2(D) \rightarrow L^2(D)} \leq \frac{1}{\gamma - \lambda_{\text{max}}(D, q)} . \]
The semigroup \((T_t)_{t \geq 0}\) can be used to solve the initial boundary value problem

\[
\partial_t u(t, x) = \frac{\Delta}{2} u(t, x) + q(x) u(t, x), \quad (t, x) \in [0, \infty) \times D
\]

\[
u(t, x) = 0, \quad (t, x) \in [0, \infty) \times \partial D
\]

\[
u(0, x) = u_0(x), \quad x \in D
\]

with initial data \(u_0 \in L^2(D)\), as follows. We want to consider solutions to (29)-(31) in the mild sense (cf. [21, Definition 6.1.1]), i.e., we demand that

\[
\int_0^t \int_D p_{t-s}(x-y) |q(y) u(s, y)| dy ds < \infty \quad \forall \ x \in D, \ t > 0
\]

and

\[
u(t, x) = u_0(x) + \int_0^t \int_D p_{t-s}(x-y) q(y) u(s, y) dy ds \quad \forall \ x \in D, \ t > 0,
\]

where \(p_t(x)\) is the Gaussian density

\[
p_t(x) := (2\pi t)^{-d/2} \exp\left\{-|x|^2/(2t)\right\},
\]

i.e., the transition density of Brownian motion at time \(t\) started from \(0\).

The next proposition characterizes the mild solutions to (29)–(31), connecting Schrödinger semigroups and Brownian motion via the celebrated Feynman-Kac representation:

**Proposition 2.2** (Feynman-Kac formula). Under (26), the unique mild solution to (29)–(31) is given by

\[
u(t, x) = T_t u_0(x) = \mathbb{E}_x \left[ u_0(W_t) \exp\left( \int_0^t q(W_s) ds \right) 1_{\{\tau_D < t\}} \right].
\]

**Proof.** Follows from e.g. [12, Proposition II.6.4]) and [10, Theorems 3.17 and 3.27].

Additionally to the time-dependent Feynman-Kac formula (35), we will use a stopped Feynman-Kac formula as follows. Consider the time-independent Schrödinger equation

\[
\Delta u(x) + q(x) u(x) = \gamma u(x), \quad x \in D,
\]

\[u(x) = f(x), \quad x \in \partial D,
\]

with \(f: \partial D \to \mathbb{R}\) continuous and \(\gamma \in \mathbb{R}\). A function \(u \in L^1_{\text{loc}}(D)\) is called a weak solution to (36) if

\[
\int_D u(x) \Delta \phi(x) dx = -2 \int_D (q(x) - \gamma) u(x) \phi(x) dx
\]

for all \(\phi \in C_c^\infty(D)\), and \(u\) is continuous on \(\overline{D}\) with \(u = f\) on \(\partial D\). Recall that \(D\) is called regular if \(\mathbb{P}_x(\tau_D = 0) = 1\) for all \(x \in \partial D\). The next result follows from [10, Theorems 4.7 and 4.19].

**Proposition 2.3.** Assume (26). If \(D\) is a bounded regular domain and \(\gamma > \lambda_{\text{max}}(D, q)\), then

\[
u(x) := \mathbb{E}_x \left[ \exp\left( \int_0^{\tau_D} (q(W_s) - \gamma) ds \right) f(W_{\tau_D}) \right]
\]
is the unique weak solution to the boundary value problem (36).

2.2. Upper bounds. Let $D \subset \mathbb{R}^d$ be a bounded regular domain. Recall $h_d = (d - 2)^2 / 8$. Fix $\theta \in (0, h_d]$, $Y \in \mathcal{B}^d$ with $Y \subset D$ and put $M := \#Y$. We give next an $L^1$ upper bound for the stopped Feynman-Kac functional in (38) with potentials of the form (23). We note that $\lambda_{\max}(\mathbb{R}^d, \theta V_Y) < \infty$ by the multipolar Hardy inequality formulated in [4, Theorem 1]; by Remark 2.1, also $\lambda_{\max}(D, \theta V_Y^{(a)}) < \infty$ for any $a > 0$.

Lemma 2.4. There exists a constant $c = c(d) \in (0, \infty)$ not depending on $D$, $\theta$ or $Y$ such that, for any open bounded $D' \subset \mathbb{R}^d$, any $a \in (0, \infty)$ and any $\gamma > \lambda_{\max}(D, \theta V_{Y}^{(a)})$,

\begin{equation}
\int_{D'} \mathbb{E}_x \left[ e_h^{r \gamma \theta} (\theta V_Y^{(a)}(W_x) - \gamma) ds \right] dx \leq |D'| + c \sqrt{|D||D' \cap D|} \gamma + (M^2 + \theta) \text{dist}(D^c, Y)^{-2} \gamma - \lambda_{\max}(D, \theta V_{Y}^{(a)})
\end{equation}

Proof. Fix $D' \subset \mathbb{R}^d$ open and bounded, $a > 0$ and $\gamma > \lambda_{\max}(D, \theta V_Y^{(a)})$. Note that, since the integrand in the left-hand side of (39) equals 1 when $x \in D^c$, we may and will assume that $D' \subset D$.

For $m \in \mathbb{N}$, let $F_m = \min(V_Y^{(a)}, m)$. By Proposition 2.3, $u_m(x) = \mathbb{E}_x \left[ \exp \int_0^{\tau_D} (\theta F_m(W_s) - \gamma) ds \right]$ is the unique weak solution to the boundary value problem

\begin{equation}
\begin{align*}
\left( \frac{\Delta}{2} + \theta F_m - \gamma \right) u(x) &= 0, \quad x \in D, \\
\delta u(x) &= 1, \quad x \in \partial D.
\end{align*}
\end{equation}

Abbreviate $\delta := \text{dist}(D^c, Y)$, take $g: \mathbb{R} \to [0, 1]$ smooth with $g(r) = 0$ for $r \leq 1/2$ and $g(r) = 1$ for $r \geq 1$, and put $\phi(x) := \prod_{y \in Y} g(|x - y| / \delta)$. We may check that $\phi \in C^2(\mathbb{R}^d)$, $0 \leq \phi \leq 1$ on $D$, $\phi \equiv 1$ on $D^c$, and there exists a constant $c = c(d) \in (0, \infty)$, not depending on $D$, $\theta$ or $Y$, such that $|\Delta \phi| \leq 2c M^2 \delta^{-2}$ and $\phi V_Y \leq c \delta^{-2}$ uniformly on $\mathbb{R}^d$. Moreover, $v_m := u_m - \phi$ solves

\begin{equation}
\begin{align*}
\left( \frac{\Delta}{2} + \theta F_m - \gamma \right) v_m(x) &= - \left( \frac{\Delta}{2} + \theta F_m - \gamma \right) \phi(x), \quad x \in D, \\
v_m(x) &= 0, \quad x \in \partial D,
\end{align*}
\end{equation}

i.e., $v_m = -\mathcal{R}^{(m)}_{\gamma} \left( \frac{\Delta}{2} + \theta F_m - \gamma \right) \phi$ where $\mathcal{R}^{(m)}_{\gamma}$ is the resolvent of $\frac{1}{2} \Delta + \theta F_m$ at $\gamma$. Hence

\begin{equation}
\begin{align*}
\|v_m\|_{L^1(D')} &= \left\langle \left( -\mathcal{R}^{(m)}_{\gamma} \left( \frac{\Delta}{2} + \theta F_m - \gamma \right) \phi \right|_{D'}, 1_{D'} \right\rangle_{L^2(D)} \\
&\leq \sqrt{|D'|} \left\| \mathcal{R}^{(m)}_{\gamma} \right\|_{L^2(D) \to L^2(D)} \left\| \left( \frac{\Delta}{2} + \theta F_m - \gamma \right) \phi \right\|_{L^2(D)} \\
&\leq \sqrt{|D'|} \frac{c(M^2 + \theta) \delta^{-2}}{\gamma - \lambda_{\max}(D, \theta F_m)} \sqrt{|D|}
\end{align*}
\end{equation}
by the bound (28) on the resolvent and the pointwise bounds on $\phi$, $\Delta \phi$ and $V_{(a)}\phi$. Noting now that, since $F_m \leq V_{(a)}^m$, $\lambda_{\max}(D, \theta F_m) \leq \lambda_{\max}(D, \theta V_{(a)}^m)$ by Remark 2.1, we obtain

$$\|u_m\|_{L^1(D')} \leq \|v_m\|_{L^1(D')} + \|\phi\|_{L^1(D')} \leq c\sqrt{|D'||D|} \frac{\gamma + (M^2 + \theta)\delta^{-2}}{\gamma - \lambda_{\max}(D, \theta V_{(a)}^m)} + |D'|.$$  

Now (39) follows by monotone convergence since $F_m \uparrow V_{(a)}^m$ as $m \to \infty$. 

From the $L^1$-bound above we derive two pointwise estimates that will be useful in Section 3.

**Lemma 2.5.** Fix $x \in D \setminus \mathcal{Y}$ and set $\varepsilon_x = \frac{1}{2}\text{dist}(x, \mathcal{Y})$. Assume that $0 < a < \varepsilon_x$ and $\gamma > \lambda_{\max}(D, \theta V_{(a)}^m)$, and let $c = c(d)$ be the constant from Lemma 2.4. Then

$$\mathbb{E}_x \left[ \exp \int_0^{\gamma t} (\theta V_{(a)}^m(W_s) - \gamma) \mathrm{d}s \right] \leq 2 + c \sqrt{\frac{|D|\gamma + (M^2 + \theta)\text{dist}(D^c, \mathcal{Y})^{-2}}{\gamma - \lambda_{\max}(D, \theta V_{(a)}^m)}}.$$  

Moreover, for all $t \in (0, \infty)$,

$$\mathbb{E}_x \left[ 1_{\{\tau_{D^c} > t\}} \exp \int_0^{\gamma t} (\theta V_{(a)}^m(W_s) - \gamma) \mathrm{d}s \right] \leq 2 + \sqrt{\frac{|D|\gamma + (M^2 + \theta)\text{dist}(D^c, \mathcal{Y})^{-2}}{\gamma - \lambda_{\max}(D, \theta V_{(a)}^m)}}.$$  

**Proof.** Fix $0 < r < \varepsilon_x$ and abbreviate $I_t^1 := \exp \int_0^t (\theta V_{(a)}^m(W_u) - \gamma) \mathrm{d}u$. We begin with the proof of (44). Since $V_{(a)}^m \equiv 0$ on $B_{r}(x)$, using the strong Markov property we may write

$$\mathbb{E}_x [I_0^{\gamma t}] \leq 1 + \mathbb{E}_x \left[ 1_{\{\tau_{B_r}(x) < \gamma t\}} I_{\tau_{B_r}(x)}^{\gamma t} \right] \leq 1 + \mathbb{E}_x [\mathbb{E}_{W_{\tau_{B_r}(x)}} [I_0^{\gamma t}]].$$  

Since $W_{\tau_{B_r}(x)}$ is uniformly distributed on the sphere $\partial B_r(x)$,

$$\mathbb{E}_x [I_0^{\gamma t}] \leq 1 + \frac{1}{\sigma_{d-1}} \int_{\partial B_r(x)} \mathbb{E}_z [I_0^{\gamma t}] \sigma(dz),$$  

where $\sigma$ denotes surface measure on $\partial B_r(x)$ and $\sigma_{d}$ is the area of the $d$-dimensional unit sphere. Multiplying both sides of (47) by $\sigma_{d-1}$ and integrating over $r$ between $0$ and $\varepsilon_x$ leads to

$$|B_{\varepsilon_x}| \left( \mathbb{E}_x [I_0^{\gamma t}] - 1 \right) \leq \int_{B_{\varepsilon_x}(x)} \mathbb{E}_z [I_0^{\gamma t}] \mathrm{d}z.$$  

Now apply the $L^1$-bound from Lemma 2.4 to the right-hand side with $D' = B_{\varepsilon_x}(x)$, which gives

$$\int_{B_{\varepsilon_x}(x)} \mathbb{E}_z [I_0^{\gamma t}] \mathrm{d}z \leq |B_{\varepsilon_x}| \left\{ 1 + c \sqrt{\frac{|D|\gamma + (M^2 + \theta)\text{dist}(D^c, \mathcal{Y})^{-2}}{\gamma - \lambda_{\max}(D, \theta V_{(a)}^m)}} \right\}.$$  

This yields (44), and we continue with the proof of (45). Again, by the strong Markov property and since $V_{(a)}^m \equiv 0$ on $B_{\varepsilon_x}(x)$,

$$\mathbb{E}_x[I_0^1 1_{\{\tau_{D^c} > t\}}] \leq 1 + \mathbb{E}_x \left[ e^{-\gamma \tau_{D^c}} 1_{\{\tau_{D^c} < t\}} \mathbb{E}_{W_{\tau_{D^c}}} [I_0^{\gamma t - s} 1_{\{\tau_{D^c} > t-s\}}] \right].$$
Split the event \( \{ \tau_{D^c} > t - s \} \) according to whether \( \tau_{D^c} > t \) or not to write, using \( \gamma \geq 0, V^{(a)}_Y \geq 0, \)

\[
I_0^{t-s} \mathbb{1}_{\{ \tau_{D^c} > t - s \}} e^{\int_0^{t-s} \delta V^{(a)}_Y(W_s) \, ds} \mathbb{1}_{\{ \tau_{D^c} > t - s \}} \leq e^{\gamma t} \left\{ I_0^t \mathbb{1}_{\{ \tau_{D^c} > t \}} + I_0^{\tau_{D^c}} \right\}.
\]

Substituting this back into (50), we obtain

\[
\mathbb{E}_x \left[ I_0^t \mathbb{1}_{\{ \tau_{D^c} > t \}} \right] \leq 1 + \frac{1}{\sigma d^{d-1}} \int_{\partial B_r(x)} \mathbb{E}_x \left[ I_0^t \mathbb{1}_{\{ \tau_{D^c} > t \}} + I_0^{\tau_{D^c}} \right] \sigma(dz),
\]

and the same calculation as between (47)–(48) gives

\[
|B_{r_x}(x) \left( \mathbb{E}_x \left[ I_0^t \mathbb{1}_{\{ \tau_{D^c} > t \}} \right] - 1 \right) \leq \int_{B_{r_x}(x)} \mathbb{E}_x \left[ I_0^t \mathbb{1}_{\{ \tau_{D^c} > t \}} \right] \, dz + \int_{B_{r_x}(x)} \mathbb{E}_x \left[ I_0^{\tau_{D^c}} \right] \, dz.
\]

To bound the first integral in (53), write \((T_t^{(m)})_{m \in \mathbb{N}}\) for the Schrödinger semigroup associated with the potential \((V^{(a)}_Y(W_s) \wedge m)\) as discussed after (24), i.e., given by (35). Note that, for all \(m \in \mathbb{N},\)

\[
\int_{B_{r_x}(x)} \mathbb{E}_x \left[ e^{\int_0^t \theta V^{(a)}_Y(W_s) - d \gamma} \mathbb{1}_{\{ \tau_{D^c} > t \}} \right] \, dz = e^{-t\gamma} \left\{ B_{r_x}(x), T_t^{(m)} I_{L^2(D)} \right\}
\]

\[
\leq e^{-t\gamma} \left\{ B_{r_x}(x), T_t^{(m)} I_{L^2(D)} \right\} \leq \sqrt{|B_{r_x}|} \leq \sqrt{|B_{r_x}|} \, dz,
\]

where we used the Cauchy-Schwarz inequality and \(\lambda_{\text{max}}(D, \theta V^{(a)}_Y \wedge m) \leq \lambda_{\text{max}}(D, \theta V^{(a)}_Y) < \gamma\) by Remark 2.1. Letting \(m \to \infty\), we obtain by monotone convergence the same inequality with \(m = \infty\) in the left-hand side, which together with (53) and (49) finishes the proof of (45).

### 2.3. Lower bound

We derive here an \(L^1\) lower bound (cf. Lemma 2.8 below) on the Feynman-Kac functional in (35) with \(q = V_Y, Y \in \mathcal{Y}\). Recall \(h_d = (d - 2)^2/8\). Define the truncated potential

\[
\tilde{V}(x) := \begin{cases} 
1, & \text{if} \ |x| \leq 1 \\
|x|^{-2}, & \text{else}.
\end{cases}
\]

**Lemma 2.6.** For any \(\varepsilon > 0\), there exists \(K_\varepsilon \in [1, \infty)\) such that, for all \(K \geq K_\varepsilon\),

\[
\sup_{g \in H_0^1(B_K), \|g\|_{L^2(B_K)} = 1} (h_d + \varepsilon) \int_{B_K} g^2(x) \tilde{V}(x) \, dx - \frac{1}{2} \|\nabla g\|_{L^2(B_K)}^2 > 0.
\]

**Proof.** Taking, for \(n \in \mathbb{N},\)

\[
\tilde{g}_n(x) := \begin{cases} 
1, & \text{when} \ |x| \leq 1, \\
|x|^{-(d-2)/2} & \text{when} \ 1 < |x| \leq n, \\
n^{-d/2}(2n - |x|) & \text{when} \ n < |x| \leq 2n, \\
0, & \text{when} \ |x| > 2n,
\end{cases}
\]
it follows that, for all $K > 2n$, $\tilde{g}_n \in H^1_0(B_K)$ and
\begin{equation}
(h_d + \varepsilon) \frac{\int_{B_K} \tilde{g}_n^2(x) \tilde{V}(x) dx}{\int_{B_K} |\nabla \tilde{g}_n(x)|^2 dx} \geq \left( 1 + \frac{8\varepsilon}{(d-2)^2} \right) \left( 1 - \frac{c}{\log n} \right)
\end{equation}
for some constant $c \in (0, \infty)$. Letting $g_n := \tilde{g}_n/\|\tilde{g}_n\|_{L^2(B_K)}$, we obtain
\begin{equation}
(h_d + \varepsilon) \int_{B_K} g_n^2(x) \tilde{V}(x) dx - \frac{1}{2} \|\nabla g_n\|_{L^2(B_K)}^2 \geq \frac{2\varepsilon}{(d-2)^2} \|\nabla g_n\|_{L^2(B_K)}^2 > 0
\end{equation}
for $n$ large and $K > 2n$.

\end{proof}

Let $\mathcal{Y} \in \mathcal{Y}$ with $M = \# \mathcal{Y} \geq 2$ and fix $\theta \in (\frac{(d-2)^2}{8M}, \frac{(d-2)^2}{8})$. We define
\begin{equation}
\delta_* = \delta_*(d, M, \theta) := \frac{1}{4} \left( 1 - \frac{h_d}{\theta M} \right).
\end{equation}

\begin{lemma}
If $|y| \leq \delta_*$ for all $y \in \mathcal{Y}$, then
\begin{equation}
\theta V_\mathcal{Y}(x) \geq (h_d + 2\theta M \delta_*) \tilde{V}(x) \quad \forall x \in \mathbb{R}^d \setminus \mathcal{Y}.
\end{equation}
\end{lemma}

\begin{proof}
Follows from a simple computation using $|x - y|^2 \leq |x|^2 + 2|x||y| + |y|^2$.
\end{proof}

The following is the key lemma to obtain a lower bound on the total mass.

\begin{lemma}
There exist constants $K_1 > 1$ and $c_1, c_2 > 0$ depending on $d, M, \theta$ such that, for any $a \in (0, \infty)$ and any $x \in \mathbb{R}^d \setminus \mathcal{Y}$ such that $\mathcal{Y} \subset B_a(x)$,
\begin{equation}
\int_{B_{K_a}(x)} \mathbb{E}_z \left[ e^{t\phi V_\mathcal{Y}(W_s)} \mathbb{1}_{\{\tau_{B_{K_a}(x)} > t\}} \right] dz \geq c_1 a^d e^{c_2 a^{-2}} \quad \forall \ t \geq 0.
\end{equation}
\end{lemma}

\begin{proof}
By translation invariance, we may suppose that $x = 0$ and $\mathcal{Y} \subset B_a$. Set $b = \delta_*/a$, $K = K_\delta = \delta_*/\delta_*$, where $K_\delta$ is given by Lemma 2.6 with $\varepsilon := 2\theta M \delta_*$, and write
\begin{equation}
\int_{B_{K_a}} \mathbb{E}_z \left[ e^{t\phi V_{b\mathcal{Y}}(W_s)} \mathbb{1}_{\{\tau_{B_{K_a}} > t\}} \right] dz = b^{-d} \int_{B_{K_a}} \mathbb{E}_{z/b} \left[ e^{t\phi V_\mathcal{Y}(W_s)} \mathbb{1}_{\{\tau_{B_{K_a}} > t\}} \right] dz.
\end{equation}

By Brownian scaling, the integrand in the right-hand side of (63) equals
\begin{equation}
\mathbb{E}_z \left[ e^{t\phi V_{b^{-1}W_{b^2s}}} \mathbb{1}_{\{\tau_{B_{K_a}} > b^2 t\}} \right] = \mathbb{E}_z \left[ e^{t\phi V_{\mathcal{Y}}(W_s)} \mathbb{1}_{\{\tau_{B_{K_a}} > b^2 t\}} \right]
\end{equation}
where $b\mathcal{Y} := \{by : y \in \mathcal{Y}\}$. Since $|y| \leq \delta_*$ for all $y \in b\mathcal{Y}$, (64) is at least
\begin{equation}
\mathbb{E}_z \left[ \exp \left\{ \int_0^{b^2 t} (h_d + \varepsilon) \tilde{V}(W_s) ds \right\} \mathbb{1}_{\{\tau_{B_{K_a}} > b^2 t\}} \right]
\end{equation}
by Lemma 2.6. Now using a Fourier expansion as in [16, Equation (2.33)], we obtain
\[
\int_{B_{K_+}} \mathbb{E}_z \left[ \exp \left\{ \int_0^{b^2 t} (h_d + \varepsilon) \tilde{V} (W_s) \, ds \right\} \mathbf{1} \{ \tau_{B_{K_+}} > b^2 t \} \right] \, dz \geq e^{b^2 t \tilde{\lambda}_{\text{max}} \| e_1 \|_{L^1(B_{K_+})}^2}
\]
where \( \tilde{\lambda}_{\text{max}} := \lambda_{\text{max}}(B_{K_+}, (h_d + \varepsilon) \tilde{V}) \) is the principal Dirichlet eigenvalue of \( \frac{1}{2} \Delta + (h_d + \varepsilon) \tilde{V} \) in \( B_{K_+} \), and \( e_1 \) is the corresponding eigenfunction normalized so that \( \| e_1 \|_{L^2(B_{K_+})} = 1 \). Now (62) follows with \( c_1 = \delta_{\varepsilon} \| e_1 \|_{L^2(B_{K_+})}^2 \) and \( c_2 = \delta_{\varepsilon}^2 \tilde{\lambda}_{\text{max}} \), which is strictly positive by Lemma 2.6. \( \square \)

2.4. Multipolar Hardy inequality. We provide in this section upper bounds for \( \lambda_{\text{max}}(\mathbb{R}^d, q) \) in (24) with \( q = \theta V_{\mathcal{Y}}, \mathcal{Y} \in \mathcal{Y}_1 \) and \( \theta \in (0, h_d] \) (recall \( h_d = (d - 2)^2/8 \)), which will be useful to control (44) and (45).

When \( \# \mathcal{Y} = 1 \), Hardy’s inequality (7) states that
\[
\lambda_{\text{max}}(\mathbb{R}^d, \theta V_{\mathcal{Y}}) = 0 \quad \text{if} \quad 0 \leq \theta \leq h_d,
\]
which clearly extends to \( \# \mathcal{Y} \geq 2 \) in the sense that, with \( M = \# \mathcal{Y} \),
\[
\lambda_{\text{max}}(\mathbb{R}^d, \theta V_{\mathcal{Y}}) = 0 \quad \text{if} \quad 0 \leq \theta \leq \frac{h_d}{M}.
\]

More general bounds, known as multipolar Hardy inequalities, are considered for example in [4]. The next proposition is obtained by combining results and methods from [4], and offers in some cases an improvement of Theorem 1 therein.

**Proposition 2.9.** Fix \( \mathcal{Y} \in \mathcal{Y}_1 \). Assume that \( M := \# \mathcal{Y} \geq 2 \) and \( \theta \in \left( \frac{h_d}{M}, \frac{h_d}{(M-1)} \right] \). Let
\[
\Gamma := \inf \{ r > 0 : \ B_r(\mathcal{Y}) \text{ is connected} \}.
\]
Then
\[
\lambda_{\text{max}}(\mathbb{R}^d, \theta V_{\mathcal{Y}}) \leq \frac{M(\pi^2 + 3\theta)}{2\Gamma^2}.
\]

**Proof.** Fix \( r \in (0, \Gamma) \) and choose \( \tilde{\mathcal{Y}} \subset \mathcal{Y} \) such that \( \tilde{\mathcal{Y}} \neq \emptyset, \ N := \# \tilde{\mathcal{Y}} \leq \lfloor M/2 \rfloor \),
\[
B_r(\tilde{\mathcal{Y}}) \text{ is connected and } B_r(\mathcal{Y}) \cap B_r(\mathcal{Y} \setminus \tilde{\mathcal{Y}}) = \emptyset,
\]
i.e., \( B_r(\tilde{\mathcal{Y}}) \) is a connected component of \( B_r(\mathcal{Y}) \) containing at most half of the points of \( \mathcal{Y} \). Define a partition of unity (cf. definition after Theorem 1 in [4]) with 2 terms as follows. Set
\[
J(t) := \begin{cases} 
0, & t \in [0, 1/2], \\
-\cos(\pi t), & t \in [1/2, 1], \\
1, & t \geq 1,
\end{cases}
\]
put \( J_1(x) := \prod_{y \in \tilde{\mathcal{Y}}} J(|x - y|/r) \) and \( J_2(x) := [1 - J_1(x)^2]^{1/2} \). By Lemma 2 in [4],
\[
\mathbb{E} u := \int_{\mathbb{R}^d} \{ \theta V_{\mathcal{Y}}(x) u(x)^2 - |\nabla u(x)|^2 \} \, dx = \sum_{i=1}^2 Q[J_i u] + \int_{\mathbb{R}^d} u(x)^2 \sum_{i=1}^2 |\nabla J_i(x)|^2 \, dx
\]
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for all \( u \in H^1(\mathbb{R}^d) \). Note that, by (71) and the definition of \( J_1, J_2 \),

\[
V_y(x)J_2(x)^2 \leq V_x(x)J_2(x)^2 + \frac{M - N}{r^2} \quad \forall \ x \in \mathbb{R}^d \setminus \mathcal{Y}
\]

while, for all \( x \notin \mathcal{Y} := \mathcal{Y} \setminus \mathcal{Y} \),

\[
V_y(x)J_1(x)^2 = \left\{ V_x(x) + \sum_{y \in \mathcal{Y}} \frac{\mathbb{1}_{\{|x-y|>r/2\}}}{|x-y|^2} \right\} J_1(x)^2
\leq V_x(x)J_1(x)^2 + \frac{N}{r^2} \sup_{t \geq 1/2} \frac{J(t)^2}{t^2} \leq V_x(x)J_1(x)^2 + \frac{2N}{r^2},
\]

where for the last step we used \( \sup_{t \geq 1/2} J(t)^2/t^2 = \sup_{t \in [1/2, 1]} \cos(\pi t)^2/t^2 < 2 \) (see the proof of Lemma 3 in [4]). Applying (67)–(68), we obtain

\[
\sum_{i=1}^2 Q[J,u] \leq \frac{M + N}{r^2} \|u\|_{L^2(\mathbb{R}^d)}^2 \quad \forall \ u \in H^1(\mathbb{R}^d).
\]

Next we claim that

\[
\sum_{i=1}^2 \|\nabla J_i(x)\|^2 \leq N \frac{\pi^2}{r^2} \quad \forall \ x \in \mathbb{R}^d.
\]

Indeed, we may restrict to \( x \in B_r(\mathcal{Y}) \), in which case we note that

\[
\sum_{i=1}^2 \|\nabla J_i(x)\|^2 = \frac{\|\nabla J_1(x)\|^2}{1 - J_1(x)^2} \leq \frac{\pi^2}{r^2} \sup_{\eta \in [0, \pi/2]^N} F(\eta),
\]

where, for \( \eta = (\eta_1, \ldots, \eta_N) \in [0, \pi/2]^N \),

\[
F(\eta) := \left( 1 - \prod_{i=1}^N \sin(\eta_i)^2 \right)^{-1} \left( \sum_{i=1}^N \cos(\eta_i) \prod_{j \neq i} \sin(\eta_j) \right)^2.
\]

Let us show that \( \sup_{\eta \in [0, \pi/2]^N} F(\eta) \leq N \). First note that, if \( \min_i \eta_i = 0 \), then \( F(\eta) \leq 1 < N \), and thus we may restrict to \( \eta \in (0, \pi/2)^N \). In the latter set, \( F = f/g \) where

\[
f(\eta) := \left( \sum_{i=1}^N \cot(\eta_i) \right)^2, \quad g(\eta) := \prod_{i=1}^N \csc(\eta_i)^2 - 1.
\]

Using \( \csc(\eta_i)^2 = 1 + \cot(\eta_i)^2 \) and expanding the product in the definition of \( g \), we obtain \( g(\eta) \geq \sum_{i=1}^N \cot(\eta_i)^2 \). On the other hand, by the Cauchy-Schwarz inequality, \( f(\eta) \leq N \sum_{i=1}^N \cot(\eta_i)^2 \leq Ng(\eta) \), finishing the proof of (77). As a consequence,

\[
\int_{\mathbb{R}^d} u(x)^2 \sum_{i=1}^2 \|\nabla J_i(x)\|^2 dx \leq \frac{[M/2] \pi^2}{r^2} \|u\|^2_{L^2(\mathbb{R}^d)} \quad \forall \ u \in H^1(\mathbb{R}^d).
\]

Collecting now (73), (76), (81) and letting \( r \uparrow \Gamma \), we conclude (70). \( \square \)
3. Path expansions

In this section, we provide an upper bound for the contribution to the Feynman-Kac formula of Brownian paths that leave a large ball. This is achieved by means of a path expansion technique that splits the Brownian path in excursions between neighbourhoods of the Poisson points, cf. Section 3.1 below.

Recall $h_d = (d - 2)^2 / 8$ and fix $\mathcal{Y} \in \mathcal{B}$ (cf. (22)). Given $r > 0$, we denote by $\mathcal{C}_\mathcal{Y}^{(r)}$ the set of connected components of $B_r(\mathcal{Y})$. For $a \in (0, r)$, $\theta \in (0, h_d]$ and $\mathcal{C} \in \mathcal{C}_\mathcal{Y}^{(r)}$, let

$$N_\mathcal{C} := \# \mathcal{Y} \cap \mathcal{C}, \quad \lambda_\mathcal{C} := \lambda_{\max}(\mathcal{C}, \theta V_\mathcal{Y}^{(a)}) = \lambda_{\max}(\mathcal{C}, \theta V_\mathcal{Y}^{(a)}) \geq 0,$$

where $V_\mathcal{Y}^{(a)}$ is as in (23) and $\lambda_{\max}(D, \mathcal{V})$ as in (24). Note that $\lambda_\mathcal{C} < \infty$ by [4, Theorem 1]. Define

$$N_\mathcal{Y}^{(r)} := \max_{\mathcal{C} \in \mathcal{C}_\mathcal{Y}^{(r)}} N_\mathcal{C}, \quad \Lambda_\mathcal{Y}^{(\theta, a, r)} := \max_{\mathcal{C} \in \mathcal{C}_\mathcal{Y}^{(r)}} \lambda_\mathcal{C}.$$

The following is the main result of this section.

**Theorem 3.1.** There exist constants $K \in [1, \infty)$ and $c, c_* \in (0, \infty)$ such that the following holds. Let $\mathcal{Y} \in \mathcal{B}$, $\theta \in (0, h_d]$, $a > 0$ and $r > 4a$. For $\gamma > \Lambda_\mathcal{Y}^{(\theta, a, r)}$, let

$$L = L(\mathcal{Y}, \theta, a, r, \gamma) := K \left( N_\mathcal{Y}^{(r)} \right)^{5/2} \left( \frac{r}{a} \right)^{\frac{d}{2}} \left( 1 + \frac{\gamma + 1 + \theta}{\gamma - \Lambda_\mathcal{Y}^{(\theta, a, r)}} \right),$$

where $V_\mathcal{Y}^{(a)}$ is as in (23) and $\Lambda_{\max}(D, \mathcal{V})$ as in (24).

Assume that $\varrho \leq 1/2$. Then

$$\sup_{z \in B_r(\mathcal{Y})} \sup_{t \geq 0} \mathbb{E}_z \left[ \exp \int_0^t \{ \vartheta V_\mathcal{Y}^{(a)}(W_s) - \gamma \} ds \right] \leq \frac{1}{1 - \varrho} \leq 2.$$

Moreover, for all $R \geq 8r N_\mathcal{Y}^{(r)}$ and all $t > 0$,

$$\sup_{z \in B_r(\mathcal{Y})} \mathbb{E}_z \left[ 1_{\{\tau^{R, a}(z) < t\}} \exp \int_0^t \{ \vartheta V_\mathcal{Y}^{(a)}(W_s) - \gamma \} ds \right] \leq 2KL \left\{ \frac{R}{r} e^{-\frac{a R^2}{8}} + \varrho^{t} \left( \frac{r}{2} \right)^{\frac{d}{2}} \right\}.$$

### 3.1. Proof of Theorem 3.1

We start with auxiliary results that will be needed in the following, and that will allow us to identify the constants in Theorem 3.1. The first lemma concerns standard bounds for Brownian motion.

**Lemma 3.2.** There exist $K_* = K_*(d) \in [1, \infty)$ and $c_* = c_*(d) \in (0, \infty)$ such that

$$\mathbb{P}_0 \left( \sup_{0 \leq s \leq t} |W_s| > R \right) \leq K_* e^{c_* R^2} \quad \text{for all } t, R > 0,$$

and

$$\mathbb{E}_0 \left[ e^{-u \vartheta R^2} \right] \leq K_* e^{-c_* u R^2} \quad \text{for all } a, u > 0.$$

**Proof.** Follows from union bounds and standard estimates for one-dimensional Brownian motion, e.g. Remark 2.22 and Exercise 2.18 in [20].
The next lemma is a consequence of the pointwise bounds in Lemma 2.5.

**Lemma 3.3.** There exists a constant $K_1 \in [1, \infty)$ such that, for all $\mathcal{Y} \in \mathcal{Y}_\theta$, $\theta \in (0, h_d]$, $a \in (0, \infty)$, $r > 2a$, $C \in \mathcal{C}_\theta^{(r)}$, $\gamma > \lambda_C$ and $x \in C \setminus B_{2a}(\mathcal{Y})$,

\begin{equation}
\mathbb{E}_x \left[ \exp \int_0^{\tau_e} \left( \theta V_Y^{(a)}(W_s) - \gamma \right) ds \right] \leq K_1 \Lambda_5^{5/2} \left( \frac{r}{a} \right)^{d} \left( 1 + \frac{\gamma + (1 + \theta)r^{-2}}{\gamma - \lambda_C} \right)
\end{equation}

and

\begin{equation}
\sup_{t \geq 0} \mathbb{E}_x \left[ e^{\int_t^{\tau_e} \left( \theta V_Y^{(a)}(W_s) - \gamma \right) ds} 1_{\{\tau_e > t\}} \right] \leq K_1 \Lambda_5^{5/2} \left( \frac{r}{a} \right)^{d} \left( 1 + \frac{\gamma + (1 + \theta)r^{-2}}{\gamma - \lambda_C} \right).
\end{equation}

**Proof.** By [10, Proposition 1.22], each $C \in \mathcal{C}_Y^{(r)}$ is a bounded regular domain. Noting that $V_Y^{(a)}(x) = V_{Y_{rc}}^{(a)}(x)$ for $x \in C \setminus \mathcal{Y}$, apply Lemma 2.5 with $D = C$ and use $|C| \leq |B_{1}| \Lambda_5^{d}$, $N \geq 1$.

**Corollary 3.4.** For any $\mathcal{Y} \in \mathcal{Y}_\theta$, $\theta \in (0, h_d]$, $x \in (0, \infty)$, $r > 4a$, $C \in \mathcal{C}^{(r)}$, $\gamma > \lambda_C$ and $x \in C \cap B_{r-a}(\mathcal{Y}) \setminus B_{3a}(\mathcal{Y})$,

\begin{equation}
\mathbb{E}_x \left[ \exp \int_0^{\tau_e} \left( \theta V_Y^{(a)}(W_s) - \gamma \right) ds \right] \leq K_s K_1 \Lambda_5^{5/2} \left( \frac{r}{a} \right)^{d} e^{-c \Lambda_5^{d/2}} \left( 1 + \frac{\gamma + (1 + \theta)r^{-2}}{\gamma - \lambda_C} \right)
\end{equation}

where $K_s$, $c_s$ are as in Lemma 3.2 and $K_1$ as in Lemma 3.3.

**Proof.** Use the strong Markov property at the exit time of $B_a(x)$ and apply Lemma 3.3 and (88).

With these results in place, we may identify the constants $K, c$ in Theorem 3.1 as

\begin{equation}
K := 2(K_s)^2 K_1, \quad c := \frac{c_s}{16},
\end{equation}

where $K_s$, $c_s$ are as in Lemma 3.2 and $K_1$ as in Lemma 3.3.

Fix now $\mathcal{Y} \in \mathcal{Y}_\theta$, $\theta \in (0, h_d]$, $a > 0$, $r > 4a$ and $\gamma > \Lambda_2^{(\theta,a,r)}$. In the following, we fix $K, c$ as in (92) and let $L$, $q$ be defined by (84).

The core of the proof of Theorem 3.1 is a decomposition of the Brownian path according to its excursions to and from neighbourhoods of $\mathcal{Y}$, which are marked by the following stopping times. Let $\hat{\tau}_0 = \hat{\tau}_0 := 0$ and, recursively for $n \geq 0$,

\begin{equation}
\hat{\tau}_{n+1} := \begin{cases} \infty & \text{if } \hat{\tau}_n = \infty, \\ \inf \left\{ t > \hat{\tau}_n : W_t \in B_{3a}(\mathcal{Y}) \right\} & \text{otherwise,} \end{cases}
\end{equation}

\begin{equation}
\hat{\tau}_{n+1} := \begin{cases} \infty & \text{if } \hat{\tau}_{n+1} = \infty, \\ \inf \left\{ t > \hat{\tau}_{n+1} : W_t \notin B_{r}(\mathcal{Y}) \right\} & \text{otherwise.} \end{cases}
\end{equation}

For $t \geq 0$, define

\begin{equation}
E_t := \inf \{ n \geq 0 : \hat{\tau}_{n+1} > t \}.
\end{equation}
In the following we will abbreviate, for $0 \leq s_1 \leq s_2 < \infty$,
\begin{equation}
I_{s_1}^{s_2} := \exp \left\{ \int_{s_1}^{s_2} \left( \theta V_{\gamma}^{(a)}(W_s) - \gamma \right) \, ds \right\}.
\end{equation}

**Lemma 3.5.** For all $n \in \mathbb{N}_0$,
\begin{equation}
\sup_{x \notin B_r(\mathcal{Y})} \sup_{t \geq 0} \mathbb{E}_x \left[ I_{0}^{\tau_1} 1 \{ \tau_1 = n \} \right] \leq \varrho^n.
\end{equation}

**Proof.** We will prove (96) by induction in $n$. The case $n = 0$ is simple since then $V_{\gamma}^{(a)}(W_s) = 0$ for all $0 \leq s \leq t$. To treat the case $n = 1$, fix $x \notin B_r(\mathcal{Y})$ and $t > 0$. There are two cases: either $\tilde{\tau}_1 \leq t < \tilde{\tau}_2$, or $\tilde{\tau}_1 \leq t < \tilde{\tau}_2$. Let $\tilde{C}_1 \in \mathcal{G}_r^{(r)}$ such that $W_{\tilde{\tau}_1} \in \tilde{C}_1$. Using the Markov property, we have
\begin{equation}
\mathbb{E}_x \left[ I_{\tilde{\tau}_1}^{\tilde{\tau}_2} \mathbb{1}_{\{ \tilde{\tau}_1 < \tilde{\tau}_2 \}} \left| \tilde{\tau}_1, (W_s)_{s \leq \tilde{\tau}_1} \right. \right] \leq \mathbb{E}_{W_{\tilde{\tau}_1}} \left[ I_{0}^{\tilde{\tau}_2} \mathbb{1}_{\{ \tilde{\tau}_2 > \tilde{\tau}_1 \}} \right] = \mathbb{E}_{W_{\tilde{\tau}_1}} \left[ I_{0}^{\tilde{\tau}_2} \right] \leq L/(2K_r).
\end{equation}

and, using that $V_{\gamma}^{(a)}(W_s) = 0$ for all $s \leq \tilde{\tau}_1$, we may bound, $\mathbb{P}_x$-a.s. on the event $\{ \tilde{\tau}_1 \leq t \}$,
\begin{equation}
\mathbb{E}_x \left[ I_{\tilde{\tau}_1}^{\tilde{\tau}_2} \mathbb{1}_{\{ \tilde{\tau}_1 < \tilde{\tau}_2 \}} \left| \tilde{\tau}_1, (W_s)_{s \leq \tilde{\tau}_1} \right. \right] \leq \mathbb{E}_x \left[ I_{\tilde{\tau}_1}^{\tilde{\tau}_2} \right] \leq L/(2K_r).
\end{equation}

Since $r > 4a$ and $x \notin B_r(\mathcal{Y})$, $\tilde{\tau}_1 \geq \tau_{B_r(x)}$ and thus
\begin{equation}
\mathbb{E}_x \left[ I_{0}^{\tau_1} \mathbb{1}_{\{ \tau_1 \leq t \}} \right] \leq \mathbb{E}_0 \left[ e^{-\gamma \tau_1} \right] \leq K_r e^{-c_r \sqrt{\gamma}}
\end{equation}
by Lemma 3.2. This together with (97)–(98) gives
\begin{equation}
\mathbb{E}_x \left[ I_{0}^{1} \mathbb{1}_{\{ E_1 = 1 \}} \right] = \mathbb{E}_x \left[ I_{0}^{\tilde{\tau}_1} \mathbb{1}_{\{ \tilde{\tau}_1 \leq t \}} \right] \leq \mathbb{E}_0 \left[ e^{-\gamma \tau_1} \right] \leq K_r e^{-c_r \sqrt{\gamma}}
\end{equation}
by (84), concluding the case $n = 1$. Suppose now by induction that (96) has been shown for some $n \geq 1$. If $E_t = n + 1$, then $\tilde{\tau}_1 \leq t$ and we can write
\begin{equation}
\mathbb{E}_x \left[ I_{0}^{n+1} \mathbb{1}_{\{ E_{n+1} = 1 \}} \right] = \mathbb{E}_x \left[ I_{0}^{\tilde{\tau}_1} \mathbb{1}_{\{ \tilde{\tau}_1 \leq t \}} \right] \mathbb{E}_{W_{\tilde{\tau}_1}} \left[ I_{0}^{\tau - s} \mathbb{1}_{\{ \tau - s > \tilde{\tau}_1 \}} \right] \leq \varrho^n \mathbb{E}_x \left[ I_{\tilde{\tau}_1}^{\tilde{\tau}_2} \right] \leq \varrho^{n+1}/(2K_r).
\end{equation}

The next result is the key lemma for the proof of Theorem 3.1.

**Lemma 3.6.** For each $z \in \mathbb{R}^d$, $R > 0$ and $n \in \mathbb{N}_0$,
\begin{equation}
\forall x \notin B_r(\mathcal{Y}), t \geq 0 : \mathbb{E}_x \left[ I_{0}^{\tau_1} \mathbb{1}_{\{ \tau_1 \leq t \}} \right] \leq 2L \varrho^{(n-1)+} \mathbb{P}_x \left( \sup_{0 \leq s \leq t} |W_s - z| > R - 2N_{\gamma}^{(r)}nr \right).
\end{equation}
Proof. Fix \( z \in \mathbb{R}^d \) and \( R > 0 \). We will again prove (102) by induction in \( n \). The case \( n = 0 \) follows since then \( V_0^{(a)}(W_s) = 0 \) for all \( 0 \leq s \leq t \). Define the events

\[
E_n := \left\{ \sup_{0 \leq s \leq u} |W_s - z| \geq R - 2nr_N^{(r)} \right\}, \quad n \in \mathbb{N}_0, u \geq 0.
\]

For the case \( n = 1 \), fix \( x \not\in B_r(\mathcal{Y}) \) and \( t > 0 \). Consider first the case \( \tau_{B^c_r(z)} < \hat{\tau}_1 \). We claim that, on this event, \( E_1^{(0)} \) occurs. Indeed, if \( \tau_{B^c_r(z)} < \hat{\tau}_1 \) this is clear, and if \( \hat{\tau}_1 < \tau_{B^c_r(z)} \leq \hat{\tau}_1 \) then \( |W_{\hat{\tau}_1} - z| > R - 2r_N^{(r)} \) as the diameter of any component \( C \in \mathcal{E}_N^{(r)} \) is bounded by \( 2r_N^{(r)} \). Thus

\[
E_x \left[ I_0^{(1)} \{ \tau_{B^c_r(z)} \leq \hat{\tau}_1, E_1 = 1 \} \right] \leq E_x \left[ I_{\hat{\tau}_1}^{(1)} \cap \{ \tau_{B^c_r(z)} \leq \hat{\tau}_1, E_1 = 1 \} \right] \leq L \mathbb{P}_x \left( E_1^{(0)} \right)
\]

by (97)–(98) above. If \( t \geq \tau_{B^c_r(z)} > \hat{\tau}_1 \), then \( \hat{\tau}_1 < t < \hat{\tau}_2 \), and thus

\[
E_x \left[ I_0^{(1)} \{ \tau_{B^c_r(z)} \leq t, E_1 = 1 \} \right] \leq E_x \left[ I_{\hat{\tau}_1}^{(1)} \{ \hat{\tau}_1 \leq t \} \mathbb{P}_{W_{\hat{\tau}_1}} \left( E_1^{(0)} \right) \right] \leq \mathbb{P}_{W_{\hat{\tau}_1}} \left( E_1^{(0)} \right)
\]

Note now that, since \( \hat{\tau}_1 \leq \hat{\tau}_1 \) and \( |W_{\hat{\tau}_1} - W_{\hat{\tau}_2}| \leq 2r_N^{(r)} \),

\[
\mathbb{P}_{W_{\hat{\tau}_1}} \left( E_1^{(0)} \right) \leq \mathbb{P}_{W_{\hat{\tau}_1}} \left( E_1^{(1)} \right)
\]

and thus (105) is at most

\[
E_x \left[ I_0^{(1)} \{ \tau_{B^c_r(z)} \leq t \} \mathbb{P}_{W_{\hat{\tau}_1}} \left( E_1^{(1)} \right) \right] \leq \mathbb{P}_{W_{\hat{\tau}_1}} \left( E_1^{(1)} \right) \leq L \mathbb{P}_x \left( E_1^{(1)} \right)
\]

by Corollary 3.4 and (84). Collecting (104)–(107), we conclude the case \( n = 1 \).

Assume now by induction that (102) holds for some \( n \geq 1 \). There are two possible cases: either \( \tau_{B^c_r(z)} \leq \hat{\tau}_1 \) or not. In the first case, we conclude as before that \( E_1^{(1)} \) occurs. Then we may write

\[
E_x \left[ I_0^{(1)} \{ E_1 = n+1, \tau_{B^c_r(z)} \leq \hat{\tau}_1 \} \right] \leq \mathbb{P}_{W_{\hat{\tau}_1}} \left( E_1^{(1)} \right) \leq \mathbb{P}_{W_{\hat{\tau}_1}} \left( E_1^{(1)} \right) \leq L \mathbb{P}_x \left( E_1^{(1)} \right)
\]

by Lemma 3.5, Corollary 3.4 and (84). Consider now the case \( \hat{\tau}_1 < \tau_{B^c_r(z)} \) and write

\[
E_x \left[ I_0^{(1)} \{ E_1 = n+1, \hat{\tau}_1 < \tau_{B^c_r(z)} \leq t \} \right] = E_x \left[ I_0^{(1)} \{ \hat{\tau}_1 \leq t \} \mathbb{P}_{W_{\hat{\tau}_1}} \left( E_1^{(1)} \right) \right] \leq 2L \mathbb{P}_x \left( E_1^{(1)} \right)
\]

by the induction hypothesis. Reasoning as for (106), we get

\[
\mathbb{P}_{W_{\hat{\tau}_1}} \left( E_1^{(1)} \right) \leq \mathbb{P}_{W_{\hat{\tau}_1}} \left( E_1^{(1)} \right) \leq \mathbb{P}_{W_{\hat{\tau}_1}} \left( E_1^{(1)} \right) \leq L \mathbb{P}_x \left( E_1^{(1)} \right)
\]

by Corollary 3.4. Combining (108) and (110) we conclude the induction step. 

\[\square\]
We are now ready to finish the:

Proof of Theorem 3.1. Item (85) follows from Lemma 3.5. To show (86), fix \( z \in B_r(\mathcal{Y})^c \) and write

\[
E_z \left[ I_{0}^{t} \{ \tau_{B_{c}^{R}(z)} \leq t \} \right] = \sum_{n=0}^{\infty} E_z \left[ I_{0}^{t} \{ \tau_{B_{c}^{R}(z)} \leq t, E_{z} = n \} \right]
\]

(111)

\[
\leq 2L \sum_{n=0}^{\infty} \varrho^{(n-1)^+} P_0 \left( \sup_{0 \leq s \leq t} |W_s| \geq R - 2N_{Y}^{(r)} nr \right)
\]

by Lemma 3.6 and the translation invariance of Brownian motion. Split the sum in (111) according to whether \( 4N_{Y}^{(r)}(n-1)r > R \) or not to obtain

\[
\frac{1}{2L} E_z \left[ I_{0}^{t} \{ \tau_{B_{c}^{R}(z)} \leq t \} \right] \leq 2e^{\frac{R}{rN_{Y}^{(r)}}} + 4 e^{\frac{R}{rN_{Y}^{(r)}}} + 2 \left( R \right) P_0 \left( \sup_{0 \leq s \leq t} |W_s| \geq \frac{1}{2} R \right)
\]

(112)

using \( \varrho \leq 1/2, R \geq 8rN_{Y}^{(r)} \), Lemma 3.2 and (92). This concludes the proof. \( \square \)

4. SMALL DISTANCES IN POISSON CLOUDS

We collect some elementary facts concerning the probability to find Poisson points close to each other. With the help of Proposition 2.9, this will allow us to control in Section 5.1 the growth of the maximal principal eigenvalue \( \Lambda_{(\theta,a,r)}^{Y} \) appearing in Theorem 3.1 with \( Y = \mathcal{P} \cap B_{R} \).

Lemma 4.1. For any measurable \( D \subset \mathbb{R}^d \), any \( r \in (0, \infty) \) and any \( k \in \mathbb{N}_0 \),

\[
P \left( \exists \text{ distinct } y_0, \ldots, y_k \in \mathcal{P} : y_0 \in D, \max_{1 \leq i \leq k} |y_i - y_{i-1}| \leq r \right) \leq |D| \frac{|B_r|^k}{(k+1)!}.
\]

Moreover,

\[
P \left( \sup_{x \in D} \omega(B_r(x)) \geq k + 1 \right) \leq |B_r(D)| \frac{|B_{2r}|^k}{(k+1)!}.
\]

Proof. We start with (113). We may assume that \( |D| < \infty \). First note that, if \( y_0 \in D \) and \( |y_i - y_{i-1}| < r \) for \( 1 \leq i \leq k \), then \( \{y_0, \ldots, y_k\} \subset D_k := B_{kr}(D) \). Let \( (X_i)_{i \geq 0} \) be i.i.d. random vectors, each uniformly distributed in \( D_k \). Note that, for any fixed \( N \in \mathbb{N}, D_k \cap \mathcal{P} \) has under its conditional law given that \( \omega(D_k) = N \) the same distribution as \( \{X_1, \ldots, X_N\} \). For \( N \geq k + 1 \), estimate with a union
Lemma 4.2. For all measurable $D \subset \mathbb{R}^d$, all $k \in \mathbb{N}_0$ and all $r \in (0, \infty)$, we have
\begin{align}
\mathbb{P} \left( \exists \text{ distinct } j_0, \ldots, j_k \in \{1, \ldots, N\} : X_{j_0} \in D, \max_{1 \leq i \leq k} |X_{j_i} - X_{j_{i-1}}| \leq r \right)
\leq \left( \begin{array}{c} N \\ k + 1 \end{array} \right) \mathbb{P} \left( X_0 \in D, \max_{1 \leq i \leq k} |X_i - X_{i-1}| \leq r \right)
= \left( \begin{array}{c} N \\ k + 1 \end{array} \right) \frac{1}{|D|^{k+1}} \int_D \int_{B_r(x_0)} \int_{B_r(x_{k-1})} \cdots \int_{B_r(x_{k-1})} dx_k = \left( \begin{array}{c} N \\ k + 1 \end{array} \right) \frac{|D||B_r|^k}{|D|^{k+1}}.
\end{align}

Since $|\mathcal{P} \cap D_k|$ has distribution Poisson($|D_k|$), splitting the left-hand side of (113) according to whether $|\mathcal{P} \cap D_k| = N \geq k + 1$ and using (115), we get the bound
\begin{align}
\sum_{N=k+1}^{\infty} \left( \begin{array}{c} N \\ k + 1 \end{array} \right) \frac{|D||B_r|^k |D_k|^N}{|D_k|^{k+1} N!} e^{-|D_k|} = |D| \frac{|B_r|^k}{(k + 1)!}
\end{align}
as advertised. Now (114) follows from (113) with $D, r$ substituted by $B_r(D), 2r$. \hfill \Box

Next we provide a lower bound on the probability to have close Poisson points.

Lemma 4.3. For any $\omega \in \mathcal{F}$, we have
\begin{align}
\mathbb{P} \left( \exists x, y \in D : \omega(B_r(x)) = \omega(B_r(y)) \right) \geq 1 - \exp \left\{ -\frac{|D|^{k+1} e^{-|B_r|}}{2^k (k + 1)!} \right\}
\end{align}

Proof. Note that there exists a finite $F \subset D$ such that $B_r(x) \cap B_r(y) = \emptyset$ for all distinct $x, y \in F$ and $\# F \geq \lceil |D|/|B_{2r}| \rceil$, which can be proved e.g. by induction on $\lceil |D|/|B_{2r}| \rceil$. Then the family $\omega(B_r(x)), x \in F$, is i.i.d., and we may estimate
\begin{align}
\mathbb{P} \left( \forall x \in D : \omega(B_r(x)) \neq k + 1 \right) \leq (1 - \mathbb{P} (\omega(B_r) = k + 1))^{\# F}
\leq \exp \left\{ -|D| \frac{\mathbb{P} (\omega(B_r) = k + 1)}{|B_{2r}|} \right\},
\end{align}

where we also used $1 - x \leq e^{-x}$. Since $\omega(B_r)$ has distribution Poisson($|B_r|$), (117) follows. \hfill \Box

We now apply the bounds in Lemmas 4.1–4.2 to derive several asymptotic results. As a first consequence of Lemma 4.1, we can show that, for fixed $\alpha > 0$, the maximal number of Poisson points in $\alpha$-neighbourhoods of points in $B_R$ grows at most logarithmically in $R$:

Corollary 4.3. For any $\alpha \in (0, \infty)$,
\begin{align}
\lim_{R \to \infty} (\log R)^{-1} \sup_{x \in B_R} \omega(B_\alpha(x)) = 0 \quad \mathbb{P}\text{-a.s.}
\end{align}

Proof. Fix $\alpha \in (0, \infty)$ and $K > 1$. By (114), there exists a constant $c \in (0, \infty)$ such that
\begin{align}
\mathbb{P} \left( \sup_{x \in B_K^n} \omega(B_\alpha(x)) \geq n \right) \leq c \left( \frac{K\alpha}{n!} \right)^n.
\end{align}
Since this is summable in $n$, the Borel-Cantelli lemma implies $\sup_{x \in B_{K^n}} \omega(B_n(x)) \leq n$ a.s. eventually. For $R \in (1, \infty)$, take $n_R \in \mathbb{N}$ such that $K^{n_R-1} < R \leq K^{n_R}$. Then $\lim_{R \to \infty} n_R = \infty$ and
\[
\limsup_{R \to \infty} (\log R)^{-1} \sup_{x \in B_R} \omega(B_n(x)) \leq \lim_{R \to \infty} \frac{n_R}{\log R} = (\log K)^{-1} \text{ P-a.s.},
\]
and we complete the proof letting $K \to \infty$. \hfill $\Box$

Next we show that the number of points in neighborhoods with radii decreasing sufficiently fast to 0 are bounded by a constant. Recall the notation $\mathcal{P} = \{x \in \mathbb{R}^d : \omega(\{x\}) = 1\}$ for the support of $\omega$.

**Lemma 4.4.** Fix $k \in \mathbb{N}$ and a function $g : (0, \infty) \to (0, \infty)$. Let $R(t), r(t) \in (0, \infty)$ satisfy
\[
R(t) \to \infty, \quad r(t) \to 0 \quad \text{and} \quad R(t)r(t)^k \sim g(t)^{-\frac{1}{2}} \quad \text{as } t \to \infty.
\]
Assume that $R(t)$ is eventually non-decreasing, $r(t)$ is eventually non-increasing and
\[
\sum_{n=1}^{\infty} g(2^n)^{-1} < \infty.
\]
Then, for $N^{(r)}_Y$ as in (83) and $\mathcal{P}_R = \mathcal{P} \cap B_R$,
\[
\lim_{t \to \infty} \sup_{|x| \leq R(t)} \omega(B_{r(t)}(x)) \leq k \quad \text{and} \quad \lim_{t \to \infty} \sup_{t \in \mathcal{P}_R} N^{(r(t))}_{\mathcal{P}_R} \leq k \quad \text{P-a.s.}
\]

**Proof.** Applying (114) and our assumptions we get, for some constant $c > 0$ and all $n$ large enough,
\[
\mathbb{P}\left( \sup_{x \in B_{r(2^n)(x)}} \omega(B_{r(2^n)}(x)) \geq k + 1 \right) \leq cg(2^n)^{-1}.
\]

Now the Borel-Cantelli lemma implies that $\sup_{x \in B_{r(2^n)+1}} \omega(B_{r(2^n)}(x)) \leq k$ almost surely for all large enough $n$, and the first inequality in (120) follows by interpolation and monotonicity. To see that the second inequality follows from the first, note that, for any $R, r > 0$,
\[
\{ \exists \mathcal{C} \in \mathcal{P}_R^{(r)} : N_{\mathcal{C}} \geq k + 1 \} \subset \{ \exists x \in B_R : \omega(B_{2kr}(x)) \geq k + 1 \}.
\]

The following corollary is immediate from (117).

**Corollary 4.5.** Fix $n \in \mathbb{N}$ and let $R(t), r(t) \in (0, \infty)$ satisfy $r(t) \to 0, R(t)r(t)^k \to \infty$ as $t \to \infty$.

Then
\[
\lim_{t \to \infty} \mathbb{P}\left( \exists x \in B_{R(t)} : \omega(B_{r(t)}(x)) = k + 1 \right) = 1.
\]

The next lemma is needed for the results on the $\limsup$-asymptotic.

**Lemma 4.6.** Fix $k \in \mathbb{N}$. Let $R(t), r(t), g(t) \in (0, \infty)$ satisfy (119) and $\sum_{n \geq 1} g(2^n)^{-1} = \infty$.

Then
\[
\limsup_{t \to \infty} \sup_{|x| \leq R(t)} \omega(B_{r(t)}(x)) \geq k + 1 \quad \text{P-a.s.}
\]
Proof. Let $A_n := B_{R(2^n) - r(2^n)} \setminus B_{R(2^n-1) + r(2^n)}$, $n \in \mathbb{N}$. Using (117), our assumptions on $R(t)$, $r(t)$ and $1 - e^{-x} \sim x$ as $x \to 0$, we find a constant $c > 0$ such that
\[ \sum_{n \in \mathbb{N}} \mathbb{P} \left( \sup_{x \in A_n} \omega(B_{r(2^n)}(x)) \geq k + 1 \right) \geq c \sum_{n=1}^{\infty} q(2^n)^{-1} = \infty. \]
Noting that $\sup_{x \in A_n} \omega(B_{r(2^n)}(x)), n \in \mathbb{N}$, are independent random variables, the second Borel-Cantelli lemma yields the result.

In the remaining lemmata we investigate the $\lim \inf$ behaviour.

Lemma 4.7. Fix $k \in \mathbb{N}$. Let $R(t)$, $r(t) \in (0, \infty)$ satisfy $R(t) \to \infty$, $r(t) \to 0$ as $t \to \infty$ and
\[ (124) \quad c := \liminf_{t \to \infty} \frac{(R(t)r(t))^d}{\log \log t} > \frac{2^d(k+1)!}{|B_1|}. \]
Then
\[ (125) \quad \liminf_{t \to \infty} \sup_{x \in B_{R(t)}} \omega(B_{r(t)}(x)) \geq k + 1 \quad \mathbb{P}\text{-a.s.} \]

Proof. Fix $\varepsilon > 0$ such that $c - \varepsilon > (1 + \varepsilon)2^d(k+1)!/|B_1|$. By (117) and our assumptions on $R$, $r$,
\[ \mathbb{P} \left( \sup_{x \in B_{R(t)}(x)} \omega(B_{r(t)}(x)) \leq k \right) \leq \exp \left\{ -\frac{|B_1|}{2^d(k+1)!} (c - \varepsilon) \log n \right\} \leq n^{-(1+\varepsilon)} \]
for all $n$ large enough. Now (125) follows by the Borel-Cantelli lemma.

We state next an improvement of (114). For $D \subset \mathbb{R}^d$ and $r > 0$, we denote by
\[ (126) \quad \vartheta_r(D) := \min \left\{ n \in \mathbb{N} : \exists z_1, \ldots, z_n \in \mathbb{R}^d, D \subset \bigcup_{i=1}^n (z_i + [0, r]^d) \right\} \]
the minimum number of boxes of side-length $r$ needed to cover $D$.

Lemma 4.8. For any $k, m \in \mathbb{N}$, any measurable $D_1, \ldots, D_m \subset \mathbb{R}^d$, and any $r_1, \ldots, r_m \in (0, \infty)$,
\[ (127) \quad \mathbb{P} \left( \sup_{1 \leq i \leq m} \sup_{x \in D_i} \omega(B_{r_i}(x)) \leq k \right) \geq \prod_{i=1}^m \left( 1 - \frac{(2r_i)^d |B_{2r_i}|}{(k+1)!} \vartheta_{r_i}(D) \right). \]

Proof. We first note that $\sup_{x \in D_i} \omega(B_{r_i}(x)), 1 \leq i \leq m$, is a family of associated random variables (cf. [22, Proposition 4], see also [13, Theorem 5.1]), i.e.,
\[ (128) \quad \mathbb{P} \left( \sup_{1 \leq i \leq m} \sup_{x \in D_i} \omega(B_{r_i}(x)) \leq k \right) \geq \prod_{i=1}^m \mathbb{P} \left( \sup_{x \in D_i} \omega(B_{r_i}(x)) \leq k \right). \]
Consider the case $m = 1$, and write $D = D_1$, $r = r_1$. Then, with $z_1, \ldots, z_m \in \mathbb{R}^d$ as in (126),
\[ (129) \quad \mathbb{P} \left( \sup_{x \in D} \omega(B_r(x)) \leq k \right) \geq \mathbb{P} \left( \frac{\vartheta_r(D)}{\sup_{i=1}^m \sup_{x \in z_i + [0, r]^d} \omega(B_r(x)) \leq k} \geq \left( 1 - \frac{(2r)^d |B_{2r}|}{(k+1)!} \right) \vartheta_r(D) \right) \]
by (128) and (114). Now (127) follows from (128)–(129).
The following lemma uses ideas from [9, Lemma 5.2].

**Lemma 4.9.** Let \( k \geq 2 \) and \( R(t), r(t) > 0 \) satisfy

\[
R(t) \sim t^{\frac{k}{k-1}} \left( \log \log t \right)^{-\frac{1}{k-1}}, \quad r(t) \sim t^{\frac{1}{k-1}} \left( \log \log t \right)^{\frac{1}{k-1}} \quad \text{as } t \to \infty.
\]

Let \( b_n > 0, n \in \mathbb{N} \), such that

\[
\sum_{n=1}^{\infty} (2^{n-1}b_n^k) < \frac{(k+1)!}{(2^k B_1)^{k+1}}.
\]

Let \( \rho > 0 \) and \( z(t) := [\rho \log t] \). Then

\[
\liminf_{t \to \infty} \sup_{n=1}^{z(t)} \sup_{x \in B_{n-1} R(t)} \omega(B_{b_n r(t)}) (x) \leq k \quad \text{P-a.s.}
\]

**Proof.** We may assume that \( \rho > 1 \). Abbreviate \( \ell(t) := \log \log t \). Take \( t_0 \in (1, \infty) \) large enough such that \( \ell(t_0) > 1 \), and define a growing sequence \( t_j \in \mathbb{N}_0 \), recursively by

\[
t_j = t_{j-1} \exp\{\rho \ell(t_{j-1})\}, \quad j \in \mathbb{N}.
\]

For \( j \in \mathbb{N} \) and \( n \in \mathbb{N} \), set

\[
A_{j,n} := B_{2^{n-1} R(t_j)} \setminus B_{R(t_{j-1})}, \quad X_j := \sup_{1 \leq k \leq n} \sup_{x \in B_{2^{n-1} R(t_j)}} \omega(B_{b_n r(t_j)} (x)),
\]

\[
\hat{X}_j := \sup_{1 \leq k \leq n} \sup_{x \in A_{j,n}} \omega(B_{b_n r(t_j)} (x)), \quad \check{X}_j := \sup_{x \in B_{R(t_j)}} \omega(B_{b_n r(t_j)} (x)).
\]

Note that \( X_j = \max(\hat{X}_j, \check{X}_j) \). Thus it will be sufficient to show that \( \text{P-a.s.} \)

\[
\limsup_{j \to \infty} \hat{X}_j \leq k \quad \text{and} \quad \liminf_{j \to \infty} \check{X}_j \leq k.
\]

To obtain the first inequality, note that by (114) there exists a constant \( c \in (0, \infty) \) such that

\[
\mathbb{P} \left( \hat{X}_j \geq k+1 \right) \leq c \left( R(t_{j-1}) r(t_j) \right)^d \leq 2 c e^{-\frac{k}{k-1} \left( d \ell(t_{j-1}) - \log \ell(t_{j-1}) \right)} \leq 2 c e^{-\frac{d \rho \ell(t_{j-1})}{k-1} \ell(t_{j-1})}.
\]

for all large enough \( j \), where we used \( \ell(t_j) \leq 2 \ell(t_{j-1}) \), and \( \varepsilon_j \to 0 \) as \( j \to \infty \). To conclude with the Borel-Cantelli lemma, note that (135) is summable in \( j \) since, for any \( \alpha > 1 \),

\[
\sum_{j=0}^{\infty} \int_{t_j}^{t_{j+1}} \frac{1}{t} e^{-\alpha t} dt = \sum_{j=0}^{\infty} \int_{t_j}^{t_{j+1}} \frac{1}{t} e^{-\alpha t} dt \geq \sum_{j=0}^{\infty} \log(t_{j+1}/t_j) e^{-\alpha t_j} > \sum_{j=0}^{\infty} e^{-\alpha t_j}.
\]

Consider now the second inequality in (134). By (127), for all \( j \in \mathbb{N} \),

\[
\log \mathbb{P} \left( \check{X}_j \leq k \right) \geq \log \mathbb{P} \left( X_j \leq k \right)
\]

\[
\geq \sum_{n=1}^{z(t_j)} \theta_{b_n r(t_j)} \left( B_{2^{n-1} R(t_j)} \right) \log \left( 1 - \frac{(2 b_n r(t_j))^d |B_{2 b_n r(t_j)}|^k}{(k+1)!} \right).
\]
Using (130), \( \log(1 - x) \sim -x \) as \( x \to 0 \) and \( \vartheta_r(B_R) \sim |B_R|/r^d \) as \( r \downarrow 0 \), \( R \uparrow \infty \), we obtain
\[
\log P \left( \hat{X}_j \leq k \right) \geq -(1 + \varepsilon_j) \left( \frac{2^n |B_1|}{(k + 1)!} \right) \sum_{n=1}^{\infty} (2^{n-1} b_k^k)^d > -(1 - \delta) \ell(t_j)
\]
for large \( j \) by (131), where \( \varepsilon_j \to 0 \) as \( j \to \infty \) and \( \delta \in (0, 1) \). Since, for some \( c \in (0, \infty) \),
\[
\infty = \int_{t_0}^{\infty} \frac{1}{t} e^{-\ell(t)} dt \leq \sum_{j=0}^{\infty} \rho(t_j) e^{-\ell(t_j)} \leq c \sum_{j=0}^{\infty} e^{-(1-\delta)\ell(t_j)},
\]
we deduce \( \sum_{j=0}^{\infty} P(\hat{X}_j \leq k) = \infty \). Note now that, since \( R(t_{j+1}) \gg 2^{(t_j)} R(t_j) \) as \( j \to \infty \), there exists a \( j_0 \in \mathbb{N} \) such that both \( (\hat{X}_{2j})_{j \geq j_0} \) and \( (\hat{X}_{2j+1})_{j \geq j_0} \) are families of independent random variables, allowing us to conclude the proof with an application of the second Borel-Cantelli lemma. \( \square \)

5. Proof of the Main Theorems

Throughout this section, we fix \( d \geq 3 \) arbitrary in general, but \( d = 3 \) whenever we treat the renormalized potential \( \tilde{V} \). We also fix \( \theta \in (0, \frac{h_d}{2}] \) and set \( k = k_0 = \lfloor \frac{h_d}{\theta} \rfloor \), where \( h_d = (d - 2)^2/8 \).

The section is organized as follows. In Sections 5.1–5.2 below, we provide some preparatory results concerning respectively bounds for principal eigenvalues and estimates of the error introduced when substituting either \( V(Y) \) or \( \tilde{V} \) by a truncated potential \( V(a) \). Section 5.3 contains the proofs of Theorems 1.7 and 1.2 as well as of the upper bounds for Theorems 1.4, 1.5 and 1.6. Corresponding lower bounds are proved first in the special case of truncated potentials in Section 5.4. The proofs of Theorem 1.9 is given in Section Section 5.5, as well as the completion of the proofs of Theorems 1.4, 1.5, 1.6 and 1.10. Finally, Theorems 1.8 and 1.3 are proved in Section 5.6.

5.1. Bounds for principal eigenvalues. In order to make use of the upper bound given in Theorem 3.1, we study the almost-sure asymptotics as \( R \to \infty \) of \( \Lambda^{(\theta, a, r)}_Y \) defined in (83) with \( \mathcal{Y} = \mathcal{P}_R = \mathcal{P} \cap B_R \). To this end, we will combine the multipolar Hardy inequality from Section 2.4 and the Poissonian asymptotics stated in Section 4.

Fix \( 0 < a < r < \infty \) and recall (82)–(83). For \( s > 0 \), write
\[
\{ \Lambda^{(\theta, a, r)}_{P_R} > s \} \subset \{ \Lambda^{(\theta, a, r)}_{P_R} > s, N^{(r)}_{P_R} \leq k + 1 \} \cup \{ N^{(r)}_{P_R} \geq k + 2 \}.
\]
The second event in (136) can be controlled by
\[
\{ N^{(r)}_{P_R} \geq k + 2 \} \subset \{ \exists x \in B_R : \omega(B_{(k+1)r}(x)) \geq k + 2 \}.
\]
To control the first event in (136), write, for \( C \subset \mathcal{C}^{P_R}_r \),
\[
\Gamma(C) := \inf \{ s > 0 : B_s(\mathcal{P}_R \cap C) \text{ is connected} \}
\]
and set
\[
c_{mp} := (k + 1) \frac{\pi^2 + 3\theta}{2}.
\]
Then, by the multipolar Hardy inequality (70),

\[ \{ \Lambda_{P_R}^{(\theta,a,r)} > s, \mathcal{N}_{P_R}^{(r)} \leq k + 1 \} \subset \{ \exists C \in \mathcal{C}_{P_R}^{(r)} : \lambda_C > s, \mathcal{N}_C = k + 1 \} \]

and

\[ \begin{align*}
\& \subset \left\{ \exists \text{ distinct } y_1, \ldots, y_{k+1} \in \mathcal{P}_R : \bigcup_{i=1}^{k+1} B_{(\mathcal{C}_{\mathcal{M}}/s)^{1/2}}(y_i) \text{ is connected} \right\} \\
\& \subset \left\{ \exists x \in B_R : \omega(B_{2k(\mathcal{C}_{\mathcal{M}}/s)^{1/2}}(x)) \geq k + 1 \right\}.
\end{align*} \]

Combining these results, we get

\[ \{ \Lambda_{P_R}^{(\theta,a,r)} > s \} \subset \left\{ \sup_{x \in B_R} \omega(B_{2k(\mathcal{C}_{\mathcal{M}}/s)^{1/2}}(x)) \geq k + 1 \right\} \cup \left\{ \sup_{x \in B_R} \omega(B_{(k+1)r}(x)) \geq k + 2 \right\}. \tag{138} \]

With this inclusion at hand, we derive next several consequences of the results from Section 4.

**Lemma 5.1.** Let \( 0 < a < r < R < \infty \) and \( \theta \in (0, \frac{d+1}{2}] \). There exists a constant \( c \in (0, \infty) \) depending only on \( \theta \) and \( d \) such that, for all \( s > cR^{-2} \),

\[ P \left( \Lambda_{P_R}^{(\theta,a,r)} > s \right) \leq c R^d \left( s^{-\frac{2}{k}} + r^{d(k+1)} \right). \tag{139} \]

**Proof.** We can assume \( c \geq 4k^2c_{\mathcal{M}} \). Using (138), (114) and \( 2k(\mathcal{C}_{\mathcal{M}}/s)^{1/2} < R \), we get

\[ P \left( \Lambda_{P_R}^{(\theta,a,r)} > s \right) \]

\[ \leq P \left( \sup_{x \in B_R} \omega(B_{2k(\mathcal{C}_{\mathcal{M}}/s)^{1/2}}(x)) \geq k + 1 \right) + P \left( \sup_{x \in B_R} \omega(B_{(k+1)r}(x)) \geq k + 2 \right) \]

\[ \leq |B_1| (2R)^d \left( \frac{|B_1|(4k(\mathcal{C}_{\mathcal{M}}/s)^{1/2})^d}{(k+1)!} + |B_1| (2(k+1)r)^d \right) \frac{|B_1| (2(k+1)r)^d}{(k+2)!}. \]

This shows (139). \( \square \)

**Lemma 5.2.** Fix \( \alpha > (k + 1)^{-1} \) and let \( R(t) \to \infty \), \( g(t) \to \infty \) as \( t \to \infty \). For any \( c_1, c_2 \in (0, \infty) \),

\[ \lim_{t \to \infty} \frac{\Lambda_{R(t)}}{g(t)R(t)^{2/k}} = 0 \quad \text{in probability}, \quad \text{where} \quad \Lambda_R := \Lambda_{P_R}^{(\theta,c_1R^{-\alpha},c_2R^{-\alpha})}. \tag{140} \]

If moreover \( \sum_{n=1}^{\infty} g(2n)^{-d\alpha/2} < \infty \), \( R \) is regularly varying with positive index, and \( g \) is either eventually non-decreasing or slowly varying, then (140) holds almost surely.

**Proof.** (140) follows directly from (139). For the second statement, note that, for \( n \in \mathbb{N} \), (138) yields

\[ \left\{ \Lambda_{R(t)} > n^{-1} g(t)R(t)^{2/k} \right\} \]

\[ \subset \left\{ \sup_{|x| \leq R(t)} \omega(B_{(\mathcal{C}_{\mathcal{M}}/s)^{1/2}}(x)) \geq k + 1 \right\} \cup \left\{ \sup_{|x| \leq R(t)} \omega(B_{c_2(k+1)R(t)^{-\alpha}}(x)) \geq k + 2 \right\}, \]
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where \( r(t) = 2k \sqrt[c_{mp}r]{g(t)^{-1/2}} R(t)^{-1/k} \). By [3, Theorem 1.5.3], we may assume that \( R(t) \) and \( r(t) \) are eventually monotone. By (120), \( \limsup_{t \to \infty} \Lambda_R(t)/(g(t)R(t)^{2/k}) \leq 1/n \) almost surely, and to conclude we let \( n \uparrow \infty \)

The following lemma will be used in the proof of Theorem 1.6.

**Lemma 5.3.** Let \( R(t) \) as in (130) and \( \alpha > (k+1)^{-1} \). For \( n \geq 1 \), let \( a_n(t) := (2^{n-1} R(t))^{-\alpha} \) and, for \( A > 0 \),

\[
\Lambda_{t,n} := \Lambda_{2^{n-1} R(t)+1}, \quad \Theta_{t,n}(A) := \Lambda_{t,n} - A1_{\{n \geq 2\}} 4^{-n-1} t^{2/(\log \log t)^{2}} (\log \log t)^{-\pi(k-1)}.
\]

Let \( \rho > 0 \) and \( z(t) := [\rho \log \log t] \). For any \( A > 0 \), there exists a \( C = C(A, k, d) \in (0, \infty) \) such that

\[
\liminf_{t \to \infty} t^{-\frac{2}{\pi(k-1)}} (\log \log t)^{\frac{2}{\pi(k-1)}} \max_{n=1} z(t) \Theta_{t,n}(A) \leq C \quad \text{P-almost surely}.
\]

**Proof.** Fix \( A, \rho > 0 \). Let \( \chi_k := (k+1)!/|B_2|^{k+1} \) as in (131) and \( c_{mp} \) as in (137), and pick

\[
C > (4A) \vee \left( \frac{(4k\sqrt{c_{mp}})^k}{A \chi_k^{1/d^2}} \right).
\]

Define \( b_n > 0, n \in \mathbb{N} \) by setting

\[
b_1 = 2k(c_{mp}/C)^{1/2} \quad \text{and} \quad b_n = 2k(c_{mp}/C)^{1/2} \left( 1 + (A/C) c_{mp}^{n-1} \right)^{-\frac{1}{2}}, \quad n \geq 2.
\]

Let us verify that \( b_n \) satisfies (131). Indeed, setting \( n_0 := \lfloor \log_4 (C/A) \rfloor \geq 1 \), we may write

\[
(2k(c_{mp}/C)^{1/2})^{-kd} \sum_{n=1}^{\infty} (2n-1 b_n)^d \leq \sum_{n=1}^{n+1} 2(n-1)^d + (C/A)^{kd} \sum_{n=n_0+2}^{\infty} 2^{-(k-1)d(n-1)}
\]

\[
\leq 2^{n_0+1} + 2(C/A)^{kd} \sum_{n=n_0+2}^{\infty} 2^{-(k-1)d(n-1)} \leq 2^{kd} (C/A)^{d/2}
\]

\[
= (2k(c_{mp}/C)^{1/2})^{-kd} \left( (4k\sqrt{c_{mp}})^k A^{-1/2} C^{(k-1)/2} \right)^d < (2k(c_{mp}/C)^{1/2})^{-kd} \chi_k
\]

by our choice of \( C \). This shows (131). Let now \( r(t) := t^{-\frac{1}{\pi(k-1)}} (\log \log t)^{-\frac{1}{\pi(k-1)}} \) and use (138) to write

\[
\left\{ \sup_{n=1} z(t) \Theta_{t,n}(A) \leq C t^{-\frac{2}{\pi(k-1)}} (\log \log t)^{-\frac{2}{\pi(k-1)}} \right\} = \bigcup_{n=1} \left\{ \Lambda_{t,n} \leq r(t)^{-2}(2k\sqrt{c_{mp}})^2 b_n^{-2} \right\}
\]

\[
\sup_{n=1} \left\{ \sup_{|x| \leq 2n^{-1} R(t)+1} \omega(B_{r(t)}(x)) \leq k \right\} \cap \left\{ \sup_{|x| \leq 2n^{-1} R(t)+1} \omega(B_{5(1+k)a_0(t)}(x)) \leq k+1 \right\}
\]

\[
\leq \left\{ \sup_{n=1} \max_{|x| \leq 2n^{-1} R(t)+1} \omega(B_{r(t)}(x)) \leq k \right\} \cap \left\{ \sup_{|x| \leq 2n^{-1} R(t)+1} \omega(B_{5(1+k)a_0(t)}(x)) \leq k+1 \right\}.
\]

The first event on the right-hand side above occurs a.s. infinitely often by (132), and the second event occurs eventually by (120). This yields (141). 

\[\square\]
5.2. **Truncation of Poisson potentials.** In this section, we control the error that occurs when replacing either an attenuated potential $V^{(R)}$ as in (11) or the renormalized potential $\nabla$ by a truncated potential $V^{(a)} = V^{(\tilde{a})}$, where $\tilde{a}_a(x) = |x|^{-2} \mathbb{1}_{\{|x| \leq a\}}$. We first state an auxiliary result.

**Lemma 5.4.** Let $R \mapsto \tilde{a}(R) \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)$ satisfy

\[
C := \limsup_{R \to \infty} \|\tilde{a}(R)\|_{L^\infty(\mathbb{R}^d)} < \infty \quad \text{and} \quad \limsup_{R \to \infty} \int_{\mathbb{R}^d} \sup_{|x| \leq 1} |\tilde{a}(R)(x-y)|dy < \infty.
\]

Then

\[
\limsup_{R \to \infty} \frac{\log \log \limsup_{R \to \infty} \max_{|x| \leq R} |V^{(\tilde{a}(R))}(x)|}{\log R} \leq dC \quad \mathbb{P}\text{-a.s.}
\]

*Proof.* Using (143) and [8, Proposition 2.7], one can follow the proof of [16, Lemma 2.6].

Our comparison lemma reads as follows.

**Lemma 5.5.** Let $d \geq 3$, $\tilde{a} \in \mathcal{K}$ and $a \in (0, \infty)$. Then, $\mathbb{P}$-almost surely for all bounded $D \subset \mathbb{R}^d$,

\[
\sup_{x \in D \setminus \mathcal{P}} |V^{(\tilde{a})}(x) - V^{(a)}(x)| < \infty.
\]

Moreover, for any $R \mapsto a_R > 0$ such that $\limsup_{R \to \infty} a_R < \infty$,

\[
\lim_{R \to \infty} \frac{a_R^2}{\log R} \sup_{|x| \leq R} \sup_{x \in \mathcal{P}} |V^{(\tilde{a}(R))}(x) - V^{(a_R)}(x)| = 0 \quad \mathbb{P}\text{-a.s.}
\]

When $d = 3$, (145)–(146) hold with $\nabla$ in place of $V^{(R)}$.

*Proof.* Note that, for all $x \in \mathbb{R}^d \setminus \mathcal{P}$ and all $a > 0$,

\[
|V^{(\tilde{a})}(x) - V^{(a)}(x)| \leq \omega(B_a(x)) \sup_{|z| \leq a} |\tilde{a}(z) - \frac{1}{a^2} + a^{2} \int a^{-1} \tilde{a}(x-y) \mathbb{1}_{\{|x-y| > a\}} \omega(dy),
\]

proving (145). With $a = a_R$ as in the statement, (146) follows by (10), Corollary 4.3 and Lemma 5.4.

Consider now $d = 3$. Fix $a > 0$ and let $\alpha : \mathbb{R}^+ \to [0, 1]$ be a smooth truncation function with $\alpha(\lambda) = 1$ on $[0, 1]$, $\alpha(\lambda) = 0$ for $\lambda \geq 3$ and $-1 \leq \alpha'(\lambda) \leq 0$. Decompose $\nabla = \nabla_1 + \nabla_2$ by setting

\[
\nabla_1(x) := \int_{\mathbb{R}^3} \frac{1 - \alpha(a^{-1}|x-y|)}{|x-y|^2} [\omega(dy) - dy], \quad \nabla_2(x) := \int_{\mathbb{R}^3} \alpha(a^{-1}|x-y|) \frac{\omega(dy)}{|x-y|^2} - dy.
\]

Note that $\nabla_1$ exactly matches $\nabla_{a,\varepsilon}$ in [9, Eq. (3.5)] with $\varepsilon = 1$. Thus, by [9, Eq. (3.6)],

\[
\sup_{x \in D} \nabla_1(x) < \infty \quad \mathbb{P}\text{-a.s.}
\]

for any bounded $D \subset \mathbb{R}^3$ while, by Lemma 3.3 in the same reference,

\[
\lim_{R \to \infty} (\log R)^{-1} \sup_{|x| \leq R} |\nabla_1(x)| = 0 \quad \mathbb{P}\text{-a.s.}
\]
Furthermore, since the integrand in the definition of $\nabla_2$ is in $L^1(\mathbb{R}^3)$, we may separate the integration in terms of $\omega(dy)$ and $dy$ using [8, Proposition 2.5], i.e.,

$$\nabla_2(x) = \int_{\mathbb{R}^3} \frac{\alpha(a^{-1}|x-y|)}{|x-y|^2} \omega(dy) - \int_{\mathbb{R}^3} \frac{\alpha(a^{-1}|x-y|)}{|x-y|^2} dy.$$  

The second integral above is a finite constant independent of $x$. For the first integral, we get

$$\int_{\mathbb{R}^3} \frac{\alpha(a^{-1}|x-y|)}{|x-y|^2} \omega(dy) = V(b)(x) + \int_{\mathbb{R}^3} \frac{\alpha(a^{-1}|x-y|)}{|x-y|^2} \mathbb{1}_{\{|x-y|\geq b\}} \omega(dy)$$

for any $b \in (0, a]$. Now note that, since $\alpha(\lambda) = 0$ for $\lambda \geq 3$,

$$\sup_{x \in D} \int_{\mathbb{R}^3} \frac{\alpha(a^{-1}|x-y|)}{|x-y|^2} \mathbb{1}_{\{|x-y|\geq b\}} \omega(dy) \leq b^{-2} \sup_{x \in D} \omega(B_{3a}(x)) < \infty \quad \text{P-a.s.}$$

Combining (148) and (150)–(152) with $b = a$, we obtain (145) with $\overline{V}$ in place of $V^{(a)}$. To obtain (146), take $a > \lim_{n \to \infty} a_n, b = a_R, D = B_R$ and apply additionally (149) and Corollary 4.3.

5.3. The upper bounds. We introduce next some notation and a key result that will be used in the following proofs of the upper bounds. Fix $\alpha \in \left(\frac{1}{k+1}, \frac{1}{k}\right)$ and recall (83). Throughout the section, we will use the notation

$$\Lambda_R(x) := \Lambda_{\mathcal{B}(B_R(x))}, \quad R > 0, x \in \mathbb{R}^d.$$  

The reason to use the radius $R + 1$ above is that $V^{(a)}(z) = V^{(a)}_{\mathcal{B}(B_{R+1}(x))}$ for all $a \in (0, 1]$ and $z \in B_R(x)$.

In the proofs below, we will work with certain radii sequences $R_n(t) \in [1, \infty), n \in \mathbb{N}, t > 0$, which we keep arbitrary for now. According to the choice of $R_n(t)$, we introduce

$$a_n(t) = R_n(t)^{-a}, \quad r_n(t) = 5a_n(t), \quad R_0(t) = 8(k + 1)r_1(t),$$

as well as the hitting times

$$\hat{\tau}_n(x) = \hat{\tau}_n(t, x) := \tau_{B_{R_n(t)}(x)} = \inf\{s \geq 0: W_s \notin B_{R_n(t)}(x)\}, \quad n \in \mathbb{N}_0, x \in \mathbb{R}^d.$$  

Fix $\hat{\xi} \in \mathcal{K}$ and define the error terms

$$S_n(t, x) := \sup_{z \in B_{R_n(t)}(x)} |V^{(a)}(z) - V^{(a_n(t))}(z)|, \quad \overline{S}_n(t, x) := \sup_{z \in B_{R_n(t)}(x)} |\overline{V}(z) - V^{(a_n(t))}(z)|.$$  

Recall (83) and define, for $x \in \mathbb{R}^d \setminus \mathcal{P}$ and $t > 0$,

$$\zeta(t) := \inf\left\{n \in \mathbb{N}: x \notin B_{R_n(t)}(\mathcal{P}), R_{\mathcal{P} \cap B_{R_n(t)+1}(x)} \leq k + 1 \text{ and } R_{n-1}(t) \geq 8r_n(t)(k + 1)\right\}.$$  

The next lemma provides conditions on $R_n(t)$ guaranteeing the finiteness of $\zeta(t)$.

Lemma 5.6. Let $R_n(t) \geq 1, n \in \mathbb{N}, t > 0$ satisfy

$$\forall t_2 > t_1 > 0: \lim_{n \to \infty} R_n(t_1) = \infty \quad \text{and} \quad \liminf_{n \to \infty} \inf_{t \in [t_1, t_2]} \frac{R_n(t)}{R_n(s)} > 0.$$  
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Then, $\mathbb{P}$-almost surely for all $x \in \mathbb{R}^d \setminus \mathbb{P}$, $\xi_t(x) < \infty$ for all $t > 0$, and there exists a $t_0(x) \in (0, \infty)$ such that $\xi_t(x) = 1$ for all $t \geq t_0(x)$.

Proof. If (158) holds, then, for any $K, \epsilon > 0$,

$$\lim_{n \to \infty} \sup_{\epsilon \leq t \leq \epsilon^{-1}} r_n(t) = 0, \quad \lim_{n \to \infty} \inf_{\epsilon \leq t \leq \epsilon^{-1}} R_n(t) = \infty$$

and

$$\lim_{n \to \infty} \sup_{\epsilon \leq t \leq \epsilon^{-1}} \sup_{|x| \leq K} N_{t \in \mathbb{P} \cap \mathcal{B}_{2R_n(t)}(x)}(\tau_n(t)) \leq k$$

almost surely by (120) (with $R(t) = t$). Similar estimates hold when $n = 1, t \to \infty$. \hfill $\square$

Remark 5.7. When $x = 0$, we will omit it in the notation of the objects above, i.e., we will write $\Lambda_R, \hat{\tau}_n, S_n(t), \zeta_t$ instead of $\Lambda_R(t), \hat{\tau}_n(t), S_n(t, 0), \zeta_t(0)$, etc.

We are now ready to state the key estimate of the section.

Lemma 5.8. There exist deterministic constants $\chi \in [1, \infty)$ and $c_1, c_2 \in (0, \infty)$ such that the following holds $\mathbb{P}$-almost surely for all $x \in \mathbb{R}^d \setminus \mathbb{P}$ and all $t > 0$. Let $R_n(t) \geq 1, n \in \mathbb{N}$ satisfy (158), and let

$$\gamma_n(t, x) = \max \{ 2\Lambda_{R_n(t)}(x), \chi R_n(t)^{2\alpha} \}, \quad n \in \mathbb{N}.$$  

Then, for all $R \in \mathcal{X}$ and all $0 \leq A_1 < A_2 \leq \infty$,

$$\mathbb{E}_x \left[ e^{l_0 t \theta V^R(W_s)ds} \mathbf{1}_{\{T_{R_n(x)} \leq t \leq T_{R_n(x) + 1} \}} \right] \leq \mathbb{E}_x \left[ e^{l_0 t \theta V^R(W_s)ds} \mathbf{1}_{\{T_{R_n(x)} \leq t \leq \gamma_n(x) \}} \right] + \sum_{n \geq \zeta_t(x)} c_1 e^{\theta S_n(t, x) + t \gamma_n(t, x) + \log^+ (\sqrt{t R_n(t)}) - c_2 R_n(t) \min \{ 1 - R_n(t), \sqrt{\gamma_n(t)} \}}.$$

When $d = 3$, the same bound also holds with $\nabla, S_n(t, x)$ in place of $V^R, S_n(t, x)$.

Proof. Splitting according to whether $t \geq \tau_{\zeta_t(x)}(x)$ or not and, if so, according to which $n \geq \zeta_t(x)$ satisfies $\hat{\tau}_{n-1}(x) \leq t < \hat{\tau}_n(x)$, we may decompose

$$\mathbb{E}_x \left[ e^{l_0 t \theta V^R(W_s)ds} \mathbf{1}_{\{T_{R_n(x)} \leq t \leq T_{R_n(x) + 1} \}} \right] \leq \mathbb{E}_x \left[ e^{l_0 t \theta V^R(W_s)ds} \mathbf{1}_{\{T_{R_n(x)} \leq t \leq \gamma_n(x) \}} \right] + \sum_{n \geq \zeta_t(x)} \mathbb{E}_x \left[ \exp \left( \int_0^t \theta V^R(W_s)ds \right) \mathbf{1}_{\{\hat{\tau}_{n-1}(x) \leq t < \hat{\tau}_n(x) \}} \right].$$

Set $\mathcal{Y}_n(t, x) := \mathcal{Y} \cap B_{R_n(t) + 1}(x)$ and note that, if $t < \hat{\tau}_n(x)$, then $V^{(a_n(t))}(W_s) = V^{(a_n(t))}(W_s)$ for all $s \in [0, t]$. Recalling (156), we see that the series in (161) is bounded by

$$\sum_{n \geq \zeta_t(x)} \exp \left( \theta t S_n(t, x) \right) \mathbb{E}_x \left[ \exp \left( \int_0^t \theta V^{(a_n(t))}(W_s)ds \right) \mathbf{1}_{\{T_{R_n(x)} \leq t \}} \right].$$
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We wish to apply the bound (86) to the terms of (162), with parameters chosen as follows:

\[ \mathcal{Y} = \mathcal{Y}_n(t, x), \quad R = R_{n-1}(t), \quad a = a_n(t), \quad r = r_n(t), \quad \gamma = \gamma_n(t). \]

It is straightforward to verify that we may (deterministically) choose \( \chi \in [1, \infty) \) large enough such that, with this choice of parameters, whenever \( \gamma_n(t) \) satisfies (159) and \( n \geq \zeta_t(x) \), the function \( L = L(\mathcal{Y}_n(t, x), \theta, a_n(t), r_n(t), \gamma_n(t)) \) in (84) is uniformly bounded by a deterministic constant, and

\[ c_n a_n(t) \sqrt{\gamma_n(t)} > 2 \log(2L) \quad \text{(in particular, } \rho < 1/2). \]

Moreover, when \( n \geq \zeta_t(x), x \notin B_{r_n(t)}(\mathcal{Y}_n(t, x)) \) and \( R_{n-1}(t) \geq 8r_n(t)N_{\gamma_n(t)}^{(r_n(t))}. \) We may thus apply (86) to the expectations in (162), obtaining, for some deterministic constants \( c_1, c_2 \in (0, \infty), \)

\[
\mathbb{E}_x \left[ e^{\int_0^t \theta V_{\mathcal{Y}_n(t, x)}(W_s) - \gamma_n(t) ds} \mathbb{1}_{\{\tau_{B_{r_{n-1}(t)}(x)} \leq t\}} \right] \\
\leq c_1 \left\{ \sqrt{tR_n(t)}^\alpha e^{-c_2 R_{n-1}(t)^2} + e^{-c_2 \sqrt{\gamma_n(t)R_{n-1}(t)}} \right\},
\]

where we used \( \sup_{x > 0} x e^{-x^2/b} \leq \sqrt{b/2} \) for any \( b > 0. \) Together with the bound (162), this shows (160). The proof for \( \bar{V} \) is identical. \( \square \)

5.3.1. **Proof of Theorems 1.7 and 1.2.**

**Proof.** We start with Theorem 1.2. Fix \( \mathfrak{A} \in \mathcal{K}. \) It will be sufficient to show that, for each \( y \in \mathbb{R}^d \) and each \( \epsilon \in (0, 1), \) \( P \)-almost surely for all \( x \in B_1(y) \setminus \mathcal{P} \) and all \( t \in [\epsilon, \epsilon^{-1}], \) \( u^{(\mathfrak{A})}_{\mathfrak{A}}(t, x) < \infty. \) By the homogeneity of \( \omega, \) it is enough to consider \( y = 0. \) To this end, we will apply Lemma 5.8 with

\[ R_n(t) = 1 \lor (2^{n-1}t)^{\frac{k+1}{k}}, \quad \gamma_n(t, x) = \max \left\{ 2A\bar{R}_{n}(t)(x), \chi R_n^{2/k} \right\}, \]

and \( A_1 = 0, A_2 = \infty. \) Note that \( R_n(t) \) satisfies (158) and, by (154) and the choice of \( \alpha, \) (159) is satisfied for all \( x \in B_1. \)

Let us first show that, a.s. for all \( x \in B_1 \setminus \mathcal{P} \) and all \( t \in [\epsilon, \epsilon^{-1}], \) the first term in the right-hand side of (160) is finite. Let \( \varepsilon_x := \frac{1}{2} \text{dist}(x, \mathcal{P}) \) and fix \( \bar{a}_x \in (0, \varepsilon_x). \) Recall Lemma 5.6, (156) and write

\[
\mathbb{E}_x \left[ \exp \left\{ \int_0^t \theta V_{\mathcal{Y}_n(t, x)}(W_s) ds \right\} \mathbb{1}_{\{t < \tau_{\mathcal{Y}_n(t)}(x)\}} \right] \\
\leq \exp \left\{ \theta t \sup_{z \in B_{\mathcal{Y}_n(t)}(x)} \left| V_{\mathcal{Y}_n(t)}(z) - V_{\mathcal{Y}_n}(z) \right| \right\} \mathbb{E}_x \left[ e^{\int_0^t \theta V_{\mathcal{Y}_n(t)}(W_s) ds} \mathbb{1}_{\{t < \tau_{\mathcal{Y}_n(t)}(x)\}} \right],
\]

where \( \mathcal{Y}_n(x) := \mathcal{P} \cap B_{\mathcal{Y}_n(t)}(x) + \bar{a}_x(x) \) and we used that, if \( t < \tau_{\mathcal{Y}_n(t)}(x) \), then \( V^{(a)}(W_s) = V_{\mathcal{Y}_n(t)}^{(a)}(W_s) \) for \( 0 \leq s \leq t. \) Since \( \mathcal{P} \in \mathcal{K} \) a.s., the multipolar Hardy inequality in [4][Theorem 1] implies that \( P(\forall R > 0: \lambda_{\max}(\mathbb{R}^d, \partial V_{\mathcal{P}_R}) < \infty) = 1, \) and the conclusion follows from (145) and (45).

Consider now the series in (160). The term for \( n = 1 \) is bounded by

\[ c_1 \exp \left\{ \theta t S_1(t, x) + t \gamma_1(t, x) + \log^+ (\sqrt{tR_1(t)^\alpha}) \right\}. \]
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Using $\gamma_n(t, x) > R_n(t)^{2/k}$, we bound the terms for $n \geq 2$ by
\begin{equation}
\tag{166}
c_3 \exp \left\{ \theta t S_n(t, x) + t \gamma_n(t, x) - c_4 (2^n t)^{\frac{k+1}{k+1}} \right\}
\end{equation}

for some constants $c_3, c_4 > 0$. We now claim that the supremum over $(x, t) \in B_1 \times [\epsilon, \epsilon^{-1}]$ of both (165) and the sum over $n \geq 2$ of (166) is finite; indeed, by (146),
\[ \sup_{(x, t) \in B_1 \times [\epsilon, \epsilon^{-1}]} S_n(t, x) \leq \sup_{|z| \leq R_n(\epsilon^{-1})+1, t \in [\epsilon, \epsilon^{-1}]} |V^{(\beta)}(z) - V^{(a_n(t))}(z)| = o(R_n(\epsilon^{-1})^{2\alpha} \log R_n(\epsilon^{-1})) \]
as $n \to \infty$ and, by Lemma 5.2 (applied with $\beta = \frac{1}{k}$), for any $\beta > 1/k$,
\[ \sup_{|x| \leq 1, t \in [\epsilon, \epsilon^{-1}]} \gamma_n(t, x) \leq \max \left\{ \chi R_n(\epsilon^{-1})^{2/k}, 2\Lambda P_{2R_n(\epsilon^{-1})} \right\} = o(R_n(\epsilon^{-1})^{2\beta}) \quad \text{P-a.s.} \]

This finishes the proof of Theorem 1.2. The proof of Theorem 1.7 is completely analogous. □

Remark 5.9. It follows from our proof that the statement of Theorem 1.7 is also true with $V^{(\beta)}$, $V$ replaced by $|V^{(\beta)}|, |V|$, since e.g. $|V^{(\beta)}(x)| - V^{(a)}(x)| \leq |V^{(\beta)}(x) - V^{(a)}(x)|$ for any $a \in (0, \infty)$.

Lemma 5.8 and the estimates in the proof above also allow us to show the following.

Lemma 5.10. For any $R \in \mathcal{X}$ and any $\gamma \in (0, \infty)$ such that $\gamma(k-1) > 2/d$,
\begin{equation}
\tag{167}
\lim_{t \to \infty} \mathbb{E}_0 \left[ \exp \left\{ \int_0^t V^{(\beta)}(W_s) \, ds \right\} 1 \left\{ \sup_{0 \leq s \leq t} |W_s| \geq (\log t)^{\frac{k}{k-1}} \right\} \right] = 0 \quad \text{P-a.s.}
\end{equation}

When $d = 3$, the same holds with $V$ in place of $V^{(\beta)}$.

Proof. Take $R_n(t), \gamma_n(t) = \gamma_n(t, 0)$ as in (164). Using the bound (166) for the $n$-th term of the series in (160), we bound the expectation in (167) by
\begin{equation}
\tag{168}
c_3 \sum_{n=n_l+1}^{\infty} \exp \left\{ t \theta S_n(t) + t \gamma_n(t) - c_4 (2^n t)^{\frac{k+1}{k+1}} \right\}, \quad \text{where } n_l := \left\lfloor \frac{\gamma(k-1) \log_2 \log t}{k} \right\rfloor.
\end{equation}

Let $\beta \in (0, 1)$ with $2/d < k\beta < \gamma(k-1)$. Then $g(t) := (\log t)^\beta$ satisfies the conditions of Lemma 5.2, implying that $\gamma_n(t) = o(g(2^n t)^{2/k})$. Using additionally the almost sure bound $S_n(t) = o(R_n(t)^{2\alpha} \log R_n(t))$ given by Lemma 5.5, we may check that, when $t$ is large enough, the exponents of the summands in (168) are smaller than $-c_3 (2^n t)^{(k+1)/(k-1)}$ for some constant $c_3 > 0$, from which (167) follows. The statement for $V$ is obtained analogously, considering $S_n(t)$. □

5.3.2. Upper bound in Theorem 1.4.

Proof of (16). Let $R_n(t), \gamma_n(t) = \gamma_n(t, 0)$ as in (164). Recall (157) and that, by Lemma 5.6, $\zeta_t = 1$ a.s. for all large enough $t$. Using Lemma 5.8, Lemma 5.10 and the estimates (165)–(166) for the terms of the series in (160), we see that it is enough to show that, as $t \to \infty$,
\begin{equation}
\tag{169}
\log \mathbb{E}_0 \left[ \exp \left\{ \theta \int_0^t V^{(\beta)}(W_s) \, ds \right\} 1 \{t < n_l\} \right] = O(t) \quad \text{P-a.s.}
\end{equation}
Proof of the upper bound in (17) follows by Lemma 5.2. To control the remaining term in (170), fix \( \varepsilon > 0 \), and estimate with a union bound
\[
\sum_{n=1}^{\infty} P \left( \frac{\gamma_n(t) - c_4(2^n)\frac{t^{1+\frac{1}{4}}}{g(t)}}{g(t)\frac{t^{1+\frac{1}{4}}}{g(t)}} > \varepsilon \right) \leq \sum_{n=1}^{\infty} P \left( \gamma_n(t) > t^{2} \varepsilon \right) \left( \varepsilon g(t) + c_4(2^n)\frac{t^{1+\frac{1}{4}}}{g(t)} \right).
\]

Now note that, since \( g(t) \to \infty \), when \( t \) is large enough, it is impossible to have \( \gamma_n(t) = \chi R_n(t)^{2/k} \) if \( \gamma_n(t) \) satisfies the inequality in (173); thus in this case \( \gamma_n(t) = 2\Lambda R_n(t) \). Applying (139), we obtain deterministic constants \( c_5, c_6 \in (0, \infty) \) such that (173) is at most
\[
c_5 \sum_{n=1}^{\infty} R_n(t)^{d} \left( t^{-\frac{d}{k}} \varepsilon g(t) + c_4(2^n)\frac{t^{1+\frac{1}{4}}}{g(t)} \right)^{-\frac{d}{k}} + R_n(t)^{-\alpha(d(k+1))}
\leq c_5 \sum_{n=1}^{\infty} \left( \frac{(2^n)^{2}}{\varepsilon g(t) + c_4(2^n)^{1+\frac{1}{4}}} \right)^{-\frac{d}{k}} + c_6 \sum_{n=1}^{\infty} (2^n t)^{-\frac{d}{k-1}(\alpha(k+1)-1)} \to 0
\]
since \( \alpha > (k+1)^{-1} \). Together with (172), this shows (171), completing the proof of (16).

5.3.3. Upper bound in Theorem 1.5. Before we proceed to the proof, we recall that, when \( \ell \) is slowly varying, \( \ell(\lambda r) \sim \ell(r) \) as \( r \to \infty \) uniformly over \( \lambda \) in compact subsets (cf. [3, Theorem 1.2.1]). It is then straightforward to translate the integrability condition in (17) into a summability condition, namely,
\[
\int_{1}^{\infty} \frac{dt}{\ell(t)} < \infty \quad \text{if and only if} \quad \sum_{n=0}^{\infty} \ell(2^n)^{-1} < \infty.
\]

Proof of the upper bound in (17). Fix \( t \mapsto \ell(t) \) slowly varying with \( \int_{1}^{\infty} \frac{dt}{\ell(t)} < \infty \), and set
\[
R_n(t) := (2^n)^{-1} \ell(2^{n-1})^{-1} \overline{\ell}(2^{n-1}), \quad \gamma_n(t) := \max \left( 2\Lambda R_n(t), R_n(t)^{\frac{2}{3}} \ell(2^{n-1}) \right).
\]

When \( t \) is large, \( R_n(t) \geq 1, \zeta_t = 1 \) and (159) holds with \( x = 0 \), so we may apply Lemma 5.8.
Note that (169) still holds as $R_0(t)$ is given by (154), and thus the first term in the right-hand side of (160) is controlled. For the term with $n = 1$, note that, by Lemma 5.2 (with $g(t) = \ell(t)^{\frac{2}{\gamma - 2}}$), (174) and (146), (170) holds almost surely with $g(t) = \ell(t)^{\frac{2}{\gamma - 2}}$. It is thus enough to show that, $P$-a.s.,

$$\limsup_{t \to \infty} \sum_{n \geq 2} e^{\theta S_n(t) + t\gamma_n(t) + \log(tR_n(t)^n) - c_2R_{n-1}(t)\min\left\{\frac{R_{n-1}(t)}{t}, \sqrt{\gamma_n(t)}\right\}} < \infty. \tag{176}$$

To this end, use the slow variation of $\ell$ to find a constant $c > 0$ such that, for $t$ large enough,

$$R_{n-1}(t) \min\left\{\frac{R_{n-1}(t)}{t}, \sqrt{\gamma_n(t)}\right\} \geq c2^{n-1}t(2^{n-1}t)\frac{2}{\gamma-2} \ell(2^{n-1}t)^{\frac{2}{\gamma-2}}, \quad n \geq 2. \tag{177}$$

Applying Lemma 5.2 (with $t$ substituted by $2^{n-1}t$), we obtain $c' \in (0, \infty)$ such that

$$t\gamma_n(t) \leq tc'R_n(t)^{\frac{2}{\gamma-2}} = c't(2^{n-1}t)^{\frac{2}{\gamma-2}} \ell(2^{n-1}t)^{\frac{2}{\gamma-2}}, \quad n \geq 2. \tag{178}$$

Noting that, by (146), the remaining terms are of lower order, we can choose $n_0 = n_0(c, c')$ sufficiently large so that, for any $n \geq n_0$, the $n$-th term in the series in (176) is bounded by the exponential of $-c_3t(2^{n-1}t)^{\frac{2}{\gamma-2}} \ell(2^{n-1}t)^{\frac{2}{\gamma-2}}$ for some constant $c_3 > 0$, showing (176). This finishes the proof. \qed

### 5.3.4. Upper bound in Theorem 1.6.

**Proof.** Let $A := c_2 \land 1$ with $c_2$ as in Lemma 5.8, and set

$$R_n(t) := 2^{n-1}t^{\frac{2}{\gamma-2}}(\log \log t)^{\frac{1}{\gamma-2}}, \quad \gamma_n(t) := \max\left\{2A\Lambda_n(t), A^2 t^{-2} R_{n-1}(t)^2\right\}. \tag{179}$$

Applying Lemma 5.8, Lemma 5.10, Lemma 5.5 and (169), we see that we only need to find a constant $C_{\inf} \in (0, \infty)$ such that, for all $\rho > 0$,

$$\liminf_{t \to \infty} \max_{1 \leq n \leq \lfloor\rho \log \log t\rfloor} \frac{\gamma_n(t) - A1_{\{n \geq 2\}}t^{-1}R_{n-1}(t)}{(\log \log t)^{\frac{1}{\gamma-2}} t^{\frac{2}{\gamma-2}}} \leq C_{\inf}. \tag{180}$$

Abbreviate $s_t := t^{\frac{2}{\gamma-2}}(\log \log t)^{\frac{1}{\gamma-2}}$. Since $t^{-1}R_{n-1}(t) = 2^{n-2}s_t$, Lemma 5.3 provides $C \in (1, \infty)$ and a subsequence $t_j \to \infty$ as $j \to \infty$ such that, for all $j \in \mathbb{N}$ and all $1 \leq n \leq \lfloor\rho \log \log t_j\rfloor$,

$$\gamma_n(t_j) \leq A^2 t_j^{-2}R_{n-1}(t_j)^2 + Cs_{t_j} \quad \text{and} \quad \sqrt{\gamma_n(t_j)} \leq A^2 t_j^{-1}R_{n-1}(t_j) + \sqrt{Cs_{t_j}}, \tag{181}$$

where we used the subadditivity of $x \mapsto \sqrt{x}$. The second inequality implies

$$\gamma_n(t_j) - A1_{\{n \geq 2\}}t_j^{-1}R_{n-1}(t_j) \sqrt{\gamma_n(t_j)} = \sqrt{\gamma_n(t_j)} \left(\sqrt{\gamma_n(t_j)} - A1_{\{n \geq 2\}}t_j^{-1}R_{n-1}(t_j)\right) \leq \sqrt{\gamma_n(t_j)}s_{t_j} \left(\sqrt{C - A t_j^{-1}2^n}\right) \leq s_{t_j} \left(\frac{A}{8}\log(8\sqrt{C/A}) + \sqrt{C}\right) \sqrt{C} \leq 3Cs_{t_j}. \tag{182}$$

This together with $A \leq 1$ and the first inequality in (179) implies (178) with $C_{\inf} = 3C$. \qed
5.4. The lower bounds. In this section, we will prove the lower bounds in Theorems 1.4, 1.5 and 1.6 for the truncated potentials \( V^{(a)} = V^{(\mathfrak{R}_a)} \) where \( \mathfrak{R}_a(x) = |x|^{-2} 1_{\{|x| \leq a\}} \). The proof of the theorems will be finished in Section 5.5 after the proof of Theorem 1.9. The following lemma will be used in all the proofs of this section:

**Lemma 5.11.** There exists \( c \in (0, 1] \) such that the following holds \( \mathbb{P} \)-almost surely. Fix \( a \in (0, \infty) \) and let \( R(t), r(t) \) satisfy \( e^{-t} \ll r(t) \ll 1 \ll R(t) \) as \( t \to \infty \), and \( R(t)r(t) \leq \sqrt{ct} \) for all \( t \) large enough.

Define

\[
A_t := \{ \exists x \in B_{R(t)}: \omega(B_{r(t)}(x)) = k + 1 \}.
\]

Then, for all large enough \( t \), on \( A_t \),

\[
\log \mathbb{E}_0 \left[ \exp \left( \theta \int_0^t V^{(a)}(W_s) \, ds \right) \right] \geq \frac{ct}{r(t)^2} - 2\sqrt{c} \frac{R(t)}{r(t)} - O(t).
\]

**Proof.** On \( A_t \), we pick \( x_t \in B_{R(t)} \) such that \( \omega(B_{r(t)}(x_t)) = k + 1 \) and set \( Y_t := \mathcal{P} \cap B_{r(t)}(x_t) \). Clearly \( V^{(a)} \geq V^{(a)}_{Y_t} \), and \( V_{Y_t} - V^{(a)}_{Y_t} \leq \# Y_t a^{-2} = (k + 1)a^{-2} =: c_0 \). Thus

\[
\log \mathbb{E}_0 \left[ \exp \left( \theta \int_0^t V^{(a)}(W_s) \, ds \right) \right] \geq -\theta c_0 t + \log \mathbb{E}_0 \left[ \exp \left( \theta \int_0^t V_{Y_t}(W_s) \, ds \right) \right].
\]

Let now \( K, c_1, c_2 \) as in Lemma 2.8, and set \( c := c_2 \wedge 1 \). Write, for \( 0 \leq t_0 \leq t \),

\[
\mathbb{E}_0 \left[ e^{\int_0^{t_0} \theta V_{Y_t}(W_s) \, ds} \right] \geq \mathbb{E}_0 \left[ e^{\int_0^{t_0} \theta V_{Y_t}(W_s) \, ds} 1_{\{W_s \in B_{R(t)}(x_t) \forall s \in [t_0,t] \}} \right].
\]

Denote by \( p(0, y, t) = (2\pi t)^{-d/2} e^{-|y|^2/(2t)} \) the probability density of Brownian motion at time \( t \) started at \( 0 \). Applying the Markov property, we see that (183) equals

\[
\int_{B_{R(t)}(x_t)} p(0, y, t_0) \mathbb{E}_y \left[ e^{\theta \int_0^{t_0} V_{Y_t}(W_s) \, ds} 1_{\{\tau_{B_{R(t)}(x_t)} > t - t_0 \}} \right] \, dy \geq (2\pi t)^{-d/2} e^{-R(t)^2/2t_0} \int_{B_{R(t)}(x_t)} \mathbb{E}_y \left[ e^{\theta \int_0^{t_0} V_{Y_t}(W_s) \, ds} 1_{\{\tau_{B_{R(t)}(x_t)} > t - t_0 \}} \right] \, dy,
\]

where we used \(|y|^2 \leq (|x_t| + K(r(t)))^2 \leq 2R(t)^2\) for large \( t \). The integral above can be identified with the integral in (62) with \( a = r(t), x = x_t \), implying that (184) is at least

\[
c_1(2\pi t)^{-d/2} r(t)^d \exp \left\{ -\frac{R(t)^2}{t_0} + c_2(t - t_0)r(t)^{-2} \right\}.
\]

Maximizing the exponent over \( t_0 \in (0, t) \) we obtain \( t_0 = R(t)r(t)/\sqrt{t_2} \leq t \), which yields

\[
\log \mathbb{E}_0 \left[ e^{\theta \int_0^t V_{Y_t}(W_s) \, ds} \right] \geq -2\sqrt{c_2} \frac{R(t)}{r(t)^2} + c_2 t \frac{r(t)}{r(t)^2} + \log \left( c_1(2\pi t)^{-d/2} r(t)^d \right).
\]

Now (181) follows from (182), (186) and our assumptions on \( R(t), r(t) \). □

With Lemma 5.11 at hand, we are ready to complete the proofs of Theorems 1.4, 1.5 and 1.6 in the special case of the truncated kernels \( \mathfrak{R} = \mathfrak{R}_a \).
Lemma 5.12. For any $a \in (0, \infty)$, (15) holds with $\widehat{R}(x) = \widehat{R}_a(x) = |x|^{-2}1_{\{|x| \leq a\}}$.

Proof. We may assume that $g(t) = t^{o(1)}$ as $t \to \infty$. Take $c$ as in Lemma 5.11, let $A > 0$ and

$$R(t) = \frac{1}{4} \sqrt{Ag(t)^{-1}} t^{\frac{k}{k-1}}, \quad r(t) = \frac{1}{2} \sqrt{cA^{-1} g(t)} t^{-\frac{1}{k-1}}.$$ 

Lemma 5.11 implies that, on the event $A_t$ defined in (180),

$$g(t) t^{-\frac{k+1}{k-1}} \log E_0 \left[ \exp \left( \theta \int_0^t V^{(a)}(W_s) ds \right) \right] \geq A - o(1).$$

Since $\lim_{t \to \infty} P(A_t) = 1$ by Corollary 4.5 and $A$ is arbitrary, we conclude (15). \qed

Lemma 5.13. For any $a \in (0, \infty)$, the lower bound in (17) holds with $\widehat{R}(x) = \widehat{R}_a(x) = |x|^{-2}1_{\{|x| \leq a\}}$.

Proof. Let $\ell(t) \geq 1$ be slowly varying with $\int_1^\infty \frac{dr}{r \ell(r)} = \infty$. Fix $A > 0$ and set

$$R(t) := \frac{1}{4} \sqrt{At^{-1}} \ell(t) \pi^{1/\alpha - 1}, \quad r(t) := \frac{1}{2} \sqrt{cAt^{-1}} \ell(t) t^{-\pi^{1/\alpha - 1}}$$

with $c$ as in Lemma 5.11. On $A_t$,

$$\ell(t)^{-\pi^2/\alpha - 1} t^{-\frac{k+1}{k-1}} \log E_0 \left[ \exp \left( \theta \int_0^t V^{(a)}(W_s) ds \right) \right] \geq A - o(1).$$

We note that, since $R(t), r(t)$ are regularly varying with non-zero exponents, we may assume that they are eventually monotone (cf. [3, Theorem 1.5.3]). Now Lemma 4.4, Lemma 4.6 and (174) provide a sequence $t_j \to \infty$ as $j \to \infty$ such that $A_{t_j}$ occurs, and we conclude taking $A \uparrow \infty$. \qed

Lemma 5.14. For any $a \in (0, \infty)$, the lower bound in (18) holds with $\widehat{R}(x) = \widehat{R}_a(x) = |x|^{-2}1_{\{|x| \leq a\}}$.

Proof. Let $c$ as in Lemma 5.11 and pick $\mu, \nu > 0$ satisfying

$$\mu\nu < \sqrt{c} \quad \text{and} \quad (\mu \nu^k)^d > \frac{2^d(k+1)!}{|B_1|}.$$ 

Set $R(t) := \mu t^{\frac{1}{k-1}} (\log \log t)^{-\pi^{1/\alpha - 1}}$ and $r(t) := \nu t^{-\frac{1}{k-1}} (\log \log t)^{-\pi^{1/\alpha - 1}}$. By Lemma 5.11, on $A_t$,

$$(\log \log t)^{-\pi^2/\alpha - 1} t^{\frac{k+1}{k-1}} \log E_0 \left[ e^{\theta \int_0^t V^{(a)}(W_s) ds} \right] \geq \frac{c}{\nu^2} - 2 \sqrt{c\mu} - o(1).$$

On the other hand, Lemmas 4.4 and 4.7 give $t_j \to \infty$ as $j \to \infty$ such that $A_{t_j}$ occurs, and thus we may take $C_{\inf}$ as the maximum of $c\nu^{-2} - 2\sqrt{c\mu}/\nu$ over $\mu, \nu > 0$ satisfying (187), which turns out to be

$$C_{\inf} := \frac{c^{\pi^{1/\alpha - 1}} \nu (k-1)}{(k+1)^{\frac{1}{k-1}}} \left( \frac{|B_1|}{2^d(k+1)!} \right)^{\frac{2}{\pi^{2/\alpha - 1}}}. \quad \square$$
5.5. Proof of Theorems 1.9, 1.4, 1.5, 1.6 and 1.10.

Proof of Theorem 1.9. Define $I_{t}^{(\tilde{R})} := \exp \int_{0}^{t} \theta V^{(\tilde{R})}(W_{s}) \, ds$ and $I_{t}^{(a)} := \exp \int_{0}^{t} \theta V^{(a)}(W_{s}) \, ds$. Let $R(t) := (\log t)^{1/k^{(k+1)}}$ with $\gamma$ as in (167), and put $S_{t} := \sup_{x \in B_{R(t)}} |V^{(\tilde{R})}(x) - V^{(a)}(x)|$. Then

$$\log \mathbb{E}_{0}\left[I_{t}^{(a)} \mathbb{1}_{\{\tau_{B_{R(t)}} \geq t\}}\right] - \theta t S_{t} \leq \log \mathbb{E}_{0}\left[I_{t}^{(\tilde{R})} \mathbb{1}_{\{\tau_{B_{R(t)}} \geq t\}}\right] \leq \log \mathbb{E}_{0}\left[I_{t}^{(a)} \mathbb{1}_{\{\tau_{B_{R(t)}} \geq t\}}\right] + \theta t S_{t}.$$

Now, by Lemma 5.14 and (146) with $a_{R} \equiv a$, $t S_{t} / \log \mathbb{E}_{0}\left[I_{t}^{(a)}\right]$ tends to 0 almost surely. To obtain (20), note that, by Lemma 5.10, $\mathbb{E}_{0}\left[I_{t}^{(a)} \mathbb{1}_{\{\tau_{B_{R(t)}} \geq t\}}\right] \sim \mathbb{E}_{0}\left[I_{t}^{(a)}\right]$, and the same can be concluded for $I_{t}^{(\tilde{R})}$ by taking into account the first inequality above. The proof for $V$ is identical. □

As anticipated, this allows us to finally give the:

Proof of Theorems 1.4, 1.5 and 1.6. Since the upper bounds were proved in Section 5.3, the theorems now follow from Theorem 1.9 and Lemmas 5.12–5.14. □

Proof of Theorem 1.10. Follows from Theorems 1.9, 1.7, 1.2, 1.4, 1.5 and 1.6. □

5.6. Proof of Theorems 1.8 and 1.3.

Proof. We follow [8, Proposition 1.6]. We start with Theorem 1.3. Fix $R \in \mathcal{K}$. Let $N \in \mathbb{N}$ and $F_{N} := |\theta V^{(R)}| \wedge N \in L^{\infty}(\mathbb{R}^{d})$. By Proposition 2.2, $v_{N}(t, x) := \mathbb{E}_{x}[\exp(\int_{0}^{t} F_{N}(W_{s}) \, ds)]$ satisfies

$$v_{N}(t, x) = 1 + \int_{0}^{t} \int_{\mathbb{R}^{d}} p_{t-s}(y-x) F_{N}(y) v_{N}(s, y) \, dy \, ds, \quad (t, x) \in (0, \infty) \times \mathbb{R}^{d} \setminus \mathcal{P}$$

with $p_{t}(x)$ as in (34). Letting $N \uparrow \infty$ and applying the monotone convergence theorem, we see that (188) still holds true with $F_{N}$ and $v_{N}$ replaced by $|\theta V^{(R)}|$ and $v_{\theta}^{(R)}(t, x) := \mathbb{E}_{x}[\exp(\int_{0}^{t} |\theta V^{(R)}|(W_{s}) \, ds)]$, both sides being finite almost surely by Theorem 1.2 and Remark 5.9. In particular,

$$\int_{0}^{t} \int_{\mathbb{R}^{d}} p_{t-s}(y-x) |V^{(R)}(y) v_{\theta}^{(R)}(s, y) \, dy \, ds < \infty, \quad (t, x) \in (0, \infty) \times \mathbb{R}^{d} \setminus \mathcal{P}.$$

Noting that $t \mapsto e^{\pm \int_{0}^{t} \theta V^{(R)}(W_{s}) \, ds}$ are absolutely continuous, the fundamental theorem of calculus gives

$$\exp\left(\int_{0}^{t} \theta V^{(R)}(W_{s}) \, ds\right) = 1 + \int_{0}^{t} \theta V^{(R)}(W_{s}) \exp\left(\int_{s}^{t} \theta V^{(R)}(W_{u}) \, du\right) \, ds,$$
which we use to write, for all \((t, x) \in (0, \infty) \times \mathbb{R}^d \setminus \mathcal{P}\)

\[
\begin{align*}
  u^{(\mathcal{A})}_\theta(t, x) &= 1 + \int_0^t \mathbb{E}_x \left[ \theta V^{(\mathcal{A})}(W_s) \exp \int_s^t \theta V^{(\mathcal{A})}(W_u) \, du \right] \, ds \\
  &= 1 + \int_0^t \mathbb{E}_x \left[ \theta V^{(\mathcal{A})}(W_s) u^{(\mathcal{A})}_\theta(t - s, y) \right] \, ds \\
  &= 1 + \int_0^t \int_{\mathbb{R}^d} p_{t-s}(y - x) \theta V^{(\mathcal{A})}(y) u^{(\mathcal{A})}_\theta(s, y) \, dy \, ds,
\end{align*}
\]

where we used Fubini's theorem (which is justified by (189)), the Markov property of \(W\), and time reversal. This completes the proof of Theorem 1.3. The proof of Theorem 1.8 is identical. \(\square\)
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