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Simultaneous adaptive smoothing of relaxometry and
quantitative magnetization transfer mapping

Siawoosh Mohammadi, Chiara D’Alonzo, Lars Ruthotto, Jérg Polzehl, Isabel Ellerbrock, Martina F.
Callaghan, Nikolaus Weiskopf, Karsten Tabelow

Abstract

Attempts for in-vivo histology require a high spatial resolution that comes with the price of a
decreased signal-to-noise ratio. We present a novel iterative and multi-scale smoothing method
for quantitative Magnetic Resonance Imaging (MRI) data that yield proton density, apparent trans-
verse and longitudinal relaxation, and magnetization transfer maps. The method is based on the
propagation-separation approach. The adaptivity of the procedure avoids the inherent bias from
blurring subtle features in the calculated maps that is common for non-adaptive smoothing ap-
proaches. The characteristics of the methods were evaluated on a high-resolution data set (500
pm isotropic) from a single subject and quantified on data from a multi-subject study. The results
show that the adaptive method is able to increase the signal-to-noise ratio in the calculated quanti-
tative maps while largely avoiding the bias that is otherwise introduced by spatially blurring values
across tissue borders. As a consequence, it preserves the intensity contrast between white and
gray matter and the thin cortical ribbon.

1 Introduction

In contrast to classical weighted imaging, e.g., with T1-, T2-, or PD-weighting, that acquires inten-
sity values in arbitrary units, quantitative MRI (QMRI) measures absolute physical parameters, e.g.,
relaxation times in relaxometry (Koenig, Brown, and Ugolini 1993) or an estimate of water diffusivity
in diffusion MRI (Le Bihan 2003). If corrected for instrumental bias (Lutti et al. 2010) its standard-
ized nature facilitates comparison across sites, time points (Weiskopf et al. 2013) and participants in
multi-centre trials. Multi-Parameter Mapping (Weiskopf et al. 2013; Lutti et al. 2014) is a framework for
gMRI that simultaneously measures the proton density (P D), the longitudinal relaxation rate (R;), the
apparent transverse relaxation rate (123) and, optionally, the magnetization transfer saturation (MT).
Those metrics have been shown to be sensitive to microstructure by means of, e.g., iron or myelin
content (Callaghan et al. 2014), and can be used in biophysical models (Mohammadi et al. 2015)
to estimate microscopic tissue features using in-vivo MR, e.g., the aggregated g-ratio of myelinated
axons (Stikov et al. 2015).

However, the spatial scale gap complicates the estimation of microscopic tissue features from MRI:
While MRI typically works on a millimeter scale, microscopic tissue features, e.g., the g-ratio of a
myelinated axon are at the micron scale. Although it is not foreseeable that in-vivo MRI will ever
achieve a spatial resolution of microns, it is believed that gMRI data at submillimeter resolution will
facilitate improved biophysical modelling (Roebroeck et al. 2008; Weiskopf et al. 2015). One important
limiting factor for increasing the spatial resolution of gMRI towards submillimeter resolution is the
fact that the MR signal-to-noise ratio (SNR) inherently drops with the voxel volume (Edelstein et al.
1986). Besides expensive hardware improvements, e.g., ultra-high field MRI (Lisebrink et al. 2017),
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and SNR-efficient MRI sequences (Xu et al. 2013; Setsompop et al. 2017), denoising methods can
be used to increase the SNR. While non-adaptive denoising methods are efficient in reducing the
variation in images, they do not preserve tissue boundaries and inherently decrease the nominal
resolution. This is because non-adaptive denoising uses a global smoothing strategy not adapted to
the specific local data properties and hence leads to a local bias in the smoothed MR image signal
values. For gMRI, bias is particularly problematic, since the MR signal is physically interpreted and a
bias in the MR signal will convert to artefactual quantitative parameter maps. However, the acquired
images contain spatial structure that can be utilized to reliably improve the SNR while avoiding this
bias by using adaptive denoising methods. Those adapt the smoothing to the local properties of the
data at hand and thus achieve variance reduction, i.e., an improvement of the SNR, but with a largely
reduced bias.

Adaptive denoising has been used frequently in other MR imaging modalities like diffusion MRI. The
specific methods are based on different methodologies, like anisotropic diffusion (Ding, Gore, and An-
derson 2005; Parker et al. 2000; Xu et al. 2010; Duits and Franken 2011), non-local means (Manjén et
al. 2009), penalization techniques (McGraw et al. 2009; Haldar et al. 2013), wavelet filtering (Lohmann
et al. 2010), model-based methods (Fletcher 2004; Tabelow et al. 2008), the propagation-separation
approach (Becker et al. 2012; Becker et al. 2014), or other local techniques (Aja-Fernandez et al.
2008; Tristan-Vega and Aja-Fernandez 2010). Depending on the method and data adaptive smooth-
ing is performed on each image volume separately or using the combined information from all available
raw data.

To our knowledge, adaptive denoising has never been used for increasing the SNR in relaxometry.
Here, we introduce an adaptive denoising strategy based on the propagation-separation approach
(Polzehl and Spokoiny 2006), specifically designed for the FLASH-based MPM model (Helms, Dathe,
and Dechent 2008; Helms et al. 2008; Weiskopf et al. 2013; Lutti et al. 2014). We follow the strategy of
estimating a sequence of local adaptive smoothing kernels in scale-space at each voxel from all MPM
metric maps simultaneously. To this end, we

B derive a novel analytical relation between the FLASH signal and the MPM metrics i1, PD, R3,
and MT,

B apply the propagation-separation approach to adaptively improve the SNR in the MPM metrics,

B and compare the efficiency, the bias, and the reduction in scan-rescan variability of adaptive to
non-adaptive noise reduction.

2 Theory

2.1 Model of the signal in FLASH sequences

The signal obtained in a perfectly spoiled FLASH sequence is given by the Ernst equation (Ernst and
Anderson 1966). Specifically, we denote the echo time by T'E, the repetition time by T'R, the flip angle
by o and model the signal intensity S in the acquisition by (Helms, Dathe, and Dechent 2008)

| — ¢—RiTR

. —_ *-
S=A-sina- =R € Ry TE (1)
—cosq - e i

A denotes the maximum signal amplitude at T = 0 and is related to the proton density A =
c - PD, with ¢ a spatially varying factor related to the detection sensitivity (Weiskopf et al. 2013).
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Ry = 1/T) and Ry = 1/Ty are the longitudinal and transverse relaxometry rates, respectively. In
order to maintain a clear derivation of the formulas used in this paper we introduce the abbreviation
E, = e 'TE gnd write Eq. (1) slightly more compactly as:

1_1;1 *
S = A-si - T R TE )
S1n v 1 cosa - By € ()

For a dual-excitation FLASH sequence the acquired signal S can be written (Helms et al. 2008) as

1—e BThR (1 —cosay) - (1 — e frTh). o=RiTR: . ~RSTE

1 —cosay -cosay - e 1 TR

S=A-sinay -

where T'R = T'R; + T'R5 is the total repetition time and «;; and s are the two flip angles of the two
excitations. For the MT (magnetization transfer) FLASH experiment the second excitation is replaced
by the MT pulse (Helms et al. 2008). Using the abbreviation 6 = 1 — cos «» that describes the MT
saturation we obtain the signal intensity

1 _ ele-TR _ 6 . (ele-TRQ _ ele-TR)

S — A-sina - .
S l—cosag-(1—=0¢) e TR ©

~R3TE 3)

for MTw acquisitions. Introducing another abbreviation Fy = e 71772 we will use a more compact
version of Eq. (3), too:

1-B1—0-(By—E1) _pyre

— A-sinas -
S S 1 —cosay-(1—=19)-E

(4)
From these signal equations (1) and (3) one can estimate maps of R, R}, A, and 4 by regression from
a suitable set of multi-echo proton density weighted (PDw), 77 -weighted (T1w) and MTw acquisitions,
i.e., for specific choices of o, T'R, and the echo times T E, cf. Weiskopf et al. 2013. Here, we will
follow a different approach for map estimation.

2.2 Re-parameterization of the signal model by ESTATICS

The ESTATICS model was introduced in Weiskopf et al. 2014 for estimating the apparent transverse
relaxation time 25 from a multi-parameter mapping (MPM) multi-echo sequence typically involving in
practice 6 to 8 echos for each of the PDw, T1w, and MTw acquisitions. Specifically, the model assumes
that the transverse signal decay is independent of the contrast weighting:

S = (Sp1-Ip1 + Spp - Ipp + Syr - Iyp) - e 12 TE )

with indicator variables I71, Ipp, and I, for the different acquisitions. Comparing this model equa-
tion with the signal equations (1) and (3) the (non-linear) terms involving R, A, and J are replaced by
St1, Sy, and Spp:

_ 1- B
Sr1=A-sinap; - ! ) (6)

1 —cosam - E)
1— EFP )
1 —cosapp - EfPD)
1— E%MT) _5. (EéMT) _ E;MT))
(8)
'E§MT)

Spp = A -sinapp -

S]\/]T =A- sinonT :
1 —cosayr-(1—9)
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In Appendix A we explicitly derive how R;, A, and ¢ can be calculated analytically from S71, Spp, and
Sy if Ele) = EEPD), i.e., if the repetition time 7' 2 for the T1w and PDw acquisitions are identical,
an assumption that can be easily fulfilled for MPM sequences. Then, Eq. (5) can be considered as a re-
parameterization of the model (1) and (3) and first used for the determination of estimates S*g? ﬁ}%,
S% and }?2(0) and second, utilizing those, the calculation of estimates ]—?1, fl, and 4 via Egs. (21),

(22), and (23) in Appendix A, and obviously f% R*(O The meaning of the additional superscript
(0) will be clarified in the next section.

2.3 Adaptive smoothing the estimated parameter maps

In thls section, we outline an adaptive noise reduction procedure for the estimated parameter maps
STl, SJ(%, S]\%,, and RQ(O) that can be used to reduce the noise variability of the maps without
blurring the edges of the anticipated fine structures. This is in contrast to the non-adaptive Gaussian
smoothing, that is, e.g., applied in functional MRI to increase the sensitivity of the signal detection. The
method is based on the Propagation-Separation approach introduced in Polzehl and Spokoiny 2006.
It makes use of the fact that the ESTATICS re-parametrization Eq. (5) of the signal model Egs. (1)
and (8) has a low parameter-induced non-linearity (Bates and Watts 1980) and leads to approximate
Gaussianity of the estimates

The proposed adaptive smoothing is an iterative procedure employing kernel estimates (Fan and Gij-
bels 1996) with a) an increasing sequence of bandwidths A1+, and b) locally varying kernels by
means of adaptive weighting schemes. Doing so, the procedure then automatically avoids blurring at
borders of a homogeneous intensity region in the maps generally observed for kernel estimators like
the Gaussian filter while achieving almost optimal noise reduction in homogeneous regions (Polzehl
and Spokoiny 2006). The details of the procedure are explained in Appendix B.

The resulting (adaptively) smoothed ESTATICS parameter maps after k£* iterations
G . (G GO Gl )T
T T »~PD> MTa 2

can then be used instead of the initial estimates S©) from the ESTATICS model to determine (im-
plicitly) smoothed R;, A, and J- maps through the analytic formulae in Eqs (21) (22), and (23) in
Appendix A and obviously R} = R2 Ifk* = 0, i.e., the initial estimates S(©) are used, no smooth-
ing is applied to the maps.

3 Methods

3.1 Image acquisition and subjects

We acquired an ultra-high resolution dataset at an isotropic resolution of 500 pm from a single subject
as well as data from a group of 12 subjects at an isotropic resolution of 800 pm.
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Adaptive smoothing MPM data 5

3.1.1 Data acquisition I: Ultra-high resolution dataset (500.:m)

Multi-parameter mapping (MPM). One healthy subject was scanned on a 3T Tim Trio (Siemens
Healthcare, Erlangen Germany) using the RF body coil to transmit and a 32 channel RF coil to re-
ceive. Calibration data were acquired to correct for inhomogeneities in the RF transmit field followed
by the acquisition of spoiled multi-echo 3D fast low angle shot (FLASH) acquisitions with predomi-
nantly proton density (PD, TR/flip angle = 32ms/6°) and T1 (32ms/30°) weighting. Data were acquired
with occipital coverage at an isotropic resolution of 500.m. Eight equidistant gradient echoes were
acquired with alternating readout polarity with echo times ranging from 4.5 to 21.86ms in steps of
2.48ms. Three repetitions of the data were acquired. To accelerate the data acquisition, partially par-
allel imaging using the GRAPPA algorithm was employed in the phase-encoded direction, using forty
integrated reference lines. A partial Fourier scheme was employed in the phase-encoded left-right
direction using a factor of 6/8. Total scan time was about 45 minutes.

3.1.2 Data acquisition Il: Group study (800 ;«:m)

Sample. The study sample consisted of 12 healthy volunteers (mean 25.6 4 2.2 years, range 22-30
years, 8 female). All participants were recruited locally at the University Medical Center Hamburg-
Eppendorf. They were systematically screened to ensure they were free of any lifetime history of
neurological or psychiatric illness, provided written informed consent before being included in the study
and received remuneration for participation. The study complied with the principles of the Declaration
of Helsinki and was approved by the local ethics committee (Arztekammer Hamburg). Parts of the data
used here were used as well in another study (under revision, (Ellerbrock and Mohammadi 2017)).

Multi-parameter mapping (MPM). All MRI sessions were performed on a whole-body 3T Tim TRIO
scanner (Siemens, Erlangen, Germany) using a 32-channel radio-frequency (RF) head coil for receive
and body coil for transmission. Foam padding was used to stabilize participants’ head and minimize
motion. An extensive whole-brain gMRI protocol was acquired consisting of MPM based on multi-echo
3D fast low-angle shot (FLASH): First, rapid calibration data were acquired to correct for inhomo-
geneities in the RF transmit field (Lutti et al. 2010; Lutti et al. 2012). Second, highly SNR-efficient
spoiled multi-echo 3D FLASH data were acquired with predominantly PD-, T1- or MT- weighting ac-
cording to the MPM protocol (Weiskopf et al. 2013). The flip angle was 6° for the PD- and MT-weighted
volumes and 21° for the T1-weighted acquisition. MT-weighting was achieved through the application
of a Gaussian RF pulse 2 kHz off resonance with 4 ms duration and a nominal flip angle of 220°. To
ensure whole-brain coverage at an isotropic resolution of 800 ;um, data were acquired using a field-of-
view (FoV) of 256 mm head- foot, 224 mm anterior-posterior (AP) and 180 mm right-left (RL). Gradient
echoes were acquired with alternating readout gradient polarity at equidistant echo times ranging from
2.34 to 18.44 ms in steps of 2.30 ms using a readout bandwidth of 488 Hz/pixel. For the PD- and T1-
weighted acquisitions 8 echoes were acquired. For the MT-weighted acquisition only 6 echoes were
acquired in order to maintain a repetition time (TR) of 25 ms for all FLASH volumes. To accelerate
the data acquisition, partially parallel imaging using the GRAPPA algorithm was employed in each
phase-encoded direction (AP and RL) with forty integrated reference lines and a speed up factor of
two. Total scanning time of the MPM protocol was ~25 min. For all participants, MPM acquisition were
conducted twice within one week (6-8 days interval) to test reproducibility of measures.
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3.2 Spatial alignment, data preprocessing and analysis
3.2.1 Software

Data analyses were performed using MATLAB (The MathWorks, Natick, MA, USA, version R2014b),
including customized MATLAB tools, FORTRAN code for the computationally expensive parts of the
smoothing method, and Statistical Parametric Mapping (SPM12, Wellcome Trust Centre for Neu-
roimaging, London, UK). The Gauss-Newton optimization code for the estimation of the ESTATICS
parameter was implemented in Matlab. All preprocessing steps were deployed identically for both sets
of 800um resolution images acquired in the two sessions. We checked the validity of the code by
comparing the results to those of a corresponding implementation in a package for the R software
environment for statistical computing and graphics (R Core Team 2017).

The computation time for a single dataset including parameter estimation, smoothing and application
of all corrections was approximately 10 minutes on a current laptop computer with i7 processor and
16GB of memory when restricting the calculation to a brain mask.

3.2.2 Spatial alignment

For the scan-rescan analysis all data acquired per subject from acquisition |l were registered across
the two time points, using a rigid-body transformation (spm_realign). First, to register data from
the second to the first time point, skull-stripped and thresholded MT maps were used for each time
point (thresholds: MT > 0 & MT < 3%). The estimated rigid-body transformation parameters were
applied to all calculated maps to before evaluating the quantitative metrics, see below. To ensure that
the MPM data at the first and second time points had similar variability, a sinc-interpolation of 9th
order was used to resample the data. Then, the deformation field that maps the data into MNI space
was estimated using the DARTEL SPM software (Ashburner 2007). To this end, individual mean MT
maps (across time points) were produced and segmented into gray and white matter probability maps
(Ashburner and Friston 2005). Then, these MT white matter and gray matter segments were used
as input in DARTEL to estimate the deformation fields using an existing template from a previous
study (Mohammadi et al. 2015). The estimated DARTEL fields were applied to the regions of interests
(ROls) defined in the next paragraph. The MPM data remains in subject-space ensuring a low spatial
correlation required by the adaptive smoothing method.

3.2.3 Regions of interest (ROI) analyses

Average values of MPM metrics were calculated within specific ROls in subject space. The subject-
specific ROIs were obtained by applying the backwards transformation estimated from the DARTEL-
derived deformation field on atlas-based ROls in gray and white matter: for each hemisphere the gray
matter ROls consisted of 56 regions extracted from the Harvard-Oxford atlas (Frazier et al. 2005;
Makris et al. 2006; Desikan et al. 2006; Goldstein et al. 2007) and the white matter ROls consisted
of 13 regions extracted from the SPM Anatomy toolbox (Eickhoff et al. 2005). Each atlas ROl was
thresholded at > 50 %, and additionally masked by the individual white or gray matter segments in
native space (thresholded at probability < 0.5 as well). In total this yielded 102 gray matter and 10
white matter ROlIs with sufficient numbers of voxel for the quantitative analysis.
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3.2.4 Estimation of ESTATICS parameters and calculation of quantitative maps
For a given voxel, let S, 52 ., ..., S be given measurements for the different multi-echo se-
guences obtained at echo times T'E';, T'Fs . .. T'E,,. Given the measurements we aim at estimating
the parameters St1, Spp, Sy, B3 of the ESTATICS model (5) by solving the non-negative least-
squares problem

I, = _

min - S(St1, Spp, Syr, Ry; TEy) — SE |12 9
Sr1.5mp Shrr 20 2 2 1S (St1, Spp, Sur, Ry; TEy) | 9)
Here, the non-negativity constraints are imposed to enforce plausible solutions, i.e., non-negative in-
tensities that decay with T'E’; see (5). The optimization problem (9) is low-dimensional since only four
parameters need to be estimated, however, one problem instance is required for each voxel. Since all
instances are independent of one another the process is accelerated by performing computations in

parallel.

To deal with the non-negativity constraints, we use the projected Gauss-Newton method presented
in (Haber 2015). The key idea is to solve the problem approximately by performing a Gauss-Newton
step on the inactive components (i.e., where entries are strictly positive) and a projected steepest
descent step on the active components. A projected Armijo line search is performed to ensure the
objective function decreases.

The adaptive smoothing procedure requires an estimate for the local covariance matrix X of the esti-
mates. We determined > from the Jacobian and the residuals of the ESTATICS model. As the residual
variance can be expected to be a spatially smooth and slowly varying function, we stabilized the esti-

mates of Y. by a local mean with a small bandwidth. This reduced the local variability of the estimate
X

3.2.5 Choice of parameters for the adaptive smoothing method

From S© we calculated the unsmoothed maps of R}, R, A, and J using the analytic formulae in
Egs (21), (22), and (23) from Appendix A. Furthermore, we used SO and 3 as input for the adap-
tive smoothing method introduced in this paper, see Section 2.3 and Appendix B. From the resulting
smoothed ESTATICS maps S+ we calculated (implicitly) smoothed maps of %, Ry, A, and J using
the analytic formulae from Appendix A.

The adaptive smoothing method depends on a number of parameters. The two kernel functions K.
and K, were chosen to be computationally cheap, i.e., the Epanechnikov kernel function for K. and
a Plateau kernel function for K, cf. with the adaptive smoothing method msPOAS for diffusion MRI
data (Becker et al. 2014).

The adaptation bandwidth A is the main parameter of the smoothing procedure. Specifically, A = 0 will
leave the input data unchanged, while A = oo results in a (classical) non-adaptive kernel estimate with
kernel K;,. and bandwidth A-. For optimal adaptation, A can be chosen by a propagation condition
by simulation (Becker and Mathé 2013), which here yielded A = 12, see also the discussion section.

The sequence h;, of bandwidths is chosen such that the variance reduction for a non-adaptive smooth-
ing from each iteration step is 25%. The specific value is not very important, cf. Li et al. 2012, it has
turned out to be a good compromise between sufficient increase of variance reduction between steps
and careful increase of hy, in order to obtain sufficiently neat coverage of the scale space.
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The number of iteration steps £* determines the final bandwidth Ay« and thus the maximum smooth-
ness within homogeneous regions. We used k* = 12 (hy« = 1.69) with dataset Il for a compro-
mise between sufficient variance reduction on the one hand and computational costs and a suffi-
ciently smooth result on the other hand. With the ultra-high resolution dataset | we used k* = 16
(hi~ = 2.33) to compensate for the lower SNR. See the discussion section for further elaboration of
the rationale behind a good parameter choice.

3.2.6 Correction for RF-inhomogeneities and imperfect spoiling

The local flip angle deviates from its nominal value due to inhomogeneities of the transmitted RF-
field (Lutti et al. 2010); this can be locally corrected using a correction field f7(z) from consecutive
pairs of spin-echo/stimulated spin-echo images (Lutti et al. 2010; Lutti et al. 2012)

alz) = fr(z) -« (10)

before calculating 171, A, and d from S'(T()l), SI(\E)T and S’I(JOZ)) using the analytic formulas given in Ap-
pendix A.

The description of the FLASH signal by the Ernst equation is only valid for perfectly spoiled sequencers
with no signal due to residual transverse coherences. In practice, we require an additional correction
for imperfect spoiling when estimating R; (or 77) in addition to the one related to the local flip angle
correction above, see Preibisch and Deichmann 2009. We formulate the (equivalent) correction for Ry
here:

Re RY*
Y Pu(fr) - R+ By(fr)

where P,(fr) and P,( fr) are quadratic functions in fr with coefficients that depend on the specific
sequence settings (timings, RF and gradient spoiling) and can be determined by simulation (Preibisch
and Deichmann 2009; Yarnykh 2012; Weiskopf et al. 2013). The correction has been applied to all
data from acquisition 1.

(11)

Finally, denote o, the off-resonance Gaussian shaped RF pulse of the MTw sequence. It is expected
that the magnetization transfer ¢ has a a2, ,-dependence and cancels the bias due to the excitation flip
angle bias and R, bias. However, the transmitted RF-field fT(a:) leads to a local correction of gy,
too, and thus to a residual bias field for the estimated d. In Helms 2015 the corresponding correction
factor for ¢ was found to be
1-04
(1-04-fr)- /3

with the typically used value a,,; = 220° in MPM sequences (Draganski et al. 2011; Weiskopf et al.
2013).

(12)

3.2.7 On the determination of the proton density (PD)

The receive field bias on the A maps is estimated similarly to the UNICORT approach (Weiskopf
et al. 2011). Accurate bias-field correction requires the use of a brain mask and therefore image
segmentation, which is based on the M'I" map due to its higher contrast in basal ganglia regions
(Helms et al. 2009). The bias-corrected A map was converted into a P D map by calibrating the mean
PD in white matter to 69% (Tofts 2005).
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3.2.8 Analysis

We analyzed the properties of the proposed method using averaged metrics from a ROI analysis of
dataset II. Doing so, the influence of the anatomical variance is largely reduced.

Spatial variability. To assess the spatial variability after denoising, the relative coefficient of varia-
tion (CoV) is calculated for each MPM metric ¢ = R%, M'T', Ry, P D and for each of the different data
processing approaches m = orig, ad, nad, ref (orig - original data from first time point, ad - adap-
tively smoothed data, nad - non-adaptively smoothed data, and ref - average across the two time
points, which serves as reference noise reduction). To this end, the standard deviation was calculated

over all voxels within each ROl 5 = 1,..., Ng, for each subject i = 1,..., N, and for each time
point £ = 1, 2 and averaged across these separately for gray and white matter:
13201 Ng
de qa = §ZNZ ZSdROI jalyt m)] (13)

~+

=1

Finally, the reduction of the spatial variability was assessed by the relative change of the metric
msd(q, m) with respect to msd(q, orig) calculated in percent:

msd(q, orig) — msd(q, m)

rsd(q, m) = 100 x (14)

msd(q, orig)
Ny is the number of ROIs (N = 10 for white matter, and Ny = 102 for gray matter), N the number
of subjects (/N = 12). This metric is used in Fig. 4.

There are two quantities contributing to m.sd(q, m): variability of ¢ due to random measurement errors
and variation of ¢ within each ROI (anatomic variability) due to microstructure. An efficient denoising
algorithm should reduce (random) variability of ¢ but leave anatomic variability unchanged. In case of
high anatomic variability such a procedure would show only small changes in rvar.

Temporal variability. To assess the temporal variability for each MPM metric ¢ = R5, M'T", Ry, PD
we averaged the relative change of ¢ between the two time points over all voxel £ = 1,... Ny (j)
within each ROl j = 1,..., Ng, and for each subject 7 = 1, ..., /N assuming that the metric within
the ROl is summarized by the mean:

N Ngr Ny (j)

raglam) = 5 305> e

j=1 k=1

.]7Z7tl7m k) (j7i7t27m7k>|
meanROI j? Za tla )] + meanRO[[Q(j? ia t27 m)] 7
(15)

This metric is used in Fig. 5.

Relative bias. To estimate the relative bias rbias, for each MPM metric ¢ = 5, MT, R, PD,
first the averaged value was calculated within each ROl j = 1,..., Ng. Then, relative differences
with respect to the value using the original data (m = orig) and finally its average across time, ROI
and subject was calculated:

bias(q,m) 1 22: 1 i L meangror|q(j, i, t, orig)] — meangos|q(J,i,t,m)) (16)
rbias(q,m) ==Y — Yy — — : ;
q 2 4 N < Ng = meangor[q(J,,t, orig)]

This metric is used in Fig. 6.
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4 Results

4.1 Data at 500 ;sm resolution

This dataset features an extra-ordinary high resolution at a very low
SNR. Qualitative assessment of the the MPM metrics after adaptive
denoising a single data acquisition in comparison with the calculated
MPM metrics from all three repeated measurements reveals the po-
tential of the smoothing method to achieve significant variance re-
duction without blurring structural borders in the MPM metrics, see
Fig. 2. For comparison we also show the resulting MPM metrics af-
ter adaptively smoothing all three acquired data repetitions.

Figure 1 — Localization of the
500micron dataset within the brain.
The axial slice in Figs.2a-c is de-
picted as a yellow line.

-

N X y Foe?
NEX=INrerfadaptive)
R2* [1/s]

i35
5

’/

NEX=23"nerfadaptive)

(a) — We show the apparent transverse relaxation rate (R3) for a single oblique slice using a single repe-
tition of the data (upper), and all three repetitions of the data (lower). From left to right: metric calculated
from original data, adaptively smoothed data, and non-adaptively smoothed data. The zoomed region in-
cludes white matter pathways towards the occipital lobe that surround the left posterior horn of the lateral
ventricles.

Figure 2 — Qualitative assessment of denoising on MPM for a 500micron dataset.
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R1 [1/s]

i 1.2
H02

(b) — As before, but for the longitudinal relaxation rate (R1). Arrows highlight a vein towards the ventricels
which shows up well with adaptive smoothing but is blurred by the non-adaptive method.
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Figure 2 — cont.

NEX=Tfwon-adaptive)
PD [%]

H 100
50

i

)h./*

NEX=3Yedaptive) NEX=3%Ron-adaptive)
(c) — As before, but for the proton density (P D).
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Figure 2 — cont.
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4.2 Data at 800 ;sm resolution

Here, we quantitatively analyze a dataset at a resolution that is feasible for group studies. To this end,
we provide assessment of metrics to show the improvements by the proposed method for statistical
analysis.

Qualitative assessment. Qualitative assessment of MPM metrics after different processing ap-
proaches (i.e., using original, adaptive, non-adaptive denoised data) demonstrated that the adaptive
denoising reduces noise and keeps the contrast at tissue boundaries whereas non-adaptive denoising
leads to blurring (see Figs. 2 and 3). Moreover, adaptive noise reduction preserves boundaries within
a tissue class. Two examples are depicted: (1) in Figure 2b a vein towards the ventricels is highlighted,
which is clearly visible in the original and the adaptive denoised image but becomes invisible in the
non-adaptive denoised image, (2) in Figure 3b (top left) the border between two adjacent fibers, the
optic radiation (OR) and the splenium of the corpus callosum (forceps major, FM), remains clearly
visible after adaptive denoising but becomes less sharp after non-adaptive denoising.

Reduction of spatial variability. Relative reduction in variability in terms of the metric rvar is in the
order of 20 — 50% for non-adaptive smoothing with the utilized bandwidth h,» = 1.63 at k* = 12,
see Fig. 4. For a spatially fully homogeneous and uncorrelated situation the non-adaptive procedure
with the utilized kernel function would lead to a noise reduction of 74%. The fact that we observed less
reduction in practice is due to anatomic variability within ROI's. The results for non-adaptive smooth-
ing indicate, e.g., that anatomic variability is larger in GM compared to WM largest in grey matter
M'T maps. In general, non-adaptive smoothing reduces both noise variance, as well as to a smaller
extend anatomic variability. In contrast, the adaptive procedure effectively restricts smoothing to local
vicinities with limited anatomic variability. Noice variance reduction is therefore smaller, while anatomic
variability is almost left untouched. This results in smaller values of rvar that reflect reduction in noise
standard deviation relative to the joint random and structural effect. Results are provided in Fig. 4. Fur-
thermore, it depended on the MPM metric, e.g., for adaptive denoising the effectiveness of variance
reduction was up to a factor of 3 larger in the R; as compared to the I2; metric (for gray matter).

Reduction of temporal variability for longitudinal analysis. The scan-rescan variability after de-
noising was reduced (Fig. 5). In general, the reduction was larger after non-adaptive denoising than
after adaptive.

Reduction of relative bias. The bias after denoising was negligible for the adaptive approach (<
1%) but relevant for the non-adaptive approach (-1 and 12%) (Figure 6). It varied in directionality and
magnitude between MPM metrics. It was negative for [?5 in gray matter and PD in white matter, but
positive elsewhere. It was largest in MT.
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Original Adaptive Non-adaptive

A o

(a) — Transverse slice across the whole brain. The MPM metrics include: apparent transverse relaxation
rate (R3), magnetization transfer rate (M'T'), longitudinal relaxation rate (R1), and proton density (P D).
The yellow box in the top left is magnified in (b).

Figure 3 — Qualitative assessment of denoising on MPM metrics for subject 3.
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Original Adaptive Non-adaptive

R2*
[1/ms]
40

(b) — Magnification of brain region includes fibers of the optic radiation (OR) and the splenium of the
corpus callosum (forceps major, FM) - see arrows in top left. Non-adaptive denoising reduces noise most
efficiently but at the same time can reduce effective resolution, e.g. the boundary between the OR and FM

tract is blurred out. Adaptive denoising removes noise and keeps the effective resolution at the same time
(boundary between adjacent tracts is preserveq).

Figure 3 — cont.
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Variability reduction in GM (spatial) Variability reduction in WM (spatial)

Il Adaptive Il Adaptive
[ Non-adaptive [ Non-adaptive
[_IReference [_IReference

50+ 4} 50 %

40+ 40+

30+ 30+

20+ 20+

o il all U] 8 i

0 0
R2* MT R1 PD R2* MT R1 PD

Figure 4 — Relative reduction of the variability in the processed MPM metrics as compared to the original
maps, depicted for gray (left) and white (right) matter. The processed MPM metrics underwent: adaptive
denoising (blue), non-adaptive smoothing (green), and averaging of the two acquired time points (yellow),
where the latter served as reference data. Values reflect a reduction in noise and anatomic variability.
Adaptive denoising shows a smaller effect since it limits noise reduction to anatomically homogeneous
vicinities and is supposed to not affect anatomic variability.

Scan-rescan variability in GM Scan-rescan variability in WM
Il Original Il Original
o5 | Il Adaptive Il Adaptive
[ Non-adaptive 20+ [ Non-adaptive
20+
15+
15+
10+
10+
| i | Iy IID
0 0
R2* MT R1 PD R2* MT R1 PD

Figure 5 — Scan-rescan variability (in percent) with respect to the average value for each MPM metric using
different processing approaches, depicted in gray (left) and white (right) matter. The processing approaches
included: using the original data (blue), adaptive denoising (green), and non-adaptive denoising (yellow).
The scan-resan variability was reduced after adaptive denoising, and even more, for the same reason as
for the spatial variability after non-adaptive denoising. Error bars indicate variability of the reduction over
subjects.
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Relative bias in GM

Il Adaptive
[ Non-adaptive

S

. ] b

R2* MT R1 PD

15+

107

Relative bias in WM

Il Adaptive
[ Non-adaptive

R2* MT R1 PD

Figure 6 — Relative bias (in percent) in the processed MPM metrics as compared to the original MPM
metrics, depicted for gray (left) and white (right) matter. The processed MPM metrics underwent: adaptive
denoising (blue) and non-adaptive denoising (green). The adaptively smoothed data showed a smaller bias
(<1%) than the non-adaptively denoised data (up to 12%). Error bars indicate variability of the reduction

over subjects.
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5 Discussion

In this paper we developed the (to our best knowledge) first adaptive smoothing method that simul-
taneously denoises all four gMRI maps obtained by the Multi-Parameter Mapping (MPM) framework:
the proton density (P D), the longitudinal relaxation rate (R;), the apparent transverse relaxation rate
(R3) and, optionally, the magnetization transfer saturation (//7"). Moreover, we derived a novel ana-
lytical relation between the FLASH signal from the multi-echo sequences and the MPM metrics R,
PD, MT, and I?;. Besides higher precision, the analytic relation directly reveals an experimental
constraint on the acquisition protocol, namely that the T'Rs should be kept the same for all three
contrasts. Our main findings are that this adaptive denoising method reduces spatial and temporal
variability (up to 20% for the chosen bandwidth hx+) while marginally biasing the quantitative MPM
metrics (less than 1%,).

Adaptive densoising in quantitative MRl. Today, adaptive denoising methods in anatomical imag-
ing are either applied to single weighted anatomical images to improve the gray-to-white matter con-
trast for voxel-based morphometry studies analyses (Yi et al. 2015) or in diffusion MRI, see the papers
referred to in the introduction, whereas in quantitative relaxometry or magnetization transfer imaging
denoising approaches are not commonly used. One reason is that denoising can bias the quantitative
outcome measures, if the smoothing kernel mixes tissue compartments with different MRI properties
(Draganski et al. 2011). The simultaneous denoising of all four MPM metrics that is used in our ap-
proach can help to reduce this kind of bias due to the following reasons. First, the precision of the
structure-adaptive smoothing kernel benefits from the joint SNR of the four MPM maps. Second, and
even more importantly, homogeneous regions within tissue classes (e.g. due to similar microstructural
composition of fiber pathways (Kleinnijenhuis et al. 2012)) can be better delineated because the in-
formation of four gMRI maps with, in parts, complementary sensitivity to microstructure (Callaghan
et al. 2014; Callaghan et al. 2015), is combined in this approach. This notion was supported by our
findings. We found that our adaptive denoising method produced less than 1% bias, whereas the bias
introduced by non-adaptive denoising was up to 12% (Fig. 6). As a consequence our method leaves,
e.g., the gray-white matter contrast almost unchanged, whereas the contrast would be systematically
reduced by non-adaptive denoising.

Spatial analysis. Sensitivity to cross-sectional voxel-by-voxel differences will be affected by spa-
tial variability due to noise. Spatial variability can be either due to microstructural differences in the
MPM metrics that vary between anatomical regions or due to noise. ldeally adaptive denoising should
only reduce the latter kind of variability. To reduce the influence of anatomical variability, we assessed
the variability within atlas-defined region of interests (ROIs) in the gray and white matter, where the
anatomical variability was assumed to be reduced because of similar microscopic tissue composition.
We found that non-adaptive smoothing leads to a reduction in spatial variability of up to 20 — 50%
compared to a theoretical 74% in case of structural homogeneity and the utilized kernel and band-
width. This indicates the presence of structure and the reduction of both noise and anatomic variability
by non-adaptive smoothing.

Adaptive denoising is restricted to anatomically homogeneous regions due to the presence of the
second kernel function K; in the definition of weights wz(j , at a given bandwidth hy«. Variance re-
duction for the adaptive method is therefore less than for non-adaptive smoothing employing the same
bandwidth. Anatomic variability is almost untouched by construction. Both effects lead to an efficient

denoising and a much smaller value in rvar for the adaptive procedure.
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Longitudinal analysis. Sensitivity to longitudinal voxel-by-voxel differences will be affected by tem-
poral variability due to noise. Here, we assessed the temporal variability of MPM metrics. We found
that denoising reduces temporal variability as well (Fig. 5). In accordance to our findings for spatial
variability, also temporal variability was more strongly reduced when using non-adaptive denoising
than adaptive denoising. We also observed that adaptive denoising worked more efficiently in white
than in gray matter. While the main source of spatial variability thermal noise and thus should be
efficiently reduced by denoising methods, it was, on the first glance, surprising to find reduction of
temporal noise due to denoising, because temporal noise is more associated with instrumental noise,
e.g., change in the receive-field due to repositioning or temporal variability in the MR systems’ hard-
ware. Our hypothesis for this finding is that the quantitative MPM data were corrected for systematic
bias due to instrumentally induced temporal variation, thus main source of temporal variability was
random noise or residual misalignment between the two time points. Both of which can be reduced by
spatial denoising.

Mathematical considerations The procedure is based on the propagation separation approach
which a) defines for each voxel an adaptive weighting scheme wff ) by local comparison of the vector
of ESTATICS parameters taking the covariance estimate into account and b) repeating this definition
in an iterative inspection of the scale space at a sequence of bandwidths h;,.

It is worth noting that in the absence of an MTw sequence in the data, the method can still be applied
with only minor changes: The Sj;7 related term in the ESTATICS model Eq. (5) is then missing, the
smoothing procedure is only performed on 5’;01) 31(3])3, and Z%;(O). This has been used in this paper
for the 500 um data, where no MTw data was available. Furthermore, the workflow of the method is
designed such that setting £ = 0 implies that no smoothing is applied to the ESTATICS parameters.

Note also that the non-adaptive smoothing of the estimated covariance maps 3 we used in this paper
may contribute to the residual bias of the adaptive smoothing method, as it might blur discontinuities in
the component maps of 3. However, the benefit of this approach is a largely reduced local variability
of those estimates which can be justified by their overall smoothness.

In contrast to former approaches (Helms et al. 2008) the analytic derivation in Appendix A allows for
the calculation of the MPM metrics from the data using the Ernst equation (1) without making linear
approximations of the involved terms for small flip angle v and short T'R.

Moreover, the estimation of the ESTATICS model parameters S”Tl, SPD, S’MT, and ]:2’2* before analy-
tically calculating the MPM metrics has further advantages over direct estimation of the metrics from
the Ernst equation: the positivity constraints on the parameters can be easily incorporated, the objec-
tive function for the optimization used to estimate the parameters is computationally cheaper, and the
ESTATICS parametrization has a low parameter induced non-linearity (which can be easily checked
using the methods from (Bates and Watts 1980)) such that the parameter estimates are approximately
Gaussian and a suitable estimate of the covariance matrix can be obtained.

Methodological considerations and outlook. Obviously, the sequential nature of the data acquisi-
tion poses potential problems for the smoothing method in this paper. If, e.g., motion artifacts are not
sufficiently corrected by registration of the image volumes, the estimation of the ESTATICS parame-
ters may be biased. While this is not specific to the method in this paper but a general feature of any
sequential data modeling, it can here potentially lead to a large value in the statistical penalty in the
adaptive weights and hence less smoothing than desirable. In this multi-echo FLASH acquisition there
are two different times scales at which motion artifacts can manifest in the data: (a) the intra-volume
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time lag, (b) the inter-volume time lag between the different contrasts in the order of several minutes.
In the MPM framework, the latter kind of motion is reduced by performing rigid body transformations
between reference images from each echo train (e.g. the root-mean-square across the echoes).

The smoothing method outlined here, has a number of parameters, the influence of which we now
discuss. \ is the main parameter of the procedure and determines the amount of adaptivity: If A = oo
the weighting scheme wl(f) is identical to a non-adaptive one determined by a bandwidth Ay in the
kernel function K. Then, the procedure is identical to a non-adaptive kernel estimator. On the other
hand, for A = 0 the weighting scheme will always include only the central voxel in the weighted
average. Thus, the data will not be changed at all by the procedure. A good choice for A lies between
these extremes: The strategy to choose the adaptation parameter \ independent from the data is, e.g.,
described in Becker and Mathé 2013. Other parameters of the procedure like the kernel functions /.
and K,; have only minor impact on the smoothing result, cf. Becker et al. 2014. The same applies to
the specific choice of the sequence of bandwidth, cf. Li et al. 2012.

The usage of the assumption of the procedure, i.e., a local homogeneity structure of the ESTATICS
parameters, results in the appearance of a step function in the metric maps for very large k*. However,
in our experience the usage of an intermediate number £* = 12 — 16 of iteration steps like the one
used in this paper avoids this effect in favor of a smooth result in homogeneous regions (Becker and
Mathé 2013).

The deviation of the signal distribution from a Gaussian at very low SNR poses the same additional
bias problem for the estimates of the ESTATICS model and the quantitative metrics Ry, PD, MT,
and %} by the non-linear estimation problem in (9) as has been observed, e.g., for parameters of diffu-
sion models in dMRI (Polzehl and Tabelow 2016). The consideration of an alternative quasi-likelihood
estimation for the parameters is capable of reducing this bias also in MPM acquisitions, see Tabelow
et al. 2017 for a basic outline.

The workflow with a) the estimation of the ESTATICS parameter maps, b) smoothing of these, and c)
the calculation of the MPM metric from the (smoothed) parameter maps is suited for the application
of any smoothing procedure for S(Tol), SPD, SJ(M)T, nd R2 based on different approaches than
propagation-separation, e.g., anisotropic diffusion, non-local means, or others, see the list of adaptive
smoothing methods for diffusion MRI data in the introduction. Since our method developed here is the
first adaptive smoothing approach that is applied MPM data, this will be part of future research.

We also note, that instead of using the adaptive weighting schemes to smooth the ESTATICS param-
eter maps, we could apply the weights directly to the original volumes and then re-estimate the maps.
This procedure would benefit from the dimension reduction to determine the adaptive weights and still
act on the original data. Furthermore this would also address the bias in estimating /25 that is induced
by the non-linear part of the ESTATICS model. However, this would require much more computing
resources and we do not expect a large difference here in view of the approximate linearity of the
ESTATICS model.

6 Conclusion

Mathematical methods for adaptively utilizing the local structure of the data at hand alongside with
hardware improvements and optimized sequences may pave the way for higher resolutions in gMRI
by substantially increasing the SNR. Here, we introduced a new noise reduction method for gMRI data
acquired in the MPM framework. The procedure does not mask the microstructure observable at the
chosen resolution by blurring the tissue borders. It uses the available information from all acquired
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image volumes of the MPM data for the definition of its locally adaptive smoothing kernel. The method
is computationally efficient and can readily be applied. It is made freely available as a toolbox for SPM
or an R package on request.
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Appendices

A Analytic formulas for R, A, and ¢

Using the additional abbreviation £, = e 1" Tf under the assumption, that T'R is constant over all

T1w and PDw volumes, we immediately get from Egs. (1) and (5):
1—-F
SV = A-sina 17
T 1 cos ap; - B (a7
1—-F
1 —cosapp - E;’

S%, = A-sinapp

where we denote the corresponding flip angles by a1 and a.pp. Simple re-ordering of terms yields:

SO — 8% cosap - By = A-sinap, — A-sinap, - B (18)
S?DD - S?DD - COSQpp - E1 =A- SiIlOzpD —A- SiIlOzpD : El. (19)
From Eq. (19) we find by multiplication with S*2LL
sinapp
sin o sin o . .
S?’D-— - S%D c— - COSQpp - E1 =A- S ey — A- S oy . El,
SINpp SINpp

where the right hand side can be replaced inserting Eq. (18):

sin « sin o
0 T1 0 T1
Spp—— =S  —

: PD " = -cosapp - By = Sp — SY - cosar - By
SINpp SINpp
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Finally, evaluation of F/; yields

0 _ Q0  sinap

T — 80 . sinor ’
Sty - cosary — Spp -+ Giges  COSApp

from which we obtain

Inserting the result for £ into Eq. (17) yields

(1 —cosar; - By) - S%

A —
sin a1 - (1 — El)

(22)

Thus, given estimates for S%, and S% ,, the maps for R; and A can be simply calculated analytically.

If additionally MTw are acquired, we can also determine the MT saturation parameter §. Using the
abbreviation Ey = e~ TRz — FTR/TR o optain from Eq. (3)

- B —5-(BEy— E)
1 —cosapyr-(1—9)-E;

SO = A-sinayr

and transposed to 9:

S8 — A-sinayr - (1 — Ey)

0=1—cosay=1-— . 23
2 SO cosayr - By + A-sinayr - (Ey — Ey) 23)
B Adaptive smoothing procedure
We denote the original estimates from the ESTATICS model by
30) _ (&0) &(0) &(0)  H*ONT
SO = (S71,Sppy Sy B2 )
We further assume that a local estimate 3 for the covariance of the parameters is available.
We define a sequence of bandwidths h, for k = 1, ..., k* for all k* steps of the iterative procedure.

Let K, and K be some suitable kernel functions (Fan and Gijbels 1996) on the unit interval. Finally,
let A denote the adaptation bandwidth, that controls the amount of adaptivity of the procedure.

For each iteration step k = 1, ..., k* we define adaptive weights

wlf) = Kige (i = j12/h3) - Ko (55/2) (24

for all pairwise voxel locations 7 and 7 with the statistical penalty sz(f) defined as
Sg'c) _ Ni(k—l) _ <§i(k—1) _ g‘;k_l))T ii‘l <§i(k_1) B 53(@—1)) (25)
based on the estimates 5,1'(1@71) and 57](4]“71) and the sum of weights Ni(kfl) =2, wg“*l) from the

previous step. For £ = 1 use Ni(o) = 1. We finally calculate new estimates S(®)
S = wi SO/ S wi (26)

J J
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as a weighted average of the data using the local adaptive weights wg)

k = k™ to obtain the final smoothed maps

and stop the iteration at
T

=7 % ~(k* k*

S = (S(T1)aS§DD)vSMTaR2 >

Data: ESTATICS parameters STol) LS5\ P S}?T, R*(O and covariance matrix estimate 3.

Initialization: §(©) = (S:(,?l), SI(B/)D» SMT, R2 ) , choose sequence of bandwidths hy < - -+ < hy,
choose number k* of iterations, choose kernel functions K., K, choose adaptation parameter A,
set Ni(o) =1,setk =1;

while &k < k* do

wg"."’) = Ko (i — j|?/12) Ky ( /)\> for all pairs of voxel 7, j;
— T —

with S N(k; 1) <Sgk—1) k 1)) (S(k 1) Sj(k 1)>,

calculate S(k >, W, k)S /Z wzk),

J
calculateN =2, wm ;

end

Result: Denoised maps S**) = (STkl ), S}f; ,SAS*T), R2 ) of ESTATICS parameters
Algorithm 1: Summary of the adaptive smoothing developed in this paper.
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