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An assessment of solvers for saddle point problems emerging
from the incompressible Navier–Stokes equations

Naveed Ahmed, Clemens Bartsch, Volker John, Ulrich Wilbrandt

Abstract

Efficient incompressible flow simulations, using inf-sup stable pairs of finite element spaces,
require the application of efficient solvers for the arising linear saddle point problems. This pa-
per presents an assessment of different solvers: the sparse direct solver UMFPACK, the flexible
GMRES (FGMRES) method with different coupled multigrid preconditioners, and FGMRES with
Least Squares Commutator (LSC) preconditioners. The assessment is performed for steady-state
and time-dependent flows around cylinders in 2d and 3d. Several pairs of inf-sup stable finite ele-
ment spaces with second order velocity and first order pressure are used. It turns out that for the
steady-state problems often FGMRES with an appropriate multigrid preconditioner was the most
efficient method on finer grids. For the time-dependent problems, FGMRES with LSC precondi-
tioners that use an inexact iterative solution of the velocity subproblem worked best for smaller
time steps.

1 Introduction

Typical “black box-solvers” for systems of linear equations

Mx = b, x, b ∈ Rn, (1)

with high dimension n and sparse matrixM, like Krylov subspace methods, do operate regardless
of the particular structure of the underlying problem. But to develop their full potential, it is necessary
to provide the solver with information about the problem to be solved. One way consists in multiplying
equation (1) from the left with a matrix P−1, thus letting the solver deal with

P−1Mx = P−1b

instead of the original problem. This approach is called left preconditioning. In another strategy, right
preconditioning, one inserts P−1P in betweenM and x and then solves the two stage problem

MP−1y = b,

Px = y.

If the preconditioner P is chosen appropriately, a clustering of the eigenvalues is obtained, which is
favorable for the Krylov subspace method [8, P. 361].

In approximating M−1 the preconditioner carries information about the system to the solver. Thus
a “perfectly informed” preconditioner would be the matrixM itself. As the calculation ofM−1 is in
general by far too costly, and would render the Krylov method needless, P must be constructed by
cleverly exploiting the structure of the underlying problem as to fulfill two opposing demands:P should
combine a big amount of information with a feasible computational effort when applying its inverse.
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N. Ahmed, C. Bartsch, V. John, U. Wilbrandt 2

In the context of computational fluid dynamics of incompressible flow problems, linear systems like (1)
emerge from the linearization and finite element discretization of the incompressible Navier–Stokes
equations (see Section 2). In this case, they exhibit a linear saddle point structure. In particular, the
matrix formerly denoted byM has the form

A =

(
A BT

B 0

)
. (2)

For systems of that type standard preconditioners like Jacobi preconditioners, SOR, or ILU approaches
cannot be applied because of the zero block in the diagonal of (2).

Concerning iterative solvers (or preconditioners) of linear saddle point problems, one can distinguish
two classes. The class of coupled methods deals with the full matrix as given in (2). Alternatively,
methods were designed that solve equations connected with the first and second row of blocks sepa-
rately.

A broad class of coupled preconditioners are coupled multigrid methods. Initially developed as solvers
themselves, they have been proven to be more efficient when applied as left preconditioners in Krylov
subspace methods for the solution of linear saddle point problems from the linearization and discretiza-
tion of the Navier–Stokes equations, [11, 12]. In fact, with a multigrid approach the preconditioner P
is not present in the implementation as a matrix, but the multigrid procedure mimics the application of
its inverse. Since a multigrid method itself contains iterative methods, the so-called smoothers, each
application of the method might represent a (slightly) different preconditioner. This makes the use of a
flexible iterative method necessary.

In recent years, a lot of effort has been spend to develop and improve approaches belonging to the
second class of methods. Especially two preconditioners based on LU decompositions emerged, the
pressure convection-diffusion (PCD) preconditioner [15] and the least squares commutator (LSC) pre-
conditioner [6]. Both preconditioning strategies are right preconditioners and are based on a similar
idea. The LSC approach showed slightly better results than PCD [8, pp. 389] and it performs even
better in a modified version [8, p. 386]. Another relatively recent approach from the second class is the
augmented Lagrangian preconditioner [1, 2]. Overviews on recent developments of this topic can be
found in [5, 16, 21].

This paper presents an assessment of solvers for linear saddle point problems (2) which arise in
the linearization and finite element discretization of the incompressible Navier–Stokes equations. As
Krylov subspace method, the flexible GMRES (FGMRES) method [18] is used. Our main interest
consists in comparing the performance of preconditioners from the two classes mentioned above: a
coupled multigrid method with Vanka-type smoothers [23] and LSC-type preconditioners. To the best of
our knowledge, such a comparison is not yet available in the literature. We preferred to study LSC-type
preconditioners, instead of the augmented Lagrangian preconditioner, because LSC preconditioners
do not possess an algorithmic parameter that has to be chosen by the user, which is in our opinion
an advantage. Since we think that it is of much interest for a broad audience, also the sparse direct
solver UMFPACK [4] will be included into the assessment. The numerical studies will consider two-
and three-dimensional as well as steady-state and time-dependent problems.

This paper is organized as follows. Section 2 explains briefly the used discretization strategies for
the Navier–Stokes equations. In Section 3, the coupled multigrid methods are presented, with some
emphasis on the used smoothers. The LSC preconditioners are described in Section 4. Section 5
contains the numerical studies and the most important results are summarized in Section 6.
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Solvers for saddle point problems emerging from Navier–Stokes equations 3

2 The Navier–Stokes equations and linear saddle-point problems

2.1 The stationary case

Let Ω be a bounded domain in Rd, d ∈ {2, 3}. A stationary flow of an incompressible Newtonian fluid
which is not exerted to external forces is modeled with the steady-state Navier–Stokes equations

−ν∆u+ (u · ∇)u+∇p = 0 in Ω,

∇ · u = 0 in Ω,
(3)

where the velocity field u and the pressure p are the unknown quantities. Bold symbols are used to
distinguish vector-valued from scalar quantities. The material constant ν is the kinematic viscosity (in
(3) already in dimensionless form). The inverse of this dimensionless viscosity is the Reynolds number,
which is commonly used to characterize and classify flows.

In order to define a well-posed problem, system (3) has to be equipped with boundary conditions. In
the considered examples, the boundary ∂Ω of Ω is decomposed as ∂Ω = Γin ∪ Γout ∪ Γno-slip, where
the decomposition is disjoint. Then inflow, outflow, and no-slip boundary conditions are prescribed as
follows

u = g(x) on Γin,
(ν∇u− pI)n = 0 on Γout,

u = 0 on Γno-slip.
(4)

With these boundary conditions, one can derive a weak formulation of (3). For this purpose, one
introduces the velocity test and ansatz spaces

V0 =
(
H1

Γ(Ω)
)d
, Vg =

{
v : v ∈

(
H1(Ω)

)d
with v|Γin = g,v|Γno-slip = 0

}
,

and the pressure space Q = L2(Ω). The subspace H1
Γ(Ω) of H1(Ω) consists of those functions

which vanish on Γ = Γin ∪ Γno-slip. Now the weak formulation of (3) reads as follows: Find (u, p) ∈
Vg ×Q such that for all pairs of test functions (v, q) ∈ V0 ×Q, it holds

(ν∇u,∇v) + ((u · ∇)u,v)− (∇ · v, p) = 0,

(∇ · u, q) = 0,
(5)

where (·, ·) denotes the inner product in L2(Ω). The numerical solution of (5) requires a linearization
of the nonlinear convective term (u · ∇)u and a discretization in space.

The linearization is achieved by a Picard-type fixed point iteration. With a known approximation to
the solution, the convection field um ∈ Vg, the nonlinear convective term (u · ∇)u is replaced with
(um · ∇)u, leading to a so-called Oseen problem

(ν∇um+1,∇v) +
(
(um · ∇)um+1,v

)
− (∇ · v, pm+1) = 0 ∀v ∈ V0,

(∇ · um+1, q) = 0, ∀q ∈ Q,
(6)

to obtain a new approximation um+1. This process is iterated until a sufficiently accurate approximate
solution is reached.

For the solution of the linear system (6) a spatial discretization of test and ansatz spaces with inf-sup
stable pairs of finite element spaces is used. This procedure leads to an algebraic linear saddle point
system of the form

A
(
um+1

pm+1

)
=

(
A BT

B 0

)(
um+1

pm+1

)
=

(
f
g

)
, (7)
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which has to be solved in every step of the fixed point iteration. Here, A ∈ Rn×n is a nonsingu-
lar square matrix, and B ∈ Rk×n is a full rank rectangular matrix where k < n. The unknowns
(um+1, pm+1) are coefficient vectors for the finite element functions of the ansatz spaces. The right-
hand side in (7) arises, e.g., from boundary conditions and in the special case considered here, it is
g = 0.

2.2 The time-dependent case

Whenever some data of the Navier–Stokes equations depend on time or ν is sufficiently small, i.e.,
the Reynolds number of the considered problem is sufficiently large, the behavior of the flow field be-
comes time-dependent. In such situations, the flow is modeled by the time-dependent Navier–Stokes
equations which read, for Ω as before and T ∈ R+,

∂tu− ν∆u+ (u · ∇)u+∇p = 0 in (0, T ]× Ω,

∇ · u = 0 in (0, T ]× Ω.
(8)

These equations have to be equipped with boundary conditions, which are in the considered examples
analogously to (4):

u = g(t,x) on (0, T ]× Γin,
(ν∇u− pI)n = 0 on (0, T ]× Γout,

u = 0 on (0, T ]× Γno-slip.

The equations are closed with an initial condition

u(0, ·) = u0 in Ω,

where u0 has to satisfy the divergence constraint and the boundary conditions in an appropriate
sense.

In order to proceed as in the steady-state case, one can start with a discretization of the temporal
derivative. In the simulations presented in this paper, the Crank–Nicolson scheme was used with a
fixed time step length ∆t. Applying this scheme and multiplying the whole system with ∆t leads to
the following time-discrete version of (8) at the discrete time tn:

un +
1

2
∆t (−ν∆un + (un · ∇)un) + ∆t∇pn

= un−1 −
1

2
∆t (−ν∆un−1 + (un−1 · ∇)un−1) ,

∆t∇ · un = 0,

where (un, pn) denote velocity and pressure at tn. For a brief remark concerning the treatment of the
pressure term, it is referred to [13, Rem. 7.50]. To derive a variational formulation, one uses similar
ansatz and test spaces as in the steady-state case. The only difference is that the velocity ansatz
space for every time point tn is replaced by Vg(tn, ·), which is defined in the same way as was Vg.
The variational formulation is once again linearized with a Picard-type iteration. In one iterative step,
the following problem has to be solved for the unknown (um+1

n , pm+1
n ) ∈ Vg(tn, ·) × Q and given

umn ∈ Vg(tn, ·)

(um+1
n ,v) +

1

2
∆t
(
(ν∇um+1

n ,∇v) + ((umn · ∇)um+1
n ,v)

)
−∆t(pm+1

n ,∇ · v)

= (un−1,v)− 1

2
∆t (ν(∇un−1,∇v) + ((un−1 · ∇)un−1,v)) ,

0 = ∆t(∇ · um+1
n , q).
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Here umn is the convection field, once again chosen as the solution of the previous iteration step. As a
starting point for the iteration serves the solution of the previous time step, (u0

n, p
0
n) = (un−1, pn−1).

The spatial discretization is performed with an inf-sup stable pair of finite element spaces, an approach
which results in a linear saddle point system of form (7).

2.3 Main difference of stationary and time-dependent case

Although the linearization and discretization of the stationary and time-dependent Navier–Stokes
equations lead to the same type (7) of linear saddle point problems, there is an essential difference
in the properties of the system matrix. If the time-step is not too large, then the matrix A in the time-
dependent case is dominated by the mass matrix (φj,φi)ij , which arises in the discretization of the
temporal derivative. All other contributions of A and also all other matrices are multiplied with ∆t. In
the stationary case, one has to distinguish two regimes. If the viscosity of the flow is large, the domi-
nating contribution in A is (ν∇φj,∇φi)ij , which comes from the discretization of the viscous term.
In the more interesting case that ν is small, the dominating contribution arises from the convective
term.

The numerical studies will consider steady-state situations with dominating convection and time-
dependent problems with sufficiently small time steps. Hence, the matrixA in both cases has different
properties that might have a different impact on the efficiency of the studied solvers.

3 Coupled multigrid preconditioning

Multigrid approaches for solving large systems of linear equations show their full potential when used
as preconditioners for Krylov subspace methods like flexible GMRES (FGMRES) [18]. Numerical evi-
dence in case of the Navier–Stokes equations is given, e.g., in [11]. Besides giving a brief overview on
the components of the multigrid method, a detailed description of the used smoother will be provided
since the chosen smoother is the essential key for the efficiency of a multigrid method.

The general idea of multigrid methods consists in employing different grids with different levels of
refinement in the solution of a linear system of equations. High frequency errors contributions are
damped on fine grids. Low frequency error contributions on fine grids appear as high frequency con-
tributions on coarser grids and can be damped efficiently on these grids.

3.1 The standard and the multiple-discretization coupled multigrid approach

From the linearization and discretization of the Navier–Stokes equations there arise linear systems of
equations with a block structure as in (7). Multigrid approaches that do not decouple these systems
but solve for velocity u and pressure p simultaneously are referred to as coupled multigrid approaches.

To define a multigrid method, the following components have to be specified:

• the grid hierarchy,
• the grid transfer operators, i.e., restriction and prolongation,
• the grid cycle, i.e., the sequence in which the levels of the grid hierarchy are addressed,
• the smoother, i.e., an approximate solver on levels which are not the coarsest one,
• the solver on the coarsest grid.
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level geometry multilevel discretization

L

L−1

0

1

discretization of interest

lowest order non−conforming

lowest order non−conforming

lowest order non−conforming

with upwind

with upwind

with upwind
lowest order non−conforming

L+1

with upwind

multiple discretization multilevel approach (MDML)

Figure 1: Sketch of the multiple discretization multilevel (MDML) method.

In the standard multigrid (MG) approach, there is a one-to-one mapping between the geometric re-
finements of an initial grid and the levels in the multigrid hierarchy. In addition, all levels are equipped
with the same type of finite elements and discretization.

The grid transfer operators are the tools used to pass information between the different levels. Con-
sider the meshes Tl−1 and Tl, where Tl, l > 1, originates from the refinement of the coarser mesh
Tl−1, and the corresponding finite element spaces Vl−1 and Vl for the velocity as well asQl−1 andQl

for the pressure. The prolongation operators

P ū
l−1,l : Vl−1 → Vl, P p

l−1,l : Ql−1 → Ql, 1 ≤ l ≤ L,

and the restriction operators

Rū
l,l−1 : Vl → Vl−1, Rp

l,l−1 : Ql → Ql−1 1 ≤ l ≤ L,

map finite element functions between grids. A detailed discussion of the applied operators can be
found in [13, 20]. The operators are based on the concept of local and global functionals and can be
used for an almost arbitrary choice of finite element spaces.

Concerning the grid cycle, usual choices comprise the V-, F-, and W-cycle. The least work per cycle
is needed in the V-cycle but the W-cycle is sometimes considerably more stable. The F-cycle, which
is in between the V- and the W-cycle, is in our experience a good compromise.

The multigrid method works solely with the finite element spaces. This feature enables the definition of
multigrid-type methods with different finite element spaces on different geometric grids and even with
more than one finite element space defined on the same geometric grid. An example of this approach
is the multiple discretization multilevel (MDML) method introduced in [14] and analyzed in [10], see
Figure 1. The main motivation for constructing this method is the experience that multigrid methods
are usually very efficient for lowest order finite elements. Thus, all coarser multigrid levels of the MDML
method are equipped with an inf-sup stable and convection-stabilized lowest order discretization of the
Oseen problems. On the finest geometric grid, the discretization of interest forms the finest multigrid
level and the lowest order discretization forms the next coarser multigrid level.

DOI 10.20347/WIAS.PREPRINT.2408 Berlin 2017



Solvers for saddle point problems emerging from Navier–Stokes equations 7

3.2 Vanka-type smoothers

As already mentioned, the choice of the smoother is essential for the efficiency of a multigrid method.
It was already discussed in the introduction that the difficulty for linear saddle point problems consists
in the fact that standard smoothers cannot be applied because of the zero diagonal block and special
smoothers needs to be designed.

The most popular class of smoothers for problems of type (7) are Vanka-type smoothers proposed
in [23]. They were incorporated in several studies of solvers for the incompressible Navier–Stokes
equations, e.g., in [11, 12]. Since the smoothers are the essential part of the multigrid method and to
keep this paper self-contained, the used Vanka smoothers will be described in some detail.

Vanka-type smoothers can be understood as block Gauss–Seidel methods. Let the problem on multi-
grid level l have the form (7) and denote the sets of velocity and pressure degrees of freedom by V l
andQl, respectively. These sets are then decomposed into (not necessarily disjoint) subsets

V l =
J⋃
j=1

V lj, Ql =
J⋃
j=1

Qlj. (9)

Local matrices Alj are defined to contain those entries of the global matrix Al, whose row and col-
umn correspond to degrees of freedom from V lj ∪ Qlj . Then each smoothing step with a Vanka-type
smoother consists in a loop from j = 1, . . . , J and in solving a small system of equations connected
with the corresponding degrees of freedom. Denote by (·)j the restriction of a vector to the rows cor-
responding to the degrees of freedom in V lj ∪ Qlj . Then in each smoothing step, a solution update of
the form (

u
p

)
j

←
(
u
p

)
j

+A−1
j

((
f
g

)
−A

(
u
p

))
j

is performed. This block Gauss–Seidel approach is called multiplicative Vanka smoother. It is com-
pletely described if the decomposition (9) is given. Our basic strategy to define a decomposition is as
follows:

• Take some pressure degrees of freedom which formQlj .
• The corresponding velocity degrees of freedom in V lj are all those which are connected to at least

one of the pressure degrees of freedom in Qlj by an existing entry in the sparsity pattern in the
off-diagonal block B ofA.

It can be seen that with this strategy a Vanka-type smoother is determined by the particular choice of
theQlj .
To define the setsQlj , in our experience, it is helpful to distinguish between discretizations with continu-
ous and discontinuous pressure finite element spaces. For discontinuous approximations, the following
Vanka smoother is appropriate:

• Mesh-cell-oriented Vanka smoother (cell Vanka smoother) This smoother takes forQlj all pressure
degrees of freedom that belong to one mesh cell. It turns out that the corresponding velocity
degrees of freedom are all those which belong to the same mesh cell. The number of local systems
to be solved in one smoothing step then equals the number of cells in the mesh T l and all local
systems are of the same size.

Smoothers for discretizations with continuous pressure are the following:
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• Pressure-node-oriented Vanka smoother (nodal Vanka smoother). To define this smoother, one
takes forQlj only one pressure degree of freedom. Then the number of local systems to be solved
in each smoothing step is the number of pressure degrees of freedom, and systems of different
sizes appear. The size of the systems depends on several aspects, like the geometric position of
the (Lagrangian) pressure degree of freedom, the local grid, or the proximity to the boundary, see
[13] for more details and some examples.
• Cell-patch-oriented Vanka smoother (patch Vanka smoother). This approach can be understood

as a cell-oriented Vanka smoother applied to a continuous pressure approximation. Each setQlj is
defined by gathering all pressure degrees of freedom belonging to one mesh cell. For a continuous
pressure approximation, the pressure degrees of freedom are connected viaB to velocity degrees
of freedom in neighboring cells. The number of local systems per smoothing step equals the num-
ber of mesh cells. This approach leads to local systems of different sizes, depending on the local
mesh structure or the proximity to the boundary. It is clear by construction that the dimension of
the local systems is generally larger than for the nodal Vanka smoother.

In previous studies of Vanka-type smoothers, the application of the patch Vanka smoother was not yet
an option due to the relatively large local systems to be solved, e.g., see the statement of even applying
an iterative scheme for solving the local systems if its dimension exceeded 100 in [12]. However, with
the enormous increase of computing power during the last decade, methods that apply direct solvers
for the solution of larger local systems gained efficiency. The current paper will explore, besides other
issues, whether such a method applied in the solution of the incompressible Navier–Stokes equations,
the patch Vanka smoother, is already competitive.

Note that for the lowest order nonconforming discretizations P nc
1 /P0 [3] andQrot

1 /Q0 [17] the cell and
the nodal Vanka smoothers are identical. In numerical studies, we could observe that for higher order
discretizations with discontinuous pressure, the cell Vanka smoother performed much more efficient
than the nodal Vanka smoother.

4 Least Squares Commutator (LSC) preconditioners

The LSC preconditioner decouples the update of the velocity and pressure degrees of freedom.

4.1 The basic approach

The LSC preconditioner is derived from the LU decomposition of the matrixA and the approximation of
the pressure Schur complement by keeping a certain operator commutator error small. This approach
will be presented briefly. A detailed explanation is available in [8] and some hints on the intuition when
introducing the commutator can be found in the original work [6].

A formal Gaussian elimination ofA from (7) gives the LU decomposition

A =

(
I 0

BA−1 I

)(
A BT

0 −BA−1BT

)
= LU. (10)

As lower right matrix block appears the so-called Schur complement ofA,

S := −BA−1BT .

Since from (10) it follows that AU−1 = L, which has perfectly clustered eigenvalues, the upper
triangular factor U is a good starting point for building preconditioners. Its drawback is the appearance
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Solvers for saddle point problems emerging from Navier–Stokes equations 9

of the Schur complement which is not explicitly available and even if this would be the case, then the
Schur complement would be a dense matrix, since A−1 is dense. Constructing a good approximation
to the Schur complement is the difficulty that is addresses by the LSC preconditioner.

The basic idea of the LSC preconditioner, which uses a commutation argument, is to search for a
regular matrix Ap ∈ Rk×k, acting on (coefficients of) the pressure space, that solves the equation

BTAp = ABT (11)

and thus gives, by transforming (11) equivalently and multiplying with B from the left,

−BA−1BT = −BBTA−1
p . (12)

The right-hand side of (12) is a better to handle form of the Schur complement. For this form, applying
U as a preconditioner requires approximating the action of

(
−BBTA−1

p

)−1
, which is more easily

done, as Ap is known and BBT is positive definite and symmetric, and it represents basically a
discretization of a pressure Poisson problem.

The difficulty is that BT ∈ Rn×k, n > k, is a full rank rectangular matrix and so (11) is in general an
overdetermined system and can only be solved in a minimizing sense

min
Ap

∥∥ABT −BTAp
∥∥ (13)

for some matrix norm ‖ · ‖ to be defined later.

The derivation of the LSC preconditioner as commutator-based is now motivated by the interpretation
of the matrices appearing in (13) as discrete counterparts of the underlying continuous operators
from the (steady-state) Navier–Stokes equations. In fact the matrix BT stems from the finite element
discretization of the gradient operator and the matrix A from a convection-diffusion operator

−ν∆ + um · ∇

acting on the velocity space. The unknown matrix Ap is now assumed to originate from the discretiza-
tion of a somewhat hypothetical convection-diffusion operator acting on the pressure space. Problem
(13) can then be interpreted as minimizing the discrete commutation error of velocity- and pressure
convection-diffusion operator with the gradient operator. To support this interpretation, one has to ac-
count for the concrete choice of the finite element spaces and to introduce appropriate weights by mul-
tiplying with the inverses of the velocity and pressure mass matrices Mv ∈ Rn×n and Mp ∈ Rk×k.
One now replaces (13) by the minimizing problem

min
Ap

∥∥M−1
v AM−1

v BT −M−1
v BTM−1

p Ap
∥∥ . (14)

Observe that by multiplication from left with BA−1Mv and from right with A−1
p Mp the term inside the

norm gives rise to a formula for the approximation of the Schur complement

S = −BA−1BT ≈ −BM−1
v BTA−1

p Mp =: SLSC. (15)

The LSC approach now proceeds by specifying the minimizing problem (14) as minimizing columnwise
in a Mv-weighted vector norm

‖v‖Mv = 〈Mvv, v〉
1
2 .

DOI 10.20347/WIAS.PREPRINT.2408 Berlin 2017
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This choice leads to the eponymous least squares problems

min
[ap]j

∥∥[M−1
v AM−1

v BT ]j −M−1
v BTM−1

p [ap]j
∥∥
Mv
, j = 1, . . . ,m, (16)

where the unknowns [ap]j are the columns of Ap. The first order optimality conditions read

M−1
p BM−1

v BTM−1
p [ap]j =

[
M−1

p BM−1
v AM−1

v BT
]
j
, j = 1, . . . ,m.

In this way, one finally gets the representation

Ap = Mp

(
BM−1

v BT
)−1 (

BM−1
v AM−1

v BT
)
. (17)

The LSC preconditioner is now obtained by replacing M−1
v with (diag(Mv))

−1 = D−1
v in (17) and

inserting the arising formula in (15)

SLSC = −
(
BD−1

v BT
) (
BD−1

v AD−1
v BT

)−1 (
BD−1

v BT
)
. (18)

This expression approximates the lower right block in (10).

Note that in the application of the preconditioner, pressure Poisson-type problems have to be solved
by inverting the first and last term in parentheses in (18). A problem for the velocity has to be solved
by inverting the upper left matrix in (10).

4.2 Incorporating boundary effects

Since its original development in [6] the LSC preconditioner has experienced two major extensions.
The first one, to extend the approach to inf-sup-stabilized finite element approximations, has been
performed in [7]. Since stabilized discretizations were not used in our numerical studies, here only
the second modification, which considers the incorporation of boundary conditions into the pressure
convection-diffusion operator, will be described. It is reported, e.g., in [8, Section 9.2.4], that this mod-
ification led to improvements in the performance compared with the LSC preconditioner.

The derivation starts with the continuous version of a commutator

divA− Ap div

with velocity convection-diffusion operator A and a hypothetical pressure convection-diffusion operator
Ap. Observe that the original notion of “commutator with the gradient operator” has been replaced
by “commutator with divergence operator”, an approach justified in [9]. Assuming that making the
commutator error of the continuous version “small” also makes the discrete commutator error small
motivates investigation of the commutator error at the domain boundaries. A careful analysis given in
[9] shows that in the one-dimensional case the commutator error (continuous and discrete) vanishes
if Ap is equipped with a Robin boundary conditions at the inflow and a Dirichlet boundary condition
at the outflow. Then, it was proceeded with transferring these observations to the higher-dimensional
case by splitting the commutator error into components associated with coordinate directions of its
factors. It was shown that these error components depend too strongly on each other to set them to
zero simultaneously, but the most perturbing parts can be suppressed by carefully weighting the least
squares problem (16).

The least squares problem (16) is replaced by

min
[ap]j

∥∥[M−1
v AM−1

v BT ]j −M−1
v BTM−1

p [ap]j
∥∥
M̃v
, j = 1, . . . , k,
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where the modified norm ‖ · ‖M̃v
= 〈M̃v·, ·〉

1
2 with

M̃v = MvD
1
2M−1

v D
1
2Mv

is employed. The diagonal matrix D = (dij)i,j is responsible for suppressing certain error contribu-
tions. It was proposed in [9] to suppress contributions tangential to the Dirichlet boundaries. For a grid
aligned domain1 in two dimensions, D takes the block form

D =

(
Dx 0
0 Dy

)
.

The entries of the diagonal sub-matrix Dx are responsible for suppressing contributions tangential to
horizontal (x-aligned) boundaries. Its diagonal entries are defined by

dii =


ε if the velocity degree of freedom i is connected to a pressure

degree of freedom on a horizontal Dirichlet boundary by an
entry in the sparsity pattern of B,

1 else.

The entries of Dy are defined in a similar way for tangential velocity degrees of freedom near vertical
Dirichlet domain boundaries. The parameter ε, responsible for the suppressing, is chosen empirically
as ε = 0.1. This choice is proposed in [8]. The definition ofD can be adapted to the three-dimensional
case and non-grid aligned domains, see [8].

Analogously to the treatment of (16), one obtains the boundary-corrected LSC preconditioner by de-
termining the first order optimality conditions and plugging the result in (15). One gets

Sbdry
LSC := −

(
BH−1BT

) (
BD−1

v AH−1BT
)−1 (

BD−1
v BT

)
,

where now
H = D− 1

2DvD
− 1

2 .

Numerical results given in [8] show a significant improvement of the boundary-corrected LSC precon-
ditioner compared with its basic version in terms of needed GMRES iterations to achieve a certain
error tolerance.2

5 Numerical studies

This section presents the numerical studies with respect to the efficiency of the solvers that will be
evaluated by computing time.

5.1 General setup

Numerical studies were performed mostly on benchmark problems for the steady-state and time-
dependent Navier–Stokes equations in 2d and 3d, namely for flow around cylinder examples defined

1A domain with a rectangular/hexahedral grid where each mesh edge lies parallel to one boundary part.
2Our implementation of both LSC variants was verified by reproducing the results from [8] for the lid-driven cavity

example. The characteristic number for the performance of the preconditioners is the number of GMRES iterations needed
in the last step of the Picard iteration. Whereas the original LSC exhibits an unfavorable grid dependency, the boundary-
corrected LSC fixes this issue.
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in [19]. Only for the case of a time-dependent flow in 3d, a modified setup was used, which is motivated
and described below. Besides [19], descriptions of these examples can be found at many places, e.g.,
in [11, 12, 13, 14], such that here only a brief explanation is provided.

The Picard iteration for solving the nonlinear problems were terminated if the Euclidean norm of the
residual vector was less than 10−8. For discretizing the arising saddle point problems, the Galerkin
finite element method with inf-sup stable pairs of finite element spaces with second order velocity
and first order pressure was used. On simplicial grids, the Taylor–Hood pair P2/P1 and the pair
P bubble

2 /P disc
1 were studied and on quadrilateral/hexahedral grids the Taylor–Hood pair Q2/Q1 and

the pair Q2/P
disc
1 were applied. Hence, for both types of grids, a pair with continuous and a pair with

discontinuous pressure was used. Both Taylor–Hood pairs and Q2/P
disc
1 belong to the most popular

choices of inf-sup stable finite elements for incompressible flow problems.

As discretization of the temporal derivative, the Crank–Nicolson scheme with an equidistant time step
∆t was used.

The following solvers for the arising linear saddle point problems were studied

• UMFPACK: sparse direct solver [4],
• FGMRES + MG(cell): flexible GMRES, preconditioner standard multigrid with cell Vanka smoother,

only discretizations with discontinuous pressure,
• FGMRES + MDML(cell): flexible GMRES, preconditioner MDML method with cell Vanka smoother,

only discretizations with discontinuous pressure,
• FGMRES + MG(nodal): flexible GMRES, preconditioner standard multigrid with nodal Vanka smoother,

only discretizations with continuous pressure,
• FGMRES + MDML(nodal): flexible GMRES, preconditioner MDML method with nodal Vanka smoother,

only discretizations with continuous pressure,
• FGMRES + MG(patch): flexible GMRES, preconditioner standard multigrid with patch Vanka smoother,

only discretizations with continuous pressure,
• FGMRES + MDML(patch): flexible GMRES, preconditioner MDML method with patch Vanka smoother,

only discretizations with continuous pressure,
• FGMRES + LSC(dir): flexible GMRES, preconditioner least squares commutator, sparse direct

solver for all linear systems,
• FGMRES + LSC(ite): flexible GMRES, preconditioner least squares commutator, iterative solver

for velocity system, see Section 5.3 for details,
• FGMRES + boundary-corr. LSC(dir): flexible GMRES, preconditioner boundary-corrected least

squares commutator, sparse direct solver for all linear systems.

As in the classical multigrid approach, the systems on the coarsest grids were solved directly with
UMFPACK.

In the multigrid approaches there is the possibility, and generally the necessity, to apply a damping.
There are two opportunities for damping, namely for the update that is proposed from the Vanka
smoother and the update that comes from the prolongation from a coarse level to the next finer one.
Both possibilities for damping are independent and generally, one gets the most efficient method by a
different choice of the corresponding damping parameters. However, to facilitate the numerical studies
and the application of the multigrid methods, only configurations with a single damping parameter for
both places were considered.

The simulations were performed with the finite element code PARMOON [25] on compute servers
HP BL460c Gen9 2xXeon, 2600MHz. All simulations were performed five times, the fastest and the
slowest computing time were neglected and the average of the remaining three times is presented

DOI 10.20347/WIAS.PREPRINT.2408 Berlin 2017



Solvers for saddle point problems emerging from Navier–Stokes equations 13

Figure 2: Initial grids, level 0.

Table 1: Steady-state flow around a cylinder, damping parameters used in the multigrid methods

P2/P1 Q2/Q1 P bubble
2 /P disc

1 Q2/P
disc
1

MG(cell) 2d 0.7 0.9
3d 0.8 0.9

MDML(cell) 2d 0.7 0.9
3d 0.8 0.9

MG(nodal) 2d 0.8 0.7
3d 0.8 0.6

MDML(nodal) 2d 0.8 0.7
3d 0.8 0.8

MG(patch) 2d 0.9 0.9
3d 0.9 0.9

MDML(patch) 2d 0.9 0.9
3d 0.9 0.9

below.

5.2 Steady-state flows around a cylinder

For both, 2d and 3d, there is a prescribed parabolic inflow at the left-hand side of the channel and
outflow boundary conditions were used at the right-hand side, for details see [19, Test cases 2D-1,
3D-1Z]. The coarsest grids (level 0) used in our simulations are presented in Fig. 2.

The Picard iteration was started with the velocity zero for all degrees of freedom, only Dirichlet nodes
were set to their appropriate values. An important control mechanism for the efficiency of the iterative
solvers is the accuracy required for FGMRES in each step of the Picard iteration. In our experience, it is
sufficient to compute only an approximate solution of the linear saddle point problems (6) before going
to the next Picard step. Thus, we prescribed the termination of FGMRES after having reduced the
Euclidean norm of the residual vector by the factor 10. In addition, for the multigrid methods, at most
10 iterations should be performed. It turned out that the LSC-type methods required more iterations.
In numerical studies, it was found that FGMRES(50), where in parentheses the restart parameter is
given, with 100 iterations was an appropriate choice. The linear systems of the LSC-type iterations
were solved directly with UMFPACK. Studies with an iterative solver for the system with A showed a
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Figure 3: Steady-state flow around a cylinder in 2d: computing times and slope of best-fit line for
continuous pressure approximations, first solution level is level 2.
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Figure 4: Steady-state flow around a cylinder in 2d: total number of FGMRES iterations, first solution
level is level 2.

very inefficient behavior. Note that the factorization of both system matrices in the LSC-type iterations
need to be computed only in the first FGMRES iteration. Moreover, the factorization of the pressure
matrix BD−1

v BT has to be computed even only once at the beginning of the Picard iteration. In our
experience, the multigrid F-cycle is a good compromise between efficiency and stability and thus, the
multigrid methods were used with the F(2,2) cycle. The local systems of the Vanka smoothers were
solved with LAPACK routines. Table 1 summarizes the used damping parameters.

Results for the steady-state 2d flow are presented in Figs. 3 – 5 and for the 3d flow in Figs. 6 and 7. It
can be seen at first glance that there is no solver which performs best in all situations.

First, the 2d results will be evaluated. For discretizations with continuous pressure, Fig. 3, the direct
solver and the LSC-type preconditioners were most efficient on coarser grids whereas the multigrid
approaches showed a superior efficiency on finer grids. Using the nodal Vanka smoother was more
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Figure 5: Steady-state flow around a cylinder in 2d: computing times and slope of best-fit line for
discontinuous pressure approximations, first solution level is level 2.
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Figure 6: Steady-state flow around a cylinder in 3d: computing times and slope of best-fit line for
continuous pressure approximations, first solution level is level 0.

efficient than applying the patch Vanka smoother. In Fig. 4, it can be seen that the number of necessary
FGMRES iterations for the patch Vanka smoother was smaller than for the nodal Vanka smoother.
However, the costs for each smoothing step were larger for the patch Vanka smoother. The MDML
approach was generally a little bit more efficient than the standard multigrid scheme. For all multigrid
approaches, the number of necessary FGMRES iterations did not increase if the grid was refined,
Fig. 4. In contrast, these numbers increased considerably for the LSC-type preconditioners.

The situation is somewhat different for the discretizations with discontinuous pressure approximation,
Fig. 5. In these cases, the multigrid approaches with the cell Vanka smoother were most efficient on
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Figure 7: Steady-state flow around a cylinder in 3d: computing times and slope of best-fit line for
discontinuous pressure approximations, first solution level is level 0.

all considered levels, with the standard method being more efficient than the MDML approach. The
LSC-type schemes behaved considerably worse compared with the discretizations with continuous
pressure.

The LSC and boundary-corrected LSC preconditioner behaved always very similarly.

Based on the ansatz
solver time = C(number of dofs)α,

the power α was computed with a linear regression (best-fit line in the double logarithmic plots). It can
be seen that α is around 1 for all multigrid approaches, thus showing the desired linear dependency.
For the sparse direct solver and the LSC-type schemes, α is larger than 1.6. Since the LSC-type
methods used a sparse direct solver for the arising linear subproblems, a similar behavior can be
expected for both approaches.

The evaluation of the results for the 3d problem arrives often at the same conclusions as for the 2d
problem. The systems on the finest grids could be solved only with multigrid preconditioners, whereas
on coarser grids, the LSC-type methods were often more efficient. The latter situation is most notable
for Q2/Q1 in Fig. 6. Again, the results for both LSC-type methods were very similar such that only
those for the boundary-corrected variant are presented. In 3d, the patch Vanka smoother is consider-
able more expensive than the nodal Vanka smoother. For all multigrid methods, there are only small
differences between the standard and the MDML approach, with the standard approach often a little
bit more efficient. Whereas the multigrid methods still show an approximately linear relation between
number of degrees of freedom and computing time, this dependency is worse than in 2d for UMFPACK
(by around one order) and the LSC-type preconditioners (often of half an order).

5.3 Time-dependent flows around a cylinder

Similarly to the steady-state problem, there is a prescribed parabolic inflow at the left-hand side of the
channel and outflow boundary conditions were applied at the right-hand side. In 2d, a steady-state
inflow was used, Test case 2D-2 in [19], which leads to a Kármán vortex street. Since one period of
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Table 2: Time-dependent flow around a cylinder, damping parameters used in the multigrid methods

P2/P1 Q2/Q1 P bubble
2 /P disc

1 Q2/P
disc
1

MG(cell) 2d F(1,1): 0.9 F(2,2): 0.9
3d F(2,2): 0.9 F(1,1): 0.9

MDML(cell) 2d F(1,1): 0.9 F(2,2): 0.8
3d F(1,1): 0.9 F(2,2): 0.8

MG(nodal, F(1,1)) 2d 0.6 0.7
3d 0.9 0.9

MDML(nodal, F(1,1)) 2d 0.7 0.7
3d 0.9 0.9

MG(patch, F(1,1)) 2d 0.8 0.8
3d 0.9 0.7

MDML(patch, F(1,1)) 2d 0.9 0.8
3d 0.7 0.9

this vortex street is approximately 0.34 s, the final time in our simulations was set to be T = 0.34.
The initial solutions were precomputed fully developed flow fields. The corresponding 3d problem in
[19], Test case 3D-2Z, does not lead to a time-dependent flow. For our simulations, we computed the
steady-state solutions as initial conditions. Then, the original steady-state inflow was scaled with

1

2
sin

(
2π

(
2t− 1

4

))
+

3

2
, 0 ≤ t ≤ T =

1

2
,

such that a time-dependent flow occurs due to the time-dependent inflow condition.

A goal of the simulations was to study the impact of the time step on the computing times. With re-
spect to the spatial resolution, grids were considered on which all solvers behaved reasonably well for
the steady-state problems. With respect to controlling the Picard iteration and the FGMRES method,
essentially the same strategy was used as for the steady-state problems. The only difference was
that the maximal number of FGMRES iterations for the multigrid preconditioners was set to be 5. For
these preconditioners, both the F(1,1)- and the F(2,2)-cycle were studied. The results for the more
efficient approach will be presented below and the other one will be commented briefly. Again, the
application of damping was essential for the efficiency of the multigrid preconditioners and the used
damping parameters for the more efficient type of cycle are presented in Table 2. For the LSC-type
methods, as well the solution of both systems with UMFPACK as the solution of the system with the
matrixA with the iterative method BiCGStab [22] with SSOR preconditioner (ω = 1) was investigated.
Since in the second approach it is inefficient to solve the system with A very accurately, one needs an
appropriate stopping criterion. Some numerical tests showed that terminating the BiCGStab iteration
after having reduced the Euclidean norm of the residual vector by the factor 100 worked often well for
the considered problems. In addition, at most 1000 BiCGStab iterations were performed.

Figures 8 – 11 present the computing times for the different solvers. Again, the LSC and boundary-
corrected LSC preconditioners behaved very similarly such that only the results for the first one are
shown. First, the results for the 2d time-dependent problem, Figs. 8 and 9, will be discussed. One can
see at first glance that there is only one solver that profits from smaller time steps and the dominance
of the mass matrix, compare Section 2.3: FGMRES with the LSC-type preconditioner and the iterative
solution of the system with matrix A. A reason is that the number of BiCGStab iterations decreases
considerably if the time steps become smaller. In addition, the expensive setup and factorization of the
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Figure 8: Time-dependent flow around a cylinder in 2d: computing times on level 3 (left pictures) and
level 4 (right pictures).
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Figure 9: Time-dependent flow around a cylinder in 2d: computing times on level 3 (left pictures) and
level 4 (right pictures).

Poisson-type problems have to be performed only in the first Picard iteration of the initial time step. The
more time steps are computed, the less is the impact of the first time step on the total computing time.
FGMRES + LSC(ite) is the most efficient solver for the smallest time step in almost all cases, save for
P bubble

2 /P disc
1 . For discretizations with continuous pressure, Fig. 8, the LSC preconditioner performed

usually well with the direct solver for larger time steps and the iterative solver for smaller time steps.
Only for P2/P1 on level 4 and for large time steps, the multigrid preconditioner with F(1,1)-cycle and
nodal Vanka smoother was more efficient. For both, the nodal and the patch Vanka smoother, the
F(1,1)-cycle was generally considerably faster than the F(2,2)-cycle. Generally, the standard multigrid
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Figure 10: Time-dependent flow around a cylinder in 3d: same legends as in Figs. 8 and 9, multigrid
cycles given in Table 2. The LSC(ite) preconditioner blew up for ∆t = 0.01.

and the MDML approaches needed computing times of the same order. Figure 8 contains a result
which illustrates that the choice of an appropriate damping parameter in the multigrid methods might
depend on the time step. For FGMRES + MDML(nodal), the used damping parameter was too large
for ∆t = 0.01 but it was appropriate for smaller time steps. Regarding the discretizations with discon-
tinuous pressure spaces, the situation is somewhat different. For the P bubble

2 /P disc
1 pair, the standard

multigrid method with the cell Vanka smoother was always the most efficient approach. The LSC
preconditioner with the iterative solution of the system with matrix A was often the best performing
method for the Q2/P

disc
1 pair.

Simulations of the 3d time-dependent problem were performed on level 1. Hence, the standard multi-
grid method is just a two-level method. The results presented in Fig. 10 show that FGMRES + LSC(ite)
was generally the most efficient method for smaller steps ∆t ∈ {0.005, 0.0025}. Often, it was by far
faster than the other methods. For larger time steps, FGMRES with one of the multigrid precondition-
ers were best. But altogether, it was generally much more efficient to apply FGMRES + LSC(ite) with
a small time step than to use the multigrid preconditioner with a large time step. The sparse direct
solver and the multigrid approaches with patch Vanka smoother were in all studies not competitive.
For the cell Vanka smoother, the computing times with the F(1,1)- and F(2,2)-cycle were of the same
order, whereas for the nodal and patch Vanka smoothers, the use of the F(1,1) cycle was much more
efficient.

Figure 11 presents studies of the LSC preconditioner and multigrid preconditioners which include
an additional refinement in space. It can be observed that, on the one hand, the superiority of the
LSC preconditioner became smaller with increasing spatial refinement. But on the other hand, this
preconditioner was still more efficient than the multigrid preconditioners, in particular for small time
steps.

6 Summary and Outlook

This paper studied a number of solvers for linear saddle point problems that arise in the linearization
and discretization of the incompressible Navier–Stokes equations using inf-sup stable second order
velocity and first order pressure finite element spaces. It could be seen that the efficiency of the solvers
depends on the concrete pair of spaces, the fineness of the spatial mesh, and the length of the time
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Figure 11: Time-dependent flow around a cylinder in 2d (left) and 3d (right): computing times with
the LSC-type preconditioner and coupled multigrid preconditioners. 2d: level 3 (lowest curves), level 4
(middle curves), and level 5 (upper curves); 3d: level 1 (lower curves) and level 2 (upper curves); same
legends as in Figs. 8 and 9.

step. The most important conclusions of these studies are as follows. For steady-state problems on
fine grids, in particular in 3d, FGMRES with an appropriate coupled multigrid preconditioner (nodal
Vanka for continuous pressure, cell Vanka for discontinuous pressure) was generally the most efficient
approach. The simulation of time-dependent problems, discretized with sufficiently small time steps,
could be performed fastest with FGMRES and the LSC-type preconditioners with an iterative and
inexact solution of the velocity subproblem. In almost all situations, the use of an appropriate iterative
solver was more efficient, often even by orders of magnitude, than the application of the sparse direct
solver UMFPACK. Further findings include first that the computing times of the standard multigrid
and the MDML preconditioner were generally similar and second that the patch Vanka smoother for
discretizations with continuous finite element pressure is not competitive to the nodal Vanka smoother.

The presented numerical studies cover just the basic setup: the Galerkin discretization of laminar flow
problems simulated in a sequential way. The behavior of the solvers with respect to the size of the
viscosity coefficient (or equivalently to the Reynolds number) is a topic of future research, in particu-
lar for small ν. Very small values of ν lead to turbulent flows whose simulation requires the use of a
turbulence model. Such models might change the block structure of the matrix A from block-diagonal
to full. The studied iterative methods can be parallelized, see [25] for the coupled multigrid precondi-
tioner and [24] where the flow in a helically coiled tube was simulated using the LSC preconditioner.
Systematic comparisons of the behavior of both approaches with respect to the number of processors
are also planned in future. The parallel scaling properties might also lead to the implementation and
testing of further algorithmic options, like the iterative solution of the pressure subproblem in LSC-type
preconditioners.

References

[1] Michele Benzi and Maxim A. Olshanskii. An augmented Lagrangian-based approach to the Os-
een problem. SIAM J. Sci. Comput., 28(6):2095–2113, 2006.

[2] Michele Benzi and Zhen Wang. Analysis of augmented Lagrangian-based preconditioners for the

DOI 10.20347/WIAS.PREPRINT.2408 Berlin 2017



Solvers for saddle point problems emerging from Navier–Stokes equations 21

steady incompressible Navier-Stokes equations. SIAM J. Sci. Comput., 33(5):2761–2784, 2011.

[3] M. Crouzeix and P.-A. Raviart. Conforming and nonconforming finite element methods for solving
the stationary Stokes equations. I. Rev. Française Automat. Informat. Recherche Opérationnelle
Sér. Rouge, 7(R-3):33–75, 1973.

[4] Timothy A. Davis. Algorithm 832: UMFPACK V4.3—an unsymmetric-pattern multifrontal method.
ACM Trans. Math. Software, 30(2):196–199, 2004.

[5] Howard Elman, V. E. Howle, John Shadid, Robert Shuttleworth, and Ray Tuminaro. A taxonomy
and comparison of parallel block multi-level preconditioners for the incompressible Navier-Stokes
equations. J. Comput. Phys., 227(3):1790–1808, 2008.

[6] Howard Elman, Victoria E. Howle, John Shadid, Robert Shuttleworth, and Ray Tuminaro. Block
preconditioners based on approximate commutators. SIAM J. Sci. Comput., 27(5):1651–1668,
2006.

[7] Howard Elman, Victoria E. Howle, John Shadid, David Silvester, and Ray Tuminaro. Least
squares preconditioners for stabilized discretizations of the Navier-Stokes equations. SIAM J.
Sci. Comput., 30(1):290–311, 2007/08.

[8] Howard C. Elman, David J. Silvester, and Andrew J. Wathen. Finite elements and fast iterative
solvers: with applications in incompressible fluid dynamics. Numerical Mathematics and Scientific
Computation. Oxford University Press, Oxford, second edition, 2014.

[9] Howard C. Elman and Ray S. Tuminaro. Boundary conditions in approximate commutator pre-
conditioners for the Navier-Stokes equations. Electron. Trans. Numer. Anal., 35:257–280, 2009.

[10] V. John, P. Knobloch, G. Matthies, and L. Tobiska. Non-nested multi-level solvers for finite element
discretisations of mixed problems. Computing, 68(4):313–341, 2002.

[11] Volker John. Higher order finite element methods and multigrid solvers in a benchmark problem
for the 3D Navier-Stokes equations. Internat. J. Numer. Methods Fluids, 40(6):775–798, 2002.

[12] Volker John. On the efficiency of linearization schemes and coupled multigrid methods in the
simulation of a 3D flow around a cylinder. Internat. J. Numer. Methods Fluids, 50(7):845–862,
2006.

[13] Volker John. Finite Element Methods for Incompressible Flow Problems, volume 51 of Springer
Series in Computational Mathematics. Springer-Verlag, Berlin, 2016.

[14] Volker John and Gunar Matthies. Higher-order finite element discretizations in a benchmark
problem for incompressible flows. Internat. J. Numer. Methods Fluids, 37(8):885–903, 2001.

[15] David Kay, Daniel Loghin, and Andrew Wathen. A preconditioner for the steady-state Navier-
Stokes equations. SIAM J. Sci. Comput., 24(1):237–256, 2002.

[16] Maxim A. Olshanskii and Yuri V. Vassilevski. Pressure Schur complement preconditioners for the
discrete Oseen problem. SIAM J. Sci. Comput., 29(6):2686–2704, 2007.

[17] R. Rannacher and S. Turek. Simple nonconforming quadrilateral Stokes element. Numer. Meth-
ods Partial Differential Equations, 8(2):97–111, 1992.

DOI 10.20347/WIAS.PREPRINT.2408 Berlin 2017



N. Ahmed, C. Bartsch, V. John, U. Wilbrandt 22

[18] Youcef Saad. A flexible inner-outer preconditioned GMRES algorithm. SIAM J. Sci. Comput.,
14(2):461–469, 1993.

[19] M. Schäfer and S. Turek. Benchmark computations of laminar flow around a cylinder. (With
support by F. Durst, E. Krause and R. Rannacher). In Flow simulation with high-performance
computers II. DFG priority research programme results 1993 - 1995, pages 547–566. Wiesbaden:
Vieweg, 1996.

[20] F. Schieweck. A general transfer operator for arbitrary finite element spaces. Preprint 00-25 172,
Fakultät für Mathematik, Otto-von-Guericke-Universität Magdeburg, 2000.

[21] A. Segal, M. ur Rehman, and C. Vuik. Preconditioners for incompressible Navier-Stokes solvers.
Numer. Math. Theory Methods Appl., 3(3):245–275, 2010.

[22] H. A. van der Vorst. Bi-CGSTAB: a fast and smoothly converging variant of Bi-CG for the solution
of nonsymmetric linear systems. SIAM J. Sci. Statist. Comput., 13(2):631–644, 1992.

[23] S. P. Vanka. Block-implicit multigrid solution of Navier-Stokes equations in primitive variables. J.
Comput. Phys., 65(1):138–158, 1986.

[24] Viktoria Wiedmeyer, Felix Anker, Clemens Bartsch, Andreas Voigt, Volker John, and Kai Sund-
macher. Continuous crystallization in a helically coiled flow tube: Analysis of flow field, residence
time behavior, and crystal growth. Industrial & Engineering Chemistry Research, 56(13):3699–
3712, 2017.

[25] Ulrich Wilbrandt, Clemens Bartsch, Naveed Ahmed, Najib Alia, Felix Anker, Laura Blank, Al-
fonso Caiazzo, Sashikumaar Ganesan, Swetlana Giere, Gunar Matthies, Raviteja Meesala, Ab-
dus Shamim, Jagannath Venkatesan, and Volker John. ParMooN—A modernized program pack-
age based on mapped finite elements. Comput. Math. Appl., 74(1):74–88, 2017.

DOI 10.20347/WIAS.PREPRINT.2408 Berlin 2017


	Introduction
	The Navier–Stokes equations and linear saddle-point problems
	The stationary case
	The time-dependent case
	Main difference of stationary and time-dependent case

	Coupled multigrid preconditioning
	The standard and the multiple-discretization coupled multigrid approach
	Vanka-type smoothers

	Least Squares Commutator (LSC) preconditioners
	The basic approach
	Incorporating boundary effects

	Numerical studies
	General setup
	Steady-state flows around a cylinder
	Time-dependent flows around a cylinder

	Summary and Outlook

