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Abstract

In this work we deal with the stochastic homogenization of the initial
boundary value problems of monotone type. The models of monotone
type under consideration describe the deformation behaviour of inelas-
tic materials with a microstructure which can be characterised by ran-
dom measures. Based on the Fitzpatrick function concept we reduce the
study of the asymptotic behaviour of monotone operators associated with
our models to the problem of the stochastic homogenization of convex
functionals within an ergodic and stationary setting. The concept of Fitz-
patrick’s function helps us to introduce and show the existence of the weak
solutions for rate-dependent systems. The derivations of the homogeniza-
tion results presented in this work are based on the stochastic two-scale
convergence in Sobolev spaces. For completeness, we also present some
two-scale homogenization results for convex functionals, which are related
to the classical Γ-convergence theory.

1 Introduction

In this work we are concerned with the homogenization of the initial boundary
value problem describing the deformation behavior of inelastic materials with a
microstructure which can be characterised by random measures.

While the periodic homogenization theory for elasto/visco-plastic models
is sufficiently well established (see [2, 11, 17, 18, 19, 26, 27, 30, 31] and ref-
erences therein), some improvement in the development of the techniques for
the stochastic homogenization of the quasi-static initial boundary value prob-
lems of monotone type has to be achieved yet. To the best knowledge of the
authors, there are only two works ([13, 14]) available on the market which
are concerned with the homogenization problem of rate-independent systems
in plasticity within an ergodic and stationary setting. In this work we extend
the results obtained in [14] for perfectly elasto-plastic models to rate-dependent
plasticity. Our main ingredient in the construction of the stochastic homoge-
nization theory for rate-dependent models of monotone type is the combination
of the Fitzpatrick function concept and the two-scale convergence technique in
spaces equipped with random measures due to V.V. Zhikov and A.L. Pyatnit-
skii (see [34]). The Fitzpatrick function is used here to reduce the study of
the asymptotic behaviour of monotone operators associated with the models
under consideration to the problem of the stochastic homogenization of convex
functionals defined on Sobolev spaces with random measures.

Setting of the problem. Let Q ⊂ R3 be an open bounded set, the set of
material points of the solid body, with a Lipschitz boundary ∂Q, the number
η > 0 denote the scaling parameter of the microstructure and Te be some
positive number (time of existence). For 0 < t ≤ Te

Qt = Q× (0, t).

Let S3 denote the set of symmetric 3× 3-matrices, and let uη(x, t) ∈ R3 be the
unknown displacement of the material point x at time t, ση(x, t) ∈ S3 be the
unknown Cauchy stress tensor and zη(x, t) ∈ RN denote the unknown vector
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of internal variables. The model equations of the problem (the microscopic
problem) are

− divx ση(x, t) = b(x, t), (1)

ση(x, t) = Cη[x](ε(∇xuη(x, t))−Bzη(x, t)), (2)

∂tzη(x, t) ∈ gη
(
x,BTση(x, t)− Lη[x]zη(x, t)

)
, (3)

together with the homogeneous Dirichlet boundary condition

uη(x, t) = 0, (x, t) ∈ ∂Q× (0,∞), (4)

and the initial condition

zη(x, 0) = z(0)η (x), x ∈ Q. (5)

In model equations (1) - (5)

ε(∇xuη(x, t)) =
1

2
(∇xuη(x, t) + (∇xuη(x, t))

T ) ∈ S3

denotes the strain tensor (the measure of deformation), B : RN → S3 is a linear
mapping, which assigns to each vector of internal variables zη(x, t) the plastic
strain tensor εp,η(x, t) ∈ S3, i.e. the following relation εp,η(x, t) = Bzη(x, t)
holds. We recall that the space S3 can be isomorphically identified with the
space R6 (see [1, p. 31]). Therefore, the linear mapping B : RN → S3 is defined
as a composition of a projector from RN onto R6 and the isomorphism between
R6 and S3. The transpose BT : S3 → RN is given by

BT v = (ẑ, 0)T

for v ∈ S3 and z = (ẑ, z̃)T ∈ RN , ẑ ∈ R6, z̃ ∈ RN−6.
For every x ∈ Q we denote by Cη[x] : S3 → S3 a linear symmetric mapping,

the elasticity tensor. It is assumed that the mapping x→ Cη[x] is measurable.
Further, we suppose that there exist two positive constants 0 < α < β such that
the two-sided inequality

α|ξ|2 ≤ Cη[x]ξ · ξ ≤ β|ξ|2 for any ξ ∈ S3.

is satisfied uniformly with respect to x ∈ Q and η > 0. The given function
b : Q× [0,∞) → R3 is the volume force. The (N ×N)-matrix Lη[x] represents
hardening effects. It is assumed to be positive semi-definite, only. For all x ∈ Q

the function z → gη(x, z) : RN → 2R
N

is maximal monotone and satisfies the
following condition

0 ∈ gη(x, 0), x ∈ Q.

The mapping x→ (Lη[x], gη(x, ·)) is measurable.

Remark 1.1. Visco-plasticity is typically included in the former conditions by
choosing the function gη to be in Norton-Hoff form, i.e.

gη(x,Σ) = [|Σ| − σy(x)]
rη(x)
+

Σ

|Σ| , Σ ∈ S3, x ∈ Q,

where σy : Q → (0,∞) is the flow stress function and rη : Q → (0,∞) is some
material function together with [x]+ := max(x, 0).
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In order to specify the dependence of the model coefficients in (1) - (5)
on the microstructure scaling parameter η > 0, we introduce the concept of
a spatial dynamical system. Throughout this paper, we follow the setting of
Papanicolaou and Varadhan [22] and make the following assumptions.

Assumption 1.1. Let (Ω,FΩ,P) be a probability space with countably generated
σ-algebra FΩ. Further, we assume we are given a family (τx)x∈Rn of measurable
bijective mappings τx : Ω 7→ Ω, having the properties of a dynamical system on
(Ω,FΩ,P), i.e. they satisfy (i)-(iii):

(i) τx ◦ τy = τx+y , τ0 = id (Group property)

(ii) P(τ−xB) = P(B) ∀x ∈ Rn, B ∈ FΩ (Measure preserving)

(iii) A : Rn×Ω → Ω, (x, ω) 7→ τxω is measurable (Measurablility of evaluation)

We finally assume that the system (τx)x∈Rn is ergodic. This means that for
every measurable function f : Ω → R there holds

[f(ω) = f(τxω) ∀x ∈ Rn , a.e. ω ∈ Ω] ⇒ [f(ω) = const P-a.e.ω ∈ Ω] . (6)

For reader’s convenience, we recall the following well-known result (see [9,
Section VI.15]).

Lemma 1.1. Let (A,F , µ) be a finite measure space with countably generated
σ-algebra F . Then, for all 1 ≤ p <∞, Lp(A;µ) contains a countable dense set
of simple functions.

The coefficients in (1) - (5) are defined as follows. First, we define the
stationary random fields through the relations

C[x, ω] = C̃[τxω], L[x, ω] = L̃[τxω],

and for every fixed v ∈ RN

g(x, ω, v) = g̃(τxω, v),

where C̃, L̃ are measurable functions over Ω and ω 7→ g̃(ω, ·) is measurable in the
sense of Definition 2.2. Then, given the specified assumptions on the random
fields, the coefficients Cη[x], Lη[x] and the mapping x 7→ gη(x, ·) are defined as

Cη[x] = C
[
x

η
, ω

]
, Lη[x] = L

[
x

η
, ω

]
,

and for each fixed v ∈ RN

gη(x, v) = g

(
x

η
, ω, v

)
.

Furthermore, we assume that

z(0)η (x) = z̃(0)
(
x, τ x

η
ω
)
, x ∈ Q.

for some ergodic function z̃(0) ∈ L2(Q× Ω;L ⊗ µ).
From a modelling perspective, this construction is equivalent to the assump-

tion that the coefficients and the given functions in (1) - (5) are statistically
homogeneous (see [7], for example).
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Notation. The symbols | · | and (·, ·) will denote a norm and a scalar product
in Rk, respectively. Let S be a measurable set in Rs. For m ∈ N, q ∈ [1,∞],
we denote by Wm,q(S,Rk) the Banach space of Lebesgue integrable functions
having q-integrable weak derivatives up to order m. This space is equipped with
the norm ‖ · ‖m,q,S . If m = 0, we write ‖ · ‖q,S ; and if (additionally) q = 2, we
also write ‖ · ‖S . We set Hm(S,Rk) = Wm,2(S,Rk). We choose the numbers
p, q satisfying 1 < p, q <∞ and 1/p+ 1/q = 1. For such p and q one can define
the bilinear form on the product space Lp(S,Rk)× Lq(S,Rk) by

(ξ, ζ)S =

∫

S

(ξ(s), ζ(s))ds.

For functions v defined on Ω×[0,∞) we denote by v(t) the mapping x 7→ v(x, t),
which is defined on Ω. The space Lq(0, Te;X) denotes the Banach space of
all Bochner-measurable functions u : [0, Te) → X such that t 7→ ‖u(t)‖qX is
integrable on [0, Te). Finally, we frequently use the spacesWm,q(0, Te;X), which
consist of Bochner measurable functions having q-integrable weak derivatives up
to order m.

2 Preliminaries.

In this section we briefly recall some basic facts from convex analysis and non-
linear functional analysis which are needed for further discussions. For more
details see [5, 15, 23, 33], for example.

Let V be a reflexive Banach space with the norm ‖ · ‖, V ∗ be its dual space
with the norm ‖ · ‖∗. The brackets 〈·, ·〉 denote the duality pairing between V
and V ∗. By V we shall always mean a reflexive Banach space throughout this
section.

For a function φ : V → R the sets

dom(φ) = {v ∈ V | φ(v) <∞}, epi(φ) = {(v, t) ∈ V ×R | φ(v) ≤ t}

are called the effective domain and the epigraph of φ, respectively. One says that
the function φ is proper if dom(φ) 6= ∅ and φ(v) > −∞ for every v ∈ V . The
epigraph is a non-empty closed convex set iff φ is a proper lower semi-continuous
convex function or, equivalently, iff φ is a proper weakly lower semi-continuous
convex function (see [33, Theorem 2.2.1]).

The Legendre-Fenchel conjugate of a proper convex lower semi-continuous
function φ : V → R is the function φ∗ defined for each v∗ ∈ V ∗ by

φ∗(v∗) = sup
v∈V

{〈v∗, v〉 − φ(v)}.

The Legendre-Fenchel conjugate φ∗ is convex, lower semi-continuous and proper
on the dual space V ∗. Moreover, the Young-Fenchel inequality holds

∀v ∈ V, ∀v∗ ∈ V ∗ : φ∗(v∗) + φ(v) ≥ 〈v∗, v〉 , (7)

and the inequality φ ≤ ψ implies ψ∗ ≤ φ∗ for any two proper convex lower
semi-continuous functions ψ, φ : V → R (see [33, Theorem 2.3.1]).
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Due to Proposition II.2.5 in [5] a proper convex lower semi-continuous func-
tion φ satisfies the following identity

int dom(φ) = int dom(∂φ), (8)

where ∂φ : V → 2V
∗
denotes the subdifferential of the function φ. We note that

the equality in (7) holds iff v∗ ∈ ∂φ(v).

Remark 2.1. We recall that the subdifferential of a lower semi-continuous
proper and convex function is maximal monotone (see [5, Theorem II.2.1]) in
the sense of Definition 2.1 below.

Convex integrands. Let the numbers p, q satisfy 1 < q ≤ 2 ≤ p < ∞, 1/p+
1/q = 1. For a proper convex lower semi-continuous function φ : Rk → R we
define a functional Iφ on Lp(G,Rk) by

Iφ(v) =

{∫
G
φ(v(x))dx, φ(v) ∈ L1(G,Rk)

+∞, otherwise
,

where G is a bounded domain in RN with some N ∈ N. Due to Proposition
II.8.1 in [28], the functional Iφ is proper, convex, lower semi-continuous, and
v∗ ∈ ∂Iφ(v) iff

v∗ ∈ Lq(G,Rk), v ∈ Lp(G,Rk) and v∗(x) ∈ ∂φ(v(x)), a.e.

Due to the result of Rockafellar in [24, Theorem 2], the Legendre-Fenchel con-
jugate of Iφ is equal to Iφ∗ , i.e.

(
Iφ
)∗

= Iφ∗ ,

where φ∗ is the Legendre-Fenchel conjugate of φ.

Maximal monotone operators. For a multivalued mapping A : V → 2V
∗

the sets

D(A) = {v ∈ V | Av 6= ∅}, GrA = {[v, v∗] ∈ V × V ∗ | v ∈ D(A), v∗ ∈ Av}
are called the effective domain and the graph of A, respectively.

Definition 2.1. A mapping A : V → 2V
∗
is called monotone if and only if the

following inequality holds

〈v∗ − u∗, v − u〉 ≥ 0 ∀ [v, v∗], [u, u∗] ∈ GrA.

A monotone mapping A : V → 2V
∗
is called maximal monotone iff the

inequality
〈v∗ − u∗, v − u〉 ≥ 0 ∀ [u, u∗] ∈ GrA

implies [v, v∗] ∈ GrA.

It is well known ([23, p. 105]) that if A is a maximal monotone operator,
then for any v ∈ D(A) the image Av is a closed convex subset of V ∗ and the
graph GrA is demi-closed1.

1A set A ∈ V × V ∗ is demi-closed if vn converges strongly to v0 in V and v∗n converges
weakly to v∗0 in V ∗ (or vn converges weakly to v0 in V and v∗n converges strongly to v∗0 in
V ∗) and [vn, v∗n] ∈ GrA, then [v, v∗] ∈ GrA
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Canonical extensions of maximal monotone operators. In this subsec-
tion we briefly present some facts about measurable multi-valued mappings (see
[4, 6, 15, 21], for example). We assume that V , and hence V ∗, is separable and
denote the set of maximal monotone operators from V to V ∗ by M(V × V ∗).
Further, let (S,Σ(S), µ) be a σ−finite µ−complete measurable space.

Definition 2.2. A mapping A : S → M(V × V ∗) is measurable iff for every
open set U ∈ V × V ∗ (respectively closed set, Borel set, open ball, closed ball),

{x ∈ S | A(x) ∩ U 6= ∅}

is measurable in S.

The fact that the closed or Borel sets can be equivalently used in Defini-
tion 2.2 follows from the closedness of the values of the mapping A : S →
M(V × V ∗) (see [4, Theorem 8.1.4]).

Remark 2.2. Theorem 8.1.4 in [4] also implies that under the above conditions
the measurability of a mapping A : S → M(V ×V ∗) is equivalent to the existence
of a countable dense subset consisting of measurable selectors, i.e. there exists
a sequence of measurable functions {vn}n∈N : S → V × V ∗ such that for any
x ∈ S the image A(x) can be represented as follows

A(x) = ∪n∈Nvn(x).

The following lemma will be used in the sequel (see [32, Lemma 3.1]).

Lemma 2.1. Let a mapping A : S → M(V ×V ∗) be measurable. For any L(S)-
measurable function v : S → V , the multivalued mapping Â : x 7→ A(x, v(x)) is
then closed-valued and measurable.

Given a mapping A : S → M(V × V ∗), one can define a monotone graph
from Lp(S, V ) to Lq(S, V ∗), where 1/p+ 1/q = 1, as follows:

Definition 2.3. Let A : S → M(V × V ∗). The canonical extension of A from
Lp(S, V ) to Lq(S, V ∗), where 1/p+ 1/q = 1, is defined by:

GrAp = {[v, v∗] ∈ Lp(S, V )×Lq(S, V ∗) | [v(x), v∗(x)] ∈ GrA(x) for a.e. x ∈ S}.

In the following, we will drop the index p for readability. Since we always
work fix p at the beginning of a statement, there cannot occur confusion with
this notation. Monotonicity of A defined in Definition 2.3 is obvious, while its
maximality follows from the next proposition (see [8, Proposition 2.13]).

Proposition 2.1. Let A : S → M(V × V ∗) be measurable. If GrA 6= ∅, then
A is maximal monotone.

Remark 2.3. We point out that the maximality of A(x) for almost every x ∈ S
does not imply the maximality of A as the latter can be empty (see [8]).
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Fitzpatrick’s function. For a proper operator β : V → 2V
∗
the Fitzpatrick

function is defined as the convex and lower semicontinuous function given by

fβ(v, v
∗) = sup{〈v∗, v0〉 − 〈v∗0 , v0 − v〉 | v∗0 ∈ β(v0)}, ∀(v, v∗) ∈ V × V ∗. (9)

It is known ([10]) that, whenever β is maximal monotone,

fβ(v, v
∗) ≥ 〈v∗, v〉 , ∀(v, v∗) ∈ V × V ∗, (10)

fβ(v, v
∗) = 〈v∗, v〉 ⇔ v∗ ∈ β(v). (11)

Any measurable maximal monotone operator A : S → M(V × V ∗) can be
represented by its Fitzpatrick function fA : S × V × V ∗ → R, which is Σ(S)⊗
B(V × V ∗)-measurable. Namely, the graph of a mapping A : S → M(V × V ∗)
can be written in the form (see [32, Proposition 3.2])

for a.e. x ∈ S GrA(x) = {[v, v∗] ∈ V × V ∗ | fA(x, v, v∗) = 〈v, v∗〉} .

We note that the measurability of the Fitzpatrick function fA : S×V ×V ∗ → R
follows directly from its definition and Remark 2.2.

The graph of the canonical extension of a measurable operator A : S →
M(V × V ∗) can be equivalently represented in terms of its Fitzpatrick function
FAp

: Lp(S, V )× Lq(S, V ∗) → R, i.e.

GrAp =
{
[v, v∗] ∈ Lp(S, V )× Lq(S, V ∗) | FAp

(v, v∗) = 〈v, v∗〉
}
.

Again, we omit p if no confusion occurs. Moreover, the following result holds
(see [32, Proposition 3.3])

• the functional FA is convex and lower semi-continuous;

• for any [v, v∗] ∈ Lp(S, V )× Lq(S, V ∗), the integral

FA(v, v
∗) =

∫

S

fA(x, v(x), v
∗(x))dx

exists either finite or equal to +∞;

• if there exists a pair [v, v∗] ∈ Lp(S, V )× Lq(S, V ∗) such that FA(v, v∗) <
+∞, then

F ∗
A(v

∗, v) =
∫

S

f∗A(x, v
∗(x), v(x))dx

holds for all [v∗, v] ∈ Lq(S, V ∗)× Lp(S, V ).

3 Existence of solutions

In this section we introduce and show the existence of weak solutions for the
initial boundary value (1) - (5). To simplify the notations, throughout the whole
section we ignore the fact the coefficients and the given functions in (1) - (5)
depend on ω ∈ Ω. The results proved below hold for a.e. ω ∈ Ω.
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Solvability concept. We start this section with the presentation of the intu-
itive ideas which lead to the definition of weak solutions for the initial boundary
value problem (1) - (5). To give a meaning for the solvability of problem (1) -
(5) we are going to use the concept of Fitzpatrick functions defined in (9).

We assume first that a triple of functions (uη, ση, zη) is given with the follow-
ing properties: for every t ∈ (0, Te) the function (uη(t), ση(t)) is a weak solution
of the boundary value problem

− divx ση(x, t) = b(x, t), (12)

ση(x, t) = Cη[x](ε(∇xuη(x, t))−Bzη(x, t)), (13)

uη(x, t) = 0, x ∈ ∂Q. (14)

This particularly holds for zη(0) = z
(0)
η and the corresponding initial values

(uη(0), ση(0)) = (u
(0)
η , σ

(0)
η ). The equations (3) - (5) are satisfied pointwise for

almost every (x, t), and b as well as (uη, ση, zη) are smooth enough. Then, based
on equivalence (11), we can rewrite equation (3) as follows

fgη
(
x,BTση(x, t)− Lη[x]zη(x, t), ∂tzη(x, t)

)

=
(
BTση(x, t)− Lη[x]zη(x, t), ∂tzη(x, t)

)
,

which holds for almost every (x, t) ∈ Q × (0, Te). Integrating the last equality
over Q gives

∫

Q

fgη
(
x,BTση − Lηzη, ∂tzη

)
dx =

∫

Q

(
BTση − Lηzη, ∂tzη

)
dx. (15)

Using (1), (2) and (4) the right hand side in (15) becomes (Aη := C−1
η )

∫

Q

(
BTση − Lηzη, ∂tzη

)
dx =

(
BTση, ∂tzη

)
Q
− 1

2

d

dt

∥∥∥L1/2
η zη

∥∥∥
2

Q

= (ση, ε(∂t∇xuη))Q − (Aηση, ∂tση)Q − 1

2

d

dt

∥∥∥L1/2
η zη

∥∥∥
2

Q

= (b, ∂tuη)Q − 1

2

d

dt

{∥∥∥A1/2
η ση

∥∥∥
2

Q
+
∥∥∥L1/2

η zη

∥∥∥
2

Q

}
. (16)

Integrating relations (15) and (16) with respect to t leads to

∫

Q

(Aη[x]ση(x, t), ση(x, t)) dx+

∫

Q

(Lη[x]zη(x, t), zη(x, t)) dx

+

∫ t

0

∫

Q

fgη
(
x,BTση(x, τ)− Lη[x]zη(x, τ), ∂τzη(x, τ)

)
dxdτ (17)

=

∫

Q

(Aη[x]ση(x, 0), ση(x, 0)) dx+

∫

Q

(
Lη[x]z

(0)
η (x), z(0)η (x)

)
dx+ (b, ∂τuη)Qt

.

Taking into account the inequality (10), we conclude that the triple of functions

DOI 10.20374/WIAS.PREPRINT.2366 Berlin 2017
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(uη, ση, zη) satisfies equality (17) if and only if the inequality
∫

Q

(Aη[x]ση(x, t), ση(x, t)) dx+

∫

Q

(Lη[x]zη(x, t), zη(x, t)) dx

+

∫ t

0

∫

Q

fgη
(
x,BTση(x, τ)− Lη[x]zη(x, τ), ∂τzη(x, τ)

)
dxdτ (18)

≤
∫

Q

(
Aη[x]σ

(0)
η (x), σ(0)

η (x)
)
dx+

∫

Q

(
Lη[x]z

(0)
η (x), z(0)η (x)

)
dx+ (b, ∂τuη)Qt

holds for all t ∈ (0, Te) and some function σ
(0)
η ∈ L2(Q,S3) solving the elliptic

boundary value problem (12) - (14).
The above computations suggest the following notion of weak solutions for

the initial boundary value problem (1) - (5).

Definition 3.1. Let the numbers p, q satisfy 1 < q ≤ 2 ≤ p <∞, 1/p+1/q = 1.
A function (uη, ση, zη) such that

(uη, ση) ∈W 1,q(0, Te;W
1,q
0 (Q,R3)× Lq(Q,S3)),

zη ∈W 1,q(0, Te;L
q(Q,RN )), Ση := BTση − Lηzη ∈ Lp(QTe

,RN )

with
(ση, L

1/2
η zη) ∈ L∞(0, Te;L

2(Q,S3 × RN ))

is called a weak solution of the initial boundary value problem (1) - (5), if for
every t ∈ (0, Te) the function (uη(t), ση(t)) is a weak solution of the boundary
value problem (1) - (2), (4) for every given Bzη(t) ∈ Lq(Q,S3), the initial
condition (5) is satisfied pointwise for almost every (x, t) and the inequality

(18) holds for all t ∈ (0, Te) and the function σ
(0)
η ∈ L2(Q,S3) determined by

equations (12) - (14).

Now, we show that the above definition of weak solutions for (1) - (5) is con-
sistent. Namely, we are going to prove that if a triple of functions (uη, ση, zη) is
a weak solution of (1) - (5) in the sense of Definition 3.1 and possesses additional
regularity, then this triple of functions is a solution of the initial boundary value
problem (1) - (5), i.e. the constitutive inclusion (3) is satisfied pointwise for a.e.
(x, t) ∈ QTe

. To this end, we assume that the weak solution (uη, ση, zη) has the
following regularity

(uη, ση) ∈W 1,1(0, Te;H
1
0 (Q,R3)× L2(Q,S3)),

zη ∈W 1,1(0, Te;L
2(Q,RN )).

Then, it is immediately seen that the function σ
(0)
η ∈ L2(Q,S3) as a unique

solution of the problem (12) - (14) satisfies the relation σ
(0)
η (x) = ση(x, 0) for

a.e. x ∈ Q and the following identity

(
Aηση(t), ση(t)

)
Q
−

(
Aησ

(0)
η , σ(0)

η

)
Q

=

∫

Qt

∂

∂τ
(Aηση(x, τ), ση(x, s)) dsdx

Moreover, we have that

∥∥L1/2
η zη(t)

∥∥2
Q
−

∥∥L1/2
η z(0)η

∥∥2
Q

=

∫ t

0

∂

∂τ
‖L1/2

η zη(τ)‖2Qdτ.
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Then, the inequality (18) can be rewritten as follows

∫

Qt

(
(Aη∂τση, ση)+(Lηzη, ∂τzη)+fgη

(
x,BTση − Lηzη, ∂τzη

) )
dτdx ≤ (b, ∂τuη)Qt

.

Handling the equations (1) - (2) as above we obtain that the last inequality
takes the following form

∫

Qt

(
(Lηzη, ∂τzη) + fgη

(
x,BTση − Lηzη, ∂τzη

) )
dτdx ≤ (BTση, ∂τzη)Qt

.

or, equivalently,
∫

Qt

fgη
(
x,BTση − Lηzη, ∂τzη

)
dτdx ≤

∫

Qt

(BTση − Lηzη, ∂τzη)dxdτ.

Therefore, by (10) and the standard localization argument we get that

fgη
(
x,BTση(x, t)− Lη[x]zη(x, t), ∂tzη(x, t)

)

=
(
BTση(x, t)− Lη[x]zη(x, t), ∂tzη(x, t)

)
,

which holds for a.e. (x, t) ∈ QTe
. Now, based on the equivalence result (11) we

conclude that the inclusion (3) is satisfied pointwise from the assumed temporal
regularity of (uη, ση, zη). The pointwise meaning of (5) follows.

Existence result. First, we define a class of maximal monotone functions we
deal with in this work.

Definition 3.2. Let S be a measurable set in Rs and m ∈ L1(S,R). For
α1, α2 ∈ R+, M(S,Rk, α1, α2,m) is the set of measurable multi-valued functions
h : S → M(Rk×Rk) (in the sense of Definition 2.2) such that with the following
inequality

(v, v∗) ≥ m(x) + α1|v∗|q + α2|v|p (19)

holds for a.e. x ∈ S and every v∗ ∈ h(x, v), where p and q satisfy the relations
2 ≤ p <∞ and q = p/(p− 1).

The main properties of the class M(S,Rk, α1, α2,m) are collected in the
following proposition (see [8, Corollary 2.15]).

Proposition 3.1. Let H be a canonical extension of a function h : S → M(Rk×
Rk) in the sense of Definition 2.3, which belongs to M(S,Rk, α1, α2,m). Then
H is maximal monotone, surjective and D(H) = Lp(S,Rk).

Now, we can state the main result of this section.

Theorem 3.1. Assume that Lη is positive semi-definite, Cη is uniformly posi-
tive definite and Cη ∈ C(Q̄,L(S3,S3)), the mappings gη ∈ M(Q,RN , α1, α2,m)
with a function m from L1(Q,R). Suppose that b ∈ W 1,p(0, Te;W

−1,p(Q,R3))

and z
(0)
η ∈ L2(Q,RN ).

Then the initial boundary value problem (1) - (5) has at least one weak
solution (uη, Tη, zη) in the sense of Definition 3.1.
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Remark 3.1. We point out that the requirement of the continuity of Cη is
superfluous and is only made to simplify the proof of Theorem 3.1. The proof
itself works for the measurable function Cη as well. The continuity assumption
allows us to apply the Lp-regularity theory for linear elliptic systems in [12]
directly to our problem. In case of Cη ∈ L∞(Q,L(S3,S3)), some extra technical
work has to be done before one can use the Lp-regularity theory for linear elliptic
systems (this strategy is realized in [20]). To avoid the technicalities we assume
the continuity of Cη here.

Proof. To simplify the notations we drop η. The proof of the theorem is pre-
sented in [19]. Therefore, we only sketch it here. We show this by the Rothe
method (a time-discretization method, see [25] for details). In order to introduce
a time-discretized problem, let us fix any m ∈ N and set

h = hm :=
Te
2m

, z0m := z(0), bnm :=
1

h

∫ nh

(n−1)h

b(s)ds ∈W−1,p(Q,R3), n = 1, ..., 2m.

We are looking for functions unm ∈ H1
0 (Q,R3), σn

m ∈ L2(Q,S3) and znm ∈
L2(Q,RN ) with

Σn,m := BTσn
m − 1

m
znm − Lznm ∈ Lp(Q,RN )

solving the following problem

− divx σ
n
m(x) = bnm(x), (20)

σn
m(x) = C[x](ε(∇xu

n
m(x))−Bznm(x)), (21)

znm(x)− zn−1
m (x)

h
∈ g

(
x,Σn,m(x)

)
, (22)

together with the boundary conditions

unm(x) = 0, x ∈ ∂Q . (23)

The proof of the existence of the triple

(unm, σ
n
m, z

n
m) ∈ H1

0 (Q,R3)× L2(Q,S3)× L2(Q,RN )

satisfying (20) - (23) can be found in [19].

A-priori estimates. Multiplying (20) by (unm − un−1
m )/h and then integrating

over Q we get
(
σn
m, ε(∇x(u

n
m − un−1

m ))/h
)
Q

=
(
bnm, (u

n
m − un−1

m )/h
)
Q
. (24)

Applying g−1(x) to both sides of (22), multiplying by wn
m := (znm−zn−1

m )/h and
then integrate over Q to obtain
∫

Q

(
g−1(wn

m), wn
m

)
dx = (σn

m, Bw
n
m)Q− 1

mh

(
znm−zn−1

m , znm

)
Q
− 1

h

(
znm−zn−1

m , Lznm

)
Q
.

With (24) we get that

1

h

(
C−1σn

m, σ
n
m − σn−1

m

)
Q
+

1

h

(
L1/2(znm − zn−1

m ), L1/2znm

)
Q
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+
1

m

1

h

(
znm − zn−1

m , znm

)
Q
+

∫

Q

(
g−1(wn

m), wn
m

)
dx =

1

h

(
bnm, u

n
m − un−1

m

)
Q
.

Multiplying by h and summing the obtained relation for n = 1, ..., l for any fixed
l ∈ [1, 2m] we derive the following inequality (A = C−1)

1

2

(
‖A1/2σl

m‖2Q + ‖L1/2zlm‖2Q +
1

m
‖zlm‖2Q

)
+ h

l∑

n=1

∫

Q

(
g−1(wn

m), wn
m

)
dx

≤ C(0) + h
l∑

n=1

(
bnm,

unm − un−1
m

h

)

Q

, (25)

where

2C(0) := ‖A1/2σ0
m‖2Q + ‖L1/2z0m‖2Q +

1

m
‖z0m‖2Q.

We estimate now the right hand side of the last inequality. Since unm is a
solution of the linear elliptic problem formed by the equations (20), (21) and
(23), it satisfies (see [12]) the inequality

‖unm‖1,q,Q ≤ C
(
‖bnm‖q,Q + ‖znm‖q,Q

)
, (26)

where C is a positive constant independent of n and m. Therefore, using the
linearity of the problem formed by (20), (21) and (23), the inequality (26) and
Young’s inequality with ǫ > 0 we get that

(
bnm,

unm − un−1
m

h

)

Q

≤ ‖bnm‖p,Q‖(unm − un−1
m )/h‖1,q,Q ≤ CCǫ‖bnm‖pp,Q

+ǫC‖(bnm − bn−1
m )/h‖qq,Q + ǫC‖(znm − zn−1

m )/h‖qq,Q, (27)

where Cǫ is a positive constant appearing in the Young inequality. Combining
the inequalities (25) and (27), applying (10) and (19) and choosing an appro-
priate value for ǫ > 0 we obtain the following estimate

1

2

(
‖A1/2σl

m‖2Q + ‖L1/2zlm‖2Q +
1

m
‖zlm‖2Q

)
+ hĈǫ

l∑

n=1

∫

Q

∣∣∣z
n
m − zn−1

m

h

∣∣∣
q

dx

≤ C(0) + hC̃ǫ

l∑

n=1

(
‖bnm‖pp,Q + ‖(bnm − bn−1

m )/h‖qq,Q
)
, (28)

where C̃, C̃ǫ and Ĉǫ are some positive constants. Now, using the definition of
Rothe’s approximation functions (see (68)) we rewrite (28) as follows

‖A1/2σ̄m(t)‖2Q + C1‖L1/2z̄m(t)‖2Q +
1

m
‖z̄m(t)‖2Q (29)

+2Ĉǫ

∫ Te

0

∫

Q

∣∣∂tzm(x, t)
∣∣qdxdt ≤ 2C(0) + 2C̃ǫ‖b‖pW 1,p(0,Te;Lp(Q,R3)).

From the estimate (29) we get then that

{zm}m is uniformly bounded in W 1,q(0, Te;L
q(Q,RN )), (30)

{L1/2z̄m}m is uniformly bounded in L∞(0, Te;L
2(Q,RN )), (31)

{σ̄m}m is uniformly bounded in L∞(0, Te;L
2(Q,S3)), (32)

{
1√
m
z̄m

}

m

is uniformly bounded in L∞(0, Te;L
2(Q,RN )). (33)
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In particular, the uniform boundness of the sequences in (30) - (33) yields

{
Σ̄m

}
m

is uniformly bounded in Lp(0, Te;L
p(Q,RN )), (34)

{um}m is uniformly bounded in W 1,q(0, Te;W
1,q
0 (Q,R3)). (35)

Employing (69), the estimates (31) - (34) further imply that the sequnces
{σm}m, {L1/2zm}m, {zm/

√
m}m and {Σm}m are also uniformly bounded in

the spaces L∞(0, Te;L
2(Q,S3)), L∞(0, Te;L

2(Q,RN )), L∞(0, Te;L
2(Q,RN ))

and Lp(0, Te;L
p(Q,RN )), respectively. Moreover, due to (30) and the following

obvious relation

zlm = z0m + h

l∑

n=1

(
znm − zn−1

m

h

)

we may conclude that {z̄m}m is uniformly bounded in Lq(0, Te;L
q(Q,RN )).

In [19] it is shown that the limit functions denoted by u, T, z and Σ of the
corresponding weakly convergent sequences have the following properties

u ∈W 1,q(0, Te;W
1,q
0 (Q,R3)), (σ, L1/2z) ∈ L∞(0, Te;L

2(Q,S3 × RN )),

and
z ∈W 1,q(0, Te;L

q(Q,RN )), Σ = BTT − Lz ∈ Lp(QTe
,RN ).

To prove that the weak limit of (um, Tm, zm) is a weak solution of the problem
(1) - (5), we are going to employ the concept of the Fitzpatrick function again.
To this end, we rewrite (25) as follows

1

2

(
‖A1/2σ̄m(t)‖2Q + ‖L1/2z̄m(t)‖2Q +

1

m
‖z̄m(t)‖2Q

)
(36)

+

∫ t

0

∫

Q

Fg

(
x,BT σ̄m − Lz̄m, ∂τzm

)
dxds ≤ C(0) +

∫ t

0

(
b̄m, ∂τum

)
Q
dτ.

Next, using the lower semi-continuity of convex functionals we get (18) after
passing to the weak limit in (36). This completes the proof of Theorem 3.1.

4 Stochastic homogenization

Throughout this section, we follow the setting for stochastic homogenization
proposed in [14] for rate-independent systems.

Remark 4.1. In the following, we introduce the concept of Palm measures.
Note that we will need this concept only in the context of the results in Section
5. For the main results proved in Section 6 we will restrict to the case µη

ω = L
which implies µP = P (this follows from the translation invariance and Fubini’s
theorem). In this case, we will omit µP and every integral over Ω is meant with
respect to P. In particular, we will write

∫
Ω
f :=

∫
Ω
f(ω)dP(ω).

4.1 Concept of Palm measures

Let (Ω,FΩ,P, τ) be a probability space with dynamical system satisfying As-
sumption 1.1 and let M(Rn) be the set of Radon measures on Rn equipped with
the Vague topology.

DOI 10.20374/WIAS.PREPRINT.2366 Berlin 2017



M. Heida, S. Nesenenko 14

Definition 4.1. Let (Ω,FΩ,P, τ) satisfy Assumtion 1.1. A random measure
is a mapping µ• : Ω → M(Rn), ω 7→ µω such that ω 7→ µω(A) is measurable
for all Borel sets A ⊂ Rn. A random measure is called stationary, if µτxω(A) =
µω(A+ x) for all Borel sets A ⊂ Rn. The intensity λ(µω) is defined by:

λ(µω) :=

∫

Ω

∫

[0,1]n
dµω(x) dP(ω) . (37)

Theorem 4.1 (Mecke [16, 7]: Existence of Palm measure). Let ω 7→ µω be a
stationary random measure. Then there exists a unique measure µP on Ω such
that ∫

Ω

∫

Rn

f(x, τxω) dµω(x)dP(ω) =

∫

Rn

∫

Ω

f(x, ω) dµP(ω)dx

for all L × µP -measurable non negative functions and all L × µP - integrable
functions f . Furthermore for all A ⊂ Ω, u ∈ L1(Ω, µP) there holds

µP(A) =
∫

Ω

∫

Rn

g(s)χA(τsω)dµω(s)dP(ω) (38)

∫

Ω

u(ω)dµP =

∫

Ω

∫

Rn

g(s)u(τsω)dµω(s)dP(ω) (39)

for an arbitrary g ∈ L1(Rn,L) with
∫
Rn g(x)dx = 1 and µP is σ-finite.

Remark 4.2. a) Setting g(s) := χ[0,1]n(s), the Palm measure can equally be
defined through (38).

b) For the constant measure ω 7→ L, we simply find µP = P, the original
probability measure. This is a direct consequence of (38), Fubini’s theorem and
Assumption 1.1 (ii).

For a random measure µω, we define

µη
ω(A) := ηnµω(η

−1A) . (40)

Theorem 4.2 (Ergodic Theorem [7]). Let Assumption 1.1 hold for (Ω,FΩ,P, τ).
Let µω be a stationary random measure with finite intensity and Palm measure
µP . Then, for all g ∈ L1(Ω, µP) there holds P almost surely

lim
η→0

∫

A

g(τ x
η
ω)dµη

ω(x) = |A|
∫

Ω

g(ω)dµP(ω) (41)

for all bounded Borel sets A.

The ergodic theorem only holds for functions on Ω. Nevertheless, it moti-
vates the following generalization of the concept of ergodicity:

Definition 4.2. Let f ∈ Lp(Q×Ω;L⊗ µP) for some 1 ≤ p <∞. We say that
f is an ergodic function if it has a B(Q)⊗FΩ-measurable representative f̃ such
that for a = f̃ and a = |f̃ |p it holds

lim
η→0

∫

Q

a(x, τ x
η
ω) dµη

ω(x) =

∫

Q

∫

Ω

a(x, ω̃) dµP(ω̃) dx . (42)

Finally, we say f ∈ Lp(Q× Ω;L ⊗ µP) is an ergodic function if (42) holds for
almost all ω.
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By Theorem 4.2, we find that every g ∈ L1(Ω, µP) is ergodic. In [14, Section
2.5] a larger set of ergodic functions was identified:

Lemma 4.1. Let Assumption 1.1 hold for (Ω,FΩ,P, τ). Let Q ⊂ Rn be a
bounded domain and let f ∈ L∞(Q×Ω;L⊗µP). Then, f is an ergodic function.

4.2 Potentials and Solenoidals

Let BD(Rn) denote the set of bounded domains in Rn. For every p with 1 <
p <∞, we introduce the following spaces:

Lp
pot(Rn) := {g ∈ Lp

loc(Rn;Rn) | ∀Q ∈ BD(Rn) ∃f ∈W 1,p(Q) : g = ∇f}‖·‖L
p
loc ,

Lp
sol(R

n) :=

{
g ∈ Lp

loc(R
n;Rn) | ∀Q ∈ BD(Rn) ∃f ∈W 1,p

0 (Q) :

∫

Q

g · ∇f = 0

}
.

On Ω, we introduce the corresponding spaces

Lp
pot(Ω) :=

{
f ∈ Lp(Ω;Rn) | fω ∈ Lp

pot(Rn) P − a.s. and

∫

Ω

f = 0

}
,

Lp
sol(Ω) :=

{
f ∈ Lp(Ω;Rn) | fω ∈ Lp

sol(R
n) P − a.s. and

∫

Ω

f = 0

}
.

Then, there holds the following orthogonal decomposition.

Lemma 4.2 ([21, Theorem 3.1.2]). Let 1 < p < ∞ and p−1 + q−1 = 1 and let
Assumption 1.1 hold for (Ω,FΩ,P, τ). Then the following relations hold in the
sense of duality between the spaces Lp(Ω,P) and Lq(Ω,P):

(
Lp
pot(Ω)

)⊥
= Lq

sol(Ω)⊕ Rn , (Lp
sol(Ω))

⊥
= Lq

pot(Ω)⊕ Rn .

Every Lp
pot(Ω) function can be optained as the ergodic limit of a sequence

of gradients with vanishing potentials. The following result can be proved like
in [13, Section 2.3].

Lemma 4.3. Let υ ∈ Lp
pot(Ω), 1 < p <∞. For almost every ω there exists C >

0 such that the following holds: For every η > 0 there exists a unique V ω
η with

∇V ω
η (x) = υ(τ x

η
ω) and ‖Vη‖H1(Q) ≤ C‖υ‖Lp

pot(Ω) for all η > 0. Furthermore,

lim
η→0

‖V ω
η ‖Lp(Q) = 0 .

Furthermore, we find the following important Korn inequality, which can be
proved like in [13, Section 2.3].

Lemma 4.4. Let Assumption 1.1 hold for (Ω,FΩ,P, τ). For every 1 < p <∞
there exists Cp > 0 such that for all υ ∈ Lp

pot(Ω;Rn)

‖υ‖Lp(Ω;Rn×n) ≤ Cp ‖υs‖Lp(Ω;Rn×n) . (43)
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4.3 Two-scale convergence: time independent case

Let Assumption 1.1 hold for (Ω,FΩ,P, τ) and let ω 7→ µω be a stationary
random measure with µη

ω and µP defined through (40) and (38). For the case
µω = L we recall Remark 4.1.

Remark 4.3. The product σ-algebra BQ⊗FΩ is countably generated and there-
fore, the space Lp(Q× Ω) is separable (see [9, Section VI.15, p. 92]) for every
1 ≤ p < ∞. In particular, for every 1 ≤ p < ∞, there exists a countable dense
subset Φp of simple functions in Lp(Q × Ω;L ⊗ µP). By Lemma 4.1, every
φ ∈ Φp is an ergodic function and there exists a set ΩΦp ⊂ Ω with P(ΩΦp) = 1
such that all φ ∈ Φp satisfy (42) (i.e. they admit ergodic realizations) for all
ω ∈ ΩΦp . This corresponds to the setting of [14].

Definition 4.3. Let 1 < p, q < ∞ with 1/p + 1/q = 1. Let Φp be the set of
Remark 4.3 and let ω ∈ ΩΦp

. Let uη ∈ Lq(Q;µη
ω) for all η > 0. We say that

uη converges (weakly) in two scales to u ∈ Lq(Q;Lq(Ω, µP)) and write uη
2s
⇀ u

if supη ‖uη‖Lq(Q;µη
ω) < ∞ and if for all φ ∈ Φp there holds with φω,η(x) :=

φ(x, τ x
η
ω)

lim
η→0

∫

Q

uηφω,ηdµ
η
ω =

∫

Q

∫

Ω

uφ dµP dL .

Furthermore, we say that uη converges strongly in two scales to u, written uη
2s→

u, if for all weakly two-scale converging sequences vη ∈ Lp(Q;µη
ω) with vη

2s
⇀

v ∈ Lp(Q;Lp(Ω, µP)) as η → 0 there holds

lim
η→0

∫

Q

uηvηdµη
ω =

∫

Q

∫

Ω

uv dµP dL .

Lemma 4.5 (Existence of two-scale limits [14]). Let ω ∈ ΩΦp
, 1 < p < ∞

and uη ∈ Lp(Q;µη
ω) be a sequence of functions such that ‖uη‖Lp(Q;µη

ω) ≤ C

for some C > 0 independent of η. Then there exists a subsequence of uη
′
and

u ∈ Lp(Q;Lp(Ω, µP)) such that uη
′ 2s
⇀ u and

‖u‖Lp(Q;Lp(Ω,µP)) ≤ lim inf
η→0

∥∥∥uη′
∥∥∥
Lp(Q;µη

ω)
. (44)

Closely connected with the definition of two-scale convergence and Lemma
4.5 is the following result.

Lemma 4.6. Let f ∈ L1(Ω, µP). For almost all ω ∈ Ω it holds: for all ψ ∈
C0(Q) and uη ∈ Lq(Q;µη

ω), η > 0, and u ∈ Lq(Q;Lq(Ω, µP)) with uη
2s
⇀ u it

holds

lim
η→0

∫

Q

uηψ(x)f
(
τ x

η
ω
)
dµη

ω =

∫

Q

∫

Ω

uψf dµP dL .

The following Lemma is well known in the periodic case ([3]) but also in the
stochastic setting ([14, 34] for p = 2). The following version can be proofed
along the same lines as Lemma 6.2 in [14].

Lemma 4.7. Let 1 < p <∞. If uη ∈W 1,p
0 (Q;Rn) for all η with ‖∇uη‖Lp(Q) <

C for C independent from η > 0 then there exists a subsequence uη
′
and func-

tions u ∈W 1,p
0 (Q;Rn) and v ∈ Lp(Q;Lp

pot(Ω;Rn)) such that

uη
′ 2s
⇀ u and ∇uη′ 2s

⇀ ∇u+ v as ε→ 0 .
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We finally collect some usefull results.

Lemma 4.8. Let u ∈ Lp(Q;Lp(Ω;µP)). Then, for almost every ω ∈ Ω, there

exists a sequence uη ∈ Lp(Q;µη
ω) such that uη

2s
⇀ u as η → 0.

Lemma 4.9. Let N ∈ N and let A ∈ L∞(Q;L∞(Ω;L (RN ,RN ))) be symmetric
and assume A is BQ ⊗ FΩ -measurable. We furthermore assume the existence
of a constant α > 0 such that

α |ξ|2 ≤ ξA(x, ω)ξ ≤ 1

α
|ξ|2 ∀ξ ∈ Rn and for L × µP -a.e. (x, ω) ∈ Q× Ω .

(45)
Then, for almost all ω ∈ ΩΦp

there holds: For all sequences uη ∈ L2(Q;µη
ω;RN )

with weak two-scale limit u ∈ L2(Q;L2(Ω;µP ;RN )) there holds with Aη,ω(x) :=
A(x, τ x

η
ω)

lim inf
η→0

∫

Q

uη · (Aη,ωu
ε) dµη

ω ≥
∫

Q

∫

Ω

u · (Au) dµP .

4.4 Two-scale convergence: time dependent case

We are also interested in the convergence behavior of functions uη : [0, T ] →
Lp(Q, µη

ω).

Definition 4.4. Let 1 < r, r′, p, q <∞ with 1
p+

1
q = 1 and 1

r′ +
1
r = 1. Let Φq be

the set of Remark 4.3 and let ω ∈ ΩΦq
. Let uη ∈ Lr(0, T ;Lp(Q;µη

ω)) for all η >
0. We say that uη converges (weakly) in two scales to u ∈ Lr(0, T ;Lp(Q;Lp(Ω, µP)))

and write uη
2s
⇀ u if for all continuous and piecewise affine functions φ : [0, T ] →

Φq there holds with φω,η(t, x) := φ(t, x, τ x
η
ω)

lim
η→0

∫ T

0

∫

Q

uηφω,ηdµ
η
ωdt =

∫ T

0

∫

Q

∫

Ω

uφ dµP dx dt

The following two lemmas where proved in [14].

Lemma 4.10. Asssume that 1 < p <∞ and 1 < r ≤ ∞. Then, every sequence
of functions (uη ∈ Lr(0, T ;Lp(Q;µη

ω)))ε>0 satisfying

‖uη‖Lr(0,T ;Lp(Q;µη
ω)) ≤ C

for some C > 0 independent from η has a weakly two-scale convergent subse-
quence with limit function u ∈ Lr(0, T ;Lp(Q;Lp(Ω, µP))). Furthermore, if

‖∂tuη‖Lr(0,T ;Lp(Q;µη
ω)) ≤ C

uniformly for 1 < p ≤ ∞, then also ‖∂tu‖Lr(0,T ;Lp(Q;Lp(Ω,µP))) ≤ C and ∂tu
η 2s
⇀

∂tu in the sense of Definition 4.4 as well as uη(t)
2s
⇀ u(t) for all t ∈ [0, T ].

5 Homogenization of convex functionals

Lemma 5.1. Let Assumption 1.1 hold for (Ω,FΩ,P, τ) and the random measure
µω. Let f : Q × Ω × RN → R be a convex functional in RN . For almost all
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ω ∈ ΩΦp
the following holds: Let uη ∈ Lq(Q;RN ) be a sequence such that

‖uη‖Lq(Q) ≤ C for some 0 < C < ∞ and such that uη
2s
⇀ u ∈ Lq(Q × Ω;L ⊗

µP ;RN ). Then, it holds

∫

Q

∫

Ω

f(x, ω̃, u(x, ω̃)) dµP(ω̃) dx ≤ lim inf
η→0

∫

Q

f(x, τ x
η
ω, uη(x)) dµη

ω(x) .

The proof of Lemma 5.1 is literally the same as for Theorem 7.1 in [35].
However, we provide it here for completeness.

Proof. Let ω ∈ ΩΦp and let f∗ denote the Fenchel conjugate of f in the third
variable. Without loss of generality, we may assume that

lim
η→0

∫

Q

f∗η,ω(x, ψ
η
ω(x)) dµ

η
ω(x) =

∫

Q

∫

Ω

f∗(x, ω̃, ψ(x, ω̃)) dµP(ω̃) dx (46)

for all ψ ∈ ΦN
p and all ω ∈ ΩΦp . We first consider the case

f(x, ω̃, ξ) ≥ |ξ|q (47)

for almost every (x, ω̃) ∈ Q×Ω and all ξ ∈ RN . We then find for every ψ ∈ ΦN
p

Fη :=

∫

Q

fη,ω(x, u
η(x)) dµη

ω(x) ≥
∫

Q

uη(x)·ψη
ω(x)dµ

η
ω(x)−

∫

Q

f∗η,ω(x, ψ
η
ω(x)) dµ

η
ω(x) .

Due to uη
2s
⇀ u and (46) we find

lim inf
η→0

Fη ≥
∫

Q

∫

Ω

(u(x, ω̃) · ψ(x, ω̃)− f∗(x, ω̃, ψ(x, ω̃))) dµP(ω̃) dx

for all ψ ∈ ΦN
p . Since (47) holds, f∗ is continuous in ξ and the last inequality

implies

lim inf
η→0

Fη ≥
∫

Q

∫

Ω

f(x, ω̃, u(x, ω̃)) dµP(ω̃) dx . (48)

In the general case, let

F δ
η :=

∫

Q

fη,ω(x, u
η(x)) dµη

ω(x) + δ ‖uη‖Lq(Q) .

Then, 0 < F δ
η − Fη ≤ Cδ and (48) implies that

lim inf
η→0

F δ
η ≥

∫

Q

∫

Ω

f(x, ω̃, u(x, ω̃)) dµP(ω̃) dx+ δ ‖u‖Lq(Q×Ω) .

Hence the claim follows.

Lemma 5.2. Let Assumption 1.1 hold for (Ω,FΩ,P, τ) and let µω be a random
measure. Let f : Q × Ω × RN → R be such that for a.e. (x, ω̃) the function
f(x, ω̃, ·) is convex in RN . Then, for almost every ω ∈ ΩΦp the following holds:
If uηω ∈ Lq(Q;RN ) is a sequence of minimizers of the functionals

Fη,ω : u 7→
∫

Q

f(x, τ x
η
ω, u(x)) dµη

ω(x)
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and if supη>0 ‖uηω‖Lq(Q;µη
ω) <∞, then there exists u0,ω ∈ Lq(Q×Ω;L⊗µP ;RN )

such that uηω
2s
⇀ u0,ω along a subsequence and u0,ω is a minimizer of

F0 : Lq(Q× Ω;L ⊗ µP ;RN ) → R

u 7→
∫

Q

f(x, ω̃, u(x, ω̃)) dµP(ω̃) dx .

Proof. Let u0 ∈ Lq(Q × Ω;L ⊗ µP) be a minimizer of F0. By [29, Theorem
III-39] we can assume that u0(x, ω̃) minimizes f(x, ω̃) for almost every (x, ω̃).
Then, for almost all ω ∈ Ω it holds uη0(x) := u0(x, τ x

η
ω) ∈ Lq(Q;RN ) and

Fη,ω(u
η
0) ≥ Fη,ω(u

η) .

We chose a subsequence uη
′

ω and u0,ω ∈ Lq(Q × Ω;L ⊗ µP ;RN ) such that

uη
′

ω
2s
⇀ u0,ω. Since Fη,ω(u

η
0) → F0(u0), we find

∫

Q

∫

Ω

f(x, ω̃, u0,ω(x, ω̃)) dµP(ω̃) dx ≤ lim inf
η→0

Fη,ω(u
η
ω) ≤ F0(u0).

Hence, u0,ω is a minimizer of F0.

Theorem 5.1. Let Assumption 1.1 hold for (Ω,FΩ,P, τ) and let µω be a ran-
dom measure and let 1 < p, q < ∞ with 1

p + 1
q = 1. Let Q ⊂ Rn be a bounded

domain and f : Q×Ω×Rd → R be measurable and for all (x, ω). Let f(x, ω, ·)
be continuous and convex in Rd with f(x, ω, ξ) ≥ |ξ|q. Then, for almost every
ω ∈ ΩΦp

it holds: If uη ∈W 1,q(Q) is a sequence of minimizers of the functional

Fη : Lq(Q) → R

u 7→
∫

Q

fω,η(x,∇u(x)) dx

such that supη>0 ‖uηω‖Lq(Q;µη
ω) < ∞, then there exist uω ∈ W 1,q

0 (Q) and υω ∈
Lq(Q;Lq

pot(Ω)) and a subsequence uη
′
such that uη

′ → uω strongly in Lq(Q)

and ∇uη′ 2s
⇀ ∇uω + υω as η → 0 and (uω, υω) is a minimizer of the functional

F0 : W 1,q
0 (Q)× Lq(Q;Lq

pot(Ω)) → R

(u, υ) 7→
∫

Q

∫

Ω

f(x, ω,∇u(x) + υ(x, ω̃)) dP(ω̃) dx .

Proof. Let Φpot be a countable dense subset of Lq
pot(Ω) and let Ω̃ ⊂ ΩΦq be

a set of full measure such that Lemma lem:valid-ts-test-function holds for all
ω ∈ Ω̃. By spanΦpot we denote finite linear combinations of elements of Φpot.

In what follows we restrict to the case ω ∈ Ω̃.
Due to Lemma 4.7 there exist uω ∈W 1,q(Q) and υω ∈ Lq(Q;Lq

pot(Ω)) such

that ∇uη 2s
⇀ ∇uω + υω and uη → uω along a subsequence, which we denote uη

for simplicity. Let u0 ∈ W 1,q
0 (Q) and υ0 ∈ Lq(Q;Lq

pot(Ω)) be a minimizer of
the functional F0.
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Now, let δ > 0. There exists υδ ∈ Lq(Q;RΦpot) which is simple and has
compact support in Q such that ‖υ0 − υδ‖Lq(Q;Lq

pot(Ω)) < δ. In particular, we

find sets Ai ⊂ Q, 1 ≤ i ≤ Kδ and functions υ̂i ∈ spanΦpot such that

υδ(x, ω) =

Kδ∑

i=1

χAi(x)υ̂i(ω) .

Let (ϕε)ε>0 ⊂ C∞
0 (Bε) be a family of mollifiers. For ε > 0 we denote υε,δ(·, ω) :=

ϕε ∗ υ(·, ω), where ∗ is the convolution with respect to the Q-coordinate. Then
υε,δ ∈ C1

0 (Q; spanΦpot) for ε > 0 small enough and ‖υε,δ − υδ‖Lq(Q;Lq
pot(Ω)) → 0

as ε→ 0.
Given x ∈ Q we apply Lemma 4.3 and denote V ω

η,ε,δ(x, ·) ∈ H1(Q) the η-

potential to υε,δ(x) and η and V ω
η,δ(x, ·) ∈ H1(Q) the potential to υδ(x) and η.

Further, if V̂ ω
i,η is the corresponding η-potential to υ̂i, we find

V ω
η,ε,δ(x, z) =

Kδ∑

i=1

(χAi
∗ ϕε)(x)V̂

ω
i,η(z) and V ω

η,δ(x, z) =

Kδ∑

i=1

χAi
(x)V̂ ω

i,η(z)

Since the mapping υ̂i 7→ V̂ ω
i,η is linear, we find V ω

η,ε,δ ∈ C1
0 (Q;H1(Q)) with

∇
(
V ω
η,ε,δ(x, x)

)
= ∇xV

ω
η,ε,δ(x, x) +∇zV

ω
η,ε,δ(x, x)

=
(
V ω
η,δ(·, x) ∗ ∇ϕε

)
(x) +

(
ϕε ∗ υδ(·, τ x

η
)
)
(x)

For the first term on the right hand side we obtain
∫

Q

∣∣(V ω
η,δ(·, x) ∗ ∇ϕε

)
(x)

∣∣q dx ≤
∫

Rd

dx

∫

Rd

dz ‖∇ϕε‖q∞
∣∣V ω

η,δ(z − x, x)
∣∣q

≤ ‖∇ϕε‖q∞
∫

Q

dx

Kδ∑

i=1

∣∣∣V̂ ω
i,η(x)

∣∣∣
q

Since the last expression on the right hand side converges to 0 as η → 0 by

Lemma 4.3, we find that ∇Vη,ε,δ(x, x) 2s
⇀ υε,δ(x, ω).

Hence, we find for ε small enough that V ω
η,ε,δ(x, x) is a valid point of evalu-

tation for Fη and

Fη(u0 + V ω
η,ε,δ) =

∫

Q

fω,η(x,∇u0(x) +
(
V ω
η,δ(·, x) ∗ ∇ϕε

)
(x) +

(
ϕε ∗ υδ(·, τ x

η
ω)

)
(x)) dx

→
∫

Q

∫

Ω

f(x, ω,∇u0(x) + υε,δ(x, ω̃)) dP(ω̃) dx as η → 0 .

On the other hand, due to Lemma 5.1, we have

lim
η→0

Fη(u0 + V ω
η,ε,δ) ≥ lim inf

η→0
Fη(u

η) ≥ F0(uω, υω) ≥ F0(u0, υ0) .

Since f is continuous in ξ, we obtain from successively passing to the limits
ε→ 0 and δ → 0 that

F0(u0, υ0) ≥ F0(uω, υω) ≥ F0(u0, υ0) .
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6 Homogenized system of equations

In this section, we are in the setting µω = L for all ω. Hence, we frequently use
the notations introduced in Remark 4.1.

The model equations of the problem (the microscopic problem) are

− divx ση(x, t) = b(x, t), (49)

ση(x, t) = C̃
[
τ x

η
ω̃
]
(ε(∇xuη(x, t))−Bzη(x, t)), (50)

∂tzη(x, t) ∈ g̃
(
τ x

η
ω̃, BTση(x, t)− L̃η[τ x

η
ω̃]zη(x, t)

)
, (51)

together with the homogeneous Dirichlet boundary condition

uη(x, t) = 0, (x, t) ∈ ∂Q× (0,∞), (52)

and the initial condition

zη(x, 0) = z̃(0)(x, τ x
η
ω̃), x ∈ Q. (53)

Now, we state the main result on the stochastic homogenization of the weak
solution (uη, ση, zη) of problem (49) - (53).

Theorem 6.1. Suppose that all assumptions of Theorem 3.1 are satisfied. Let
(uη, ση, zη) be a weak solution of the initial-boundary value problem (49) - (53).
Then, there exist

u0 ∈W 1,q(0, Te;W
1,q
0 (Q,R3)), u1 ∈W 1,q(0, Te;L

q(Q;Lq
pot(Ω;R3))),

σ0 ∈ H1(0, Te;L
2(Q;L2

sol(Ω;S3))), z0 ∈W 1,q(0, Te;L
q(Q;Lq(Ω;RN )))

such that (up to a subsequence)

uη
2s
⇀ u0, ∇uη 2s

⇀ ∇u0 + u1, ση
2s
⇀ σ0 and zη

2s
⇀ z0. (54)

The weak two-scale limit function (u0, u1, σ0, z0) solves the following homoge-
nized problem:

− divx

(∫

Ω

σ0(x, ω, t)dP
)

= b(x, t), (55)

σ0(x, ω, t) = C̃[ω]
(
ε(u1(x, ω, t))−Bz0(x, ω, t)

+ ε(∇xu0(x, t))
)
, (56)

which hold for (x, ω, t) ∈ Q× Ω× [0, Te], and with the boundary condition

u0(x, t) = 0, (x, t) ∈ ∂Q× (0, Te). (57)

Moreover, the following variational inequality holds (Ã := C̃−1)
∫

Q

∫

Ω

{(
Ã[ω]σ(x, ω, t), σ(x, ω, t)

)
+

(
L̃[ω]z(x, ω, t), z(x, ω, t)

)}
dPdx

+

∫ t

0

∫

Q

∫

Ω

fg̃

(
ω,BTσ(x, ω, τ)− L̃[ω]z(x, ω, τ), ∂τz(x, ω, τ)

)
dPdxdτ

≤
∫

Q

∫

Ω

{(
Ã[ω]σ(0)(x, ω), σ(0)(x, ω)

)
+
(
L̃[ω]z̃(0)(x, ω), z̃(0)(x, ω)

)}
dPdx

+

∫ t

0

∫

Q

(b(x, τ), ∂τu(x, τ)) dxdτ, (58)
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where (v(0), v1) ∈ H1(Q,R3)× L2(Q, L2
pot(Ω)) and σ(0) ∈ L2(Q, L2

sol(Ω)) solve
the linear elasticity problem

− divx σ
(0)(x, ω) = b(x, 0), (59)

σ(0)(x, ω) = Ã[ω](ε(∇v(0)(x) + v1(x, ω))−Bz̃(0)(x, ω)), (60)

v(0)(x) = 0, x ∈ ∂Q. (61)

The careful reading of the proof of Theorem 3.1 suggests the following result.

Proposition 6.1. Suppose that all assumptions of Theorem 3.1 are satisfied.
Then, the weak solution (uη, ση, zη) of problem (49) - (53) (in the sense of
Definition 3.1) fullfills the uniform estimates

{uη}η is uniformly bounded in W 1,q(0, Te;L
q(Q;R3)),

{ση}η is uniformly bounded in L∞(0, Te;L
2(Q;S3)),

{zη}η is uniformly bounded in W 1,q(0, Te;L
q(Q;RN )),

{L1/2zη}η is uniformly bounded in L∞(0, Te;L
2(Q;RN )),

{Ση}η is uniformly bounded in Lp(0, Te;L
p(Q;RN )).

The result of Proposition 6.1 plays an important role in the proof of Theo-
rem 6.1 below.

Proof of Theorem 6.1

Proof. Proposition 6.1 provides the required uniform estimates for the solution
of the microscopic problem (49) - (53). Therefore, due to Lemma 4.10 there
exist functions u0, u1, σ0 and z0 with the prescribed regularities in Theorem 6.1
such that the convergence results in (54) hold. We note that (50) gives equation
(56), namely

σ0(x, ω, t) = C̃[ω]
(
ε(∇xu0(x, t) + u1(x, ω, t))−Bz0(x, ω, t)

)
, a.e. (62)

Next, we test equation (49) with a function φ ∈ C∞
0 (Q,R3). Passing to the

stochastic two-scale limit in the integral identity corresponding to (49) yields

∫

Q

∫

Ω

(σ0(x, ω, t), ε(∇xφ(x)))dxdP(ω) =

∫

Q

(b(x, t), φ(x))dx. (63)

Now, we consider φω̃,η(x, t) = ηφ(x, t)V ω̃
η (x), where φ ∈ C∞

0 (QTe
,R) and υ ∈

Lq
pot(Ω) with potential V ω̃

η given by Lemma 4.3, as another test function in (49)
and obtain

η

∫ Te

0

∫

Q

(
ση(x, t), V

ω̃
η (x)⊗∇xφ(x, t)

)
dx dt

+

∫ Te

0

∫

Q

(
ση(x, t), φ(x, t)ε(∇xυ(τ x

η
ω̃))

)
dx dt (64)

=

∫ Te

0

∫

Q

(b(x, t), φη(x, t))dx dt.
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The stochastic two-scale limit in equation (64) yields

∫ Te

0

∫

Q

∫

Ω

(
σ0(x, ω, t), ε(∇ωυ(ω))

)
φ(x, t)dP(ω)dxdt = 0. (65)

Equation (65) implies that the integral identity

∫

Ω

(
σ0(x, ω, t), ε(∇ωυ(ω))

)
dP(ω) = 0 (66)

holds for ever υ ∈ Lq
pot(Ω) for a.e. (x, t) ∈ Q × (0, Te). Integral equality (66)

yields that σ0(x, ·, t) ∈ L2
sol(Ω;S3) for a.e. (x, t) ∈ Q× (0, Te).

To pass to the stochastic two-scale limit in the inequality

∫

Q

{(
Ã[τ x

η
ω̃]ση(x, t), ση(x, t)

)
+

(
L̃[τ x

η
ω̃]zη(x, t), zη(x, t)

)}
dx

+

∫ t

0

∫

Q

fg̃

(
τ x

η
ω̃, BTση(x, τ)− L̃[τ x

η
ω̃]zη(x, τ), ∂τzη(x, τ)

)
dx dτ

≤
∫

Q

(
Ã[τ x

η
ω̃]σ(0)

η (x), σ(0)
η (x)

)
dx+

∫ t

0

∫

Q

(b(x, τ), ∂τuη(x, τ)) dx dτ

+

∫

Q

(
L̃[τ x

η
ω̃]z̃(0)(x, τ x

η
ω̃), z̃(0)(x, τ x

η
ω̃)

)
dx,

we use the results of Lemma 4.9 and Lemma 5.1 and obtain
∫

Q

∫

Ω

{(
Ã[ω]σ(x, ω, t), σ(x, ω, t)

)
+
(
L̃[ω]z(x, ω, t), z(x, ω, t)

)}
dP(ω)dx

+

∫ t

0

∫

Q

∫

Ω

fg̃

(
ω,BTσ(x, ω, τ)− L̃[ω]z(x, ω, τ), ∂τz(x, ω, τ)

)
dP(ω)dxdτ

≤
∫

Q

∫

Ω

{(
Ã[ω]σ(0)(x, ω), σ(0)(x, ω)

)
+
(
L̃[ω]z̃(0)(x, ω), z̃(0)(x, ω)

)}
dP(ω)dx

+

∫ t

0

∫

Q

(b(x, τ), ∂τu(x, τ)) dxdτ,

where σ(0) ∈ L2(Q, L2(Ω)) solves the following linear elasticity problem (59)–
(61), which is obtained by the passage to the stochastic two-scale limit in equa-
tions (12) - (14). Here, v(0) ∈ H1(Q,R3) and v1 ∈ L2(Q, L2

pot(Ω)).
Therefore, we conclude that the limit function (u0, u1, σ0, z0) satisfies the

homogenized problem (55) - (57) and the variational inequality (58).

Appendix: Rothe’s approximation functions

Here we recall the definition of Rothe’s approximation functions. For any family
{ξnm}n=0,...,2m of functions in a reflexive Banach space X and for h = Te/m, we
define the piecewise affine interpolant ξm ∈ C([0, Te], X) by

ξm(t) :=

(
t

h
− (n− 1)

)
ξnm +

(
n− t

h

)
ξn−1
m for (n− 1)h ≤ t ≤ nh, (67)
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and the piecewise constant interpolant ξ̄m ∈ L∞(0, Te;X) by

ξ̄m(t) := ξnm for (n− 1)h < t ≤ nh, n = 1, ..., 2m, and ξ̄m(0) := ξ0m. (68)

For the further analysis we recall the following property of ξ̄m and ξm:

‖ξm‖Lp(0,Te;X) ≤ ‖ξ̄m‖Lp(−h,Te;X) ≤
(
h‖ξ0m‖pX + ‖ξ̄m‖pLp(0,Te;X)

)1/p

, (69)

where ξ̄m is formally extended to t ≤ 0 by ξ0m and 1 ≤ p ≤ ∞ (see [25]).
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