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Abstract. In this paper, a distributed optimal control problem is studied for a diffuse
interface model of tumor growth which was proposed by Hawkins–Daruud et al. in
[25]. The model consists of a Cahn–Hilliard equation for the tumor cell fraction ϕ
coupled to a reaction-diffusion equation for a function σ representing the nutrient-
rich extracellular water volume fraction. The distributed control u monitors as a
right-hand side the equation for σ and can be interpreted as a nutrient supply or a
medication, while the cost function, which is of standard tracking type, is meant to
keep the tumor cell fraction under control during the evolution. We show that the
control-to-state operator is Fréchet differentiable between appropriate Banach spaces
and derive the first-order necessary optimality conditions in terms of a variational
inequality involving the adjoint state variables.

1 Introduction

Let Ω ⊂ R3 be an open bounded and connected set with a smooth boundary ∂Ω, and
let n denote the outward unit normal to ∂Ω. Moreover, let a fixed final time T > 0
be given and Q := Ω × (0, T ), Σ := ∂Ω × (0, T ). We investigate in this paper the
following distributed optimal control problem:

(CP) Minimize the cost functional

J (ϕ, u) =
βQ
2

∫ T

0

∫

Ω

|ϕ− ϕQ|2 dx dt +
βΩ

2

∫

Ω

|ϕ(T )− ϕΩ|2 dx(1.1)

+
βu
2

∫ T

0

∫

Ω

|u|2 dx dt

subject to the control constraint

(1.2) u ∈ Uad := {u ∈ L∞(Q) : umin ≤ u ≤ umax a. e. in Q}

and to the state system

ϕt −∆µ = P (ϕ)(σ − δµ) in Q,(1.3)

µ = −∆ϕ+ F ′(ϕ) in Q,(1.4)

σt −∆σ = −P (ϕ)(σ − δµ) + u in Q,(1.5)

∂nϕ = ∂nµ = ∂nσ = 0 on Σ,(1.6)

ϕ(0) = ϕ0, σ(0) = σ0 in Ω.(1.7)
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The quantities occurring in the above expressions have the following meaning: βQ ,
βΩ , βu are nonnegative constants, δ > 0 is a constant, ϕQ ∈ L2(Q), ϕΩ ∈ L2(Ω),
umin ∈ L∞(Q), umax ∈ L∞(Q) are given functions such that umin ≤ umax almost
everywhere in Q , F and P are given nonlinearities, ∂n denotes the derivative in
the direction of the outward unit normal n , and ϕ0 , σ0 are given initial data. In the
following, we will always assume that δ = 1, which has no bearing on the mathematical
analysis.

The state equations (1.3)–(1.7) constitute an approximation to a model for the
dynamics of tumor growth due to [25] (see also [26,44]) in which the velocities are set
to zero and the only state variables considered are the tumor cell fraction ϕ and the
nutrient-rich extracellular water fraction σ . Typically, the function F occurring in the
chemical potential µ is a double-well potential, and P denotes a suitable proliferation
function, which is in general a nonnegative and regular function of ϕ .

Altogether, the optimal control problem (CP) can be interpreted as the search
for a strategy how to apply a control u (which may represent the supply of a nutrient
(see [4]), or even a drug in a chemotherapy) properly in order that

(i) the integral over the full space-time domain of the squared amount of nutrient or
drug supplied (which is restricted by the control constraints) does not inflict any
harm on the patient (which is expressed by the presence of the third summand
in the cost functional);

(ii) a desired evolution and final distribution of the tumor cells (which is expressed
by the target functions ϕQ and ϕΩ ) is realized in the best possible way.

The ratios βQ/βu and βΩ/βu indicate which importance the conflicting targets ‘avoid
unnecessary harm to the patient’ and ‘quality of the approximation of ϕQ , ϕΩ ’ are
given in the strategy. We remark that in practice it would be safer for the patient (and
thus more desirable) to approximate the target functions rather in the L∞ sense than
in the L2 sense; however, in view of the analytical difficulties that are inherent in the
state system, this presently seems to be out of reach. Of course, other integral terms
depending on σ and analogous to the ones acting on ϕ could be added to the control
functional, and it is our opinion that such a modified functional may be tractable
from a mathematical point of view. However, since the problem is already quite
involved and it is not clear whether the modification is really worth to be considered
for applications, we prefer not to include the extra terms in the cost functional.

The mathematical modeling of tumor growth dynamics has drawn much at-
tention in the past decade (cf., e. g., [1, 15, 33, 37]). In particular, models based on
continuum mixture theory have been derived (see [5, 16, 18, 24, 36, 43]), which usually
lead to Cahn–Hilliard systems involving transport and reaction terms that govern var-
ious types of concentrations, where, in particular, the reaction terms depend on the
nutrient concentration.

While there exist quite a number of numerical simulations of diffuse-interface
models of tumor growth (cf., e. g., [15, Chap. 8], [16, 25, 43, 44], and the references
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given there), there are still only a few contributions to the mathematical analysis of the
models. The first contributions in this direction dealt with the case where the nutrient
is neglected, which then leads to the so-called Cahn–Hilliard–Hele–Shaw system (see
[3, 31, 34, 41, 42]). Only very recently, in the paper [17], the authors proved existence
of weak solutions and some rigorous sharp interface limit for a model introduced
in [6] (cf. also [15, 16, 18, 33, 43]), where both velocities (satisfying a Darcy law with
Korteweg term) and multispecies tumor fractions, as well as the nutrient evolutions
are taken into account. Let us also quote the paper [23], where a new model for
tumor growth including different densities is introduced and a formal sharp interface
limit is performed; moreover, the well-posedness of the related diffuse interface model
is discussed in [22]. Finally, in the contribution [19], the system (1.3)–(1.7), which
constitutes an approximation of the model introduced in [25], was rigorously analyzed
concerning well-posedness, regularity, and asymptotic behavior. We also refer to the
recent papers [9–11], in which various ‘viscous’ approximations of the state system
have been studied analytically.

In this paper, we focus on the control aspect. While there exist many con-
tributions concerning the well-posedness of various types of Cahn–Hilliard systems,
only a few deal with their optimal control. In this connection, we mention the papers
[12,13,28,40], which deal with zero Neumann boundary conditions like (1.6), while in
the recent papers [7,8,13,14] dynamic boundary conditions have been studied. A num-
ber of papers also investigates optimal control problems for convective Cahn–Hilliard
systems (cf. [38,45,46]) and Cahn–Hilliard–Navier–Stokes systems (cf. [20,27,29,30]).
Regarding the problem of optimal control in tumor growth models, we can quote the
papers [32], where the problem of minimizing the volume of tumor under isoperimet-
ric contraints is considered, and [2], where an advection-reaction-diffusion system for
leukemia development is studied. However, to the authors’ best knowledge, optimal
control problems for the system (1.3)–(1.7) have never been studied before.

Indeed, the main mathematical difficulties are related to the proofs of suitable
stability estimates of higher order (with respect to the ones already present in [19]),
which are necessary in order to prove the differentiability (in suitable spaces) of the
control-to-state mapping. The presence of the two nonlinearities F and P is indeed
the main challenge in the analysis. Moreover, due to the dependence on the L2(Ω) –
target ϕΩ in the final condition for the variable p , which is related to the tumor phase
ϕ , we only get existence for the adjoint system in the sense that the p-equation has
to be intended in a weak form, mainly in the dual of the Sobolev space H2(Ω) (cf.
Section 4 for further comments on this subject). Let us finally point out that, with
a view to applications, it would be worth analyzing the case of an L∞ – type control
functional rather than the L2 – one tackled here; however, this would bring further
difficulties in solving the adjoint system in which measures would occur on the right-
hand sides of the equations. Hence, since the present contribution is the first one on
the control theory for diffuse models of tumor growth, we prefer to start with the
L2 – control function J in (1.1).
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Plan of the paper. The paper is organized as follows: in Section 2, we formulate
the general hypotheses and improve known results regarding the well-posedness and
regularity of the state system (1.3)–(1.7) (Theorem 2.1). We also prove a continu-
ous dependence result (Theorem 2.2) which is needed for the analysis of the control
problem. In Section 3, we study the differentiability properties of the control-to-state
operator. The main results of this paper concerning existence and first-order necessary
optimality conditions for the optimal control problem (CP) are shown in Section 4.

Throughout this paper, for a (real) Banach space X we denote by ‖ · ‖X its
norm, by X ′ its dual space, and by 〈·, ·〉X the dual pairing between X ′ and X . If
X is an inner product space, then the inner product is denoted by (·, ·)X . The only
exception from this convention is given by the Lp spaces, 1 ≤ p ≤ ∞ , for which we use
the abbreviating notation ‖ · ‖p for the norms in both Lp(Ω) and Lp(Q). Moreover,
we will use the notations

H := L2(Ω), V := H1(Ω), W := {w ∈ H2(Ω) : ∂nw = 0 a. e. on ∂Ω}.
We have the dense and continuous embeddings W ⊂ V ⊂ H ∼= H ′ ⊂ V ′ ⊂ W ′ , where
〈u, v〉V = (u, v)H and 〈u,w〉W = (u,w)H for all u ∈ H , v ∈ V , and w ∈ W .

During the course of this paper, we will make repeated use of Young’s inequality

(1.8) a b ≤ δ a2 +
1

4δ
b2 for all a, b ∈ R and δ > 0,

as well as of the fact that for three dimensions of space and smooth domains the
embeddings V ⊂ Lp(Ω), 1 ≤ p ≤ 6, and H2(Ω) ⊂ C0(Ω) are continuous and (in the

first case only for 1 ≤ p < 6) compact. In particular, there are positive constants K̃i ,
i = 1, 2, 3, which depend only on the domain Ω, such that

‖v‖6 ≤ K̃1 ‖v‖V ∀ v ∈ V,(1.9)

‖v w‖H ≤ ‖v‖6 ‖w‖3 ≤ K̃2 ‖v‖V ‖w‖V ∀ v, w ∈ V,(1.10)

‖v‖L∞(Ω) ≤ K̃3 ‖v‖H2(Ω) ∀ v ∈ H2(Ω).(1.11)

Moreover, we have

(1.12) ‖v w‖V ′ ≤ ‖v‖W 1,∞(Ω) ‖w‖V ′ , ∀ v ∈ W 1,∞(Ω), ∀w ∈ V ′.
Finally, we recall that for smooth and bounded three-dimensional domains there holds
the special Gagliardo–Nirenberg inequality (cf. [35, p. 125])

(1.13) ‖v‖3 ≤ K̃4

(
‖v‖1/2

H ‖v‖
1/2
V + ‖v‖H

)
∀ v ∈ V ,

where the positive constant K̃4 depends only on Ω.

2 General assumptions and preliminary results on

the state system

In the following, we study the state system (1.3)–(1.7). Since it will be convenient
to rewrite various partial differential equations in this paper as abstract equations in
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the framework of the Hilbert triple (V,H, V ′), we introduce the Riesz isomorphism
A : V → V ′ associated with the standard scalar product of V , that is,

(2.1) 〈Au, v〉V = (u, v)V =

∫

Ω

(∇u · ∇v + uv) dx for u, v ∈ V .

We note that the restriction of A to W , which is given by Au = −∆u+u , for u ∈ W , is
an isomorphism from W onto H . Moreover, the linear operator A can be continuously
extended to a linear mapping from H into W ′ , where 〈Au, v〉W = (u,Av)H for all

u ∈ H and v ∈ W . We also remark that, for some positive constant K̃5 which
depends only on Ω, we have

〈Au,A−1v∗〉V = 〈v∗, u〉V for all u ∈ V and v∗ ∈ V ′,(2.2)

〈u∗, A−1v∗〉V = (u∗, v∗)V ′ for all u∗, v∗ ∈ V ′,
‖A−1u∗‖V ′ ≤ K̃5 ‖u∗‖V ′ for all u∗ ∈ V ′,

where (·, ·)V ′ is the dual scalar product in V ′ associated with the standard one in V .
We also have, for every v∗ ∈ H1(0, T ;V ′),

(2.3)
d

dt
‖v∗(t)‖2

V ′ = 2 〈∂tv∗(t), A−1v∗(t)〉V for almost every t ∈ (0, T ) .

We make for the remainder of this paper the following general assumptions on
the data of the control problem (CP):

(H1) βQ, βΩ, βu are nonnegative but not all zero.

(H2) ϕQ ∈ L2(Q), ϕΩ ∈ L2(Ω), umin ∈ L∞(Q), umax ∈ L∞(Q), with umin ≤ umax

a. e. in Q .

(H3) ϕ0 ∈ H3(Ω), σ0 ∈ H1(Ω).

(H4) P ∈ C1,1
loc (R) is nonnegative and satisfies, for almost every s ∈ R ,

(2.4) |P ′(s)| ≤ α1

(
1 + |s|q−1

)
, with some α1 > 0 and some q ∈ [1, 4] .

(H5) F ∈ C4(R) can be written in the form F = F0 +F1 , where F0, F1 ∈ C4(R),
and where there are constants αi > 0, 2 ≤ i ≤ 6, and ρ ∈ [2, 6) such that

|F ′′1 (s)| ≤ α2 ∀ s ∈ R,(2.5)

α3

(
1 + |s|ρ−2

)
≤ F ′′0 (s) ≤ α4

(
1 + |s|ρ−2

)
∀ s ∈ R,(2.6)

F (s) ≥ α5|s| − α6 ∀ s ∈ R.(2.7)

The conditions (H3)–(H5) originate from the paper [19], where they were postulated
to guarantee the validity of some well-posedness results. We remark that not all of
them are needed for some of the results proved in [19]; however, they are indispensable
for the analysis of the control problem (CP) on which we focus in this paper. The
following hypothesis is rather a denotation than an assumption:
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(H6) UR is an open set in L2(Q) such that Uad ⊂ UR and ‖u‖L2(Q) ≤ R for all
u ∈ UR .

We have the following well-posedness result for the state system (1.3)–(1.7).

Theorem 2.1 Suppose that the hypotheses (H1)–(H6) are fulfilled. Then the foll-
wing results hold true:

(i) For every u ∈ UR , the state system (1.3)–(1.7) has a unique strong solution triple
(ϕ, µ, σ) such that

ϕ ∈ H1(0, T ;V ) ∩ L∞(0, T ;W ∩H3(Ω)), ∆ϕ ∈ L2(0, T ;W ),(2.8)

µ ∈ L∞(0, T ;V ) ∩ L2(0, T ;W ),

σ ∈ H1(0, T ;H) ∩ C0([0, T ];V ) ∩ L2(0, T ;W ) .

(ii) There is some constant K∗1 > 0 , which depends only on R and the data of the
system, such that for every u ∈ UR the associated strong solution (ϕ, µ, σ) to (1.3)–
(1.7) satisfies

‖ϕ‖H1(0,T ;V )∩L∞(0,T ;H3(Ω)) + ‖∆ϕ‖L2(0,T ;H2(Ω)) + ‖µ‖L∞(0,T ;V )∩L2(0,T ;H2(Ω))(2.9)

+ ‖σ‖H1(0,T ;H)∩C0([0,T ];V )∩L2(0,T ;H2(Ω)) ≤ K∗1 .

(iii) There is some constant K∗2 > 0 , which depends only on R and the data of the
problem, such that the following holds true: whenever ui ∈ UR , i = 1, 2 , are given and
(ϕi, µi, σi) , i = 1, 2 , are the associated solutions to the state system, then we have, for
every t ∈ [0, T ] ,

‖ϕ1(t)− ϕ2(t)‖V ′ + ‖ϕ1 − ϕ2‖L2(0,t;V ) + ‖σ1(t)− σ2(t)‖V ′(2.10)

+ ‖σ1 − σ2‖L2(0,t;H) ≤ K∗2 ‖u1 − u2‖L2(0,t;H) .

Proof: In the following, we denote by Ci > 0, i ∈ N , constants that depend only
on R and the data entering the state system. In [19, Thms. 1-3], it has been shown
that the variational problem

∫

Ω

∂tϕ(t) v dx+

∫

Ω

∇µ(t) · ∇v dx =

∫

Ω

P (ϕ(t))(σ(t)− µ(t)) v dx,(2.11)

∫

Ω

µ(t) v dx =

∫

Ω

∇ϕ(t) · ∇v dx+

∫

Ω

F ′(ϕ(t)) v dx,(2.12)

∫

Ω

∂tσ(t) v dx+

∫

Ω

∇σ(t) · ∇v dx =

∫

Ω

(u(t)− P (ϕ(t))(σ(t)− µ(t))) v dx ,(2.13)

for all v ∈ V and almost every t ∈ (0, T ), has in the homogeneous case u ≡ 0 a
unique solution triple (ϕ, µ, σ) which satisfies the initial conditions (1.7) and has the
regularity properties

ϕ ∈ H1(0, T ;V ) ∩ L∞(0, T ;H3(Ω)), µ ∈ L∞(0, T ;V ),(2.14)

σ ∈ H1(0, T ;H) ∩ L∞(0, T ;V ).
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A closer inspection of the proofs of [19, Thms. 1-3] (in particular, Eq. (2.13) is nowhere
differentiated with respect to time) reveals that only straightforward modifications are
needed to show that the system (2.11)–(2.13), (1.7) has for every u ∈ UR a unique
solution triple (ϕ, µ, σ) which has the regularity properties (2.14) and satisfies, with
some C1 > 0,

‖ϕ‖H1(0,T ;V )∩L∞(0,T ;H3(Ω)) + ‖µ‖L∞(0,T ;V ) + ‖σ‖H1(0,T ;H)∩L∞(0,T ;V ) ≤ C1 .(2.15)

Now observe that (2.15) and (H4) imply that u− P (ϕ)(σ− µ) is bounded in L2(Q).
Since σ0 ∈ V , parabolic regularity theory, applied to (2.13), yields σ ∈ L2(0, T ;W )
and the bound for σ stated in (2.9). Moreover, Eq. (2.11) is for almost every t ∈ (0, T )
the weak form of the elliptic problem

−∆µ(t) = P (ϕ(t))(σ(t)− µ(t))− ∂tϕ(t) in Ω, ∂nµ(t) = 0 on ∂Ω.

By (H4) and (2.15), we have P (ϕ)(σ − µ) − ∂tϕ ∈ L2(0, T ;H), whence we infer
from elliptic regularity theory that µ(t) ∈ W for almost every t ∈ (0, T ), as well
as ‖µ‖L2(0,T ;H2(Ω)) is uniformly bounded. Moreover, we have ∂n(∆ϕ) = −∂nµ +
F ′′(ϕ)∂nϕ = 0 almost everywhere on Σ, as well as

(2.16) ∆2ϕ = −∆µ+ F ′′(ϕ) ∆ϕ+ F ′′′(ϕ)|∇ϕ|2,
where, due to (2.15) and (H5), the right-hand side is bounded in L2(Q) . We thus
have ∆ϕ ∈ L2(0, T ;W ) with bounded norm, and the assertions (i) and (ii) are proved.
The last assertion (iii) can be shown in exactly the same way as the stability result
shown in the proof of [19, Thm. 2]. We therefore may skip the proof.

Remark 1 Observe that standard embedding results (cf. [39, Sec. 8, Cor. 4]) imply
that H1(0, T ;V )∩L∞(0, T ;H2(Ω)) is continuously embedded in C0([0, T ];Hs(Ω)) for
0 < s < 2. Consequently, ϕ ∈ C0(Q). Moreover, also owing to the continuity of
the embeddings V ⊂ L6(Ω) and H2(Ω) ⊂ L∞(Ω) in three dimensions of space, and
invoking the general hypotheses (H4) and (H5), we may without loss of generality
state (possibly choosing a larger K∗1 ) the following bounds:

‖ϕ‖C0(Q) + ‖∇ϕ‖L∞(Q) + max
0≤i≤4

‖F (i)(ϕ)‖C0(Q) + max
0≤i≤2

‖P (i)(ϕ)‖L∞(Q)(2.17)

+ ‖∆ϕ‖L∞(0,T ;L6(Ω))∩L2(0,T ;L∞(Ω)) + ‖µ‖L∞(0,T ;L6(Ω))∩L2(0,T ;L∞(Ω))

+ ‖σ‖L∞(0,T ;L6(Ω))∩L2(0,T ;L∞(Ω)) ≤ K∗1 ,

for any solution (ϕ, µ, σ) corresponding to some u ∈ UR .

Remark 2 A comparison argument yields that (by possibly choosing a larger K∗2 )
the estimate

(2.18) ‖µ1 − µ2‖L2(0,t;V ′) ≤ K∗2 ‖u1 − u2‖L2(0,t;H)

holds true for every t ∈ [0, T ] with µi := −∆ϕi + F ′(ϕi), i = 1, 2. In particular,
the control-to-state operator S , u 7→ S(u) := (ϕ, µ, σ), is well defined and Lipschitz
continuous as a mapping from UR ⊂ L2(Q) into the space

(L∞(0, T, V ′) ∩ L2(0, T ;V ))× L2(0, T ;V ′)× (L∞(0, T ;V ′) ∩ L2(0, T ;H)).
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The stability results (2.10), (2.18) are not sufficient for studying the control
problem (CP). We thus begin our analysis by proving stronger stability estimates.
We have the following result.

Theorem 2.2 Suppose that the hypotheses (H1)–(H6) are fulfilled. Then there
exists a constant K∗3 > 0 , which depends only on R and the data of the system, such
that the following holds true: whenever ui ∈ UR , i = 1, 2 , are given and (ϕi, µi, σi) ,
i = 1, 2 , are the associated solutions to the state system (1.3)–(1.7), then we have, for
every t ∈ [0, T ] ,

‖ϕ1 − ϕ2‖H1(0,t;V ′)∩L∞(0,t;V )∩L2(0,t;H3(Ω)) + ‖µ1 − µ2‖L2(0,t;V )(2.19)

+ ‖σ1 − σ2‖H1(0,t;H)∩C0([0,t];V )∩L2(0,t;H2(Ω)) ≤ K∗3 ‖u1 − u2‖L2(0,t;H) .

Proof: First, recall that the estimates (2.10) and (2.18) are valid. We again denote
by Ci > 0, i ∈ N , constants that depend only on R and the data entering the state
system. Putting ϕ := ϕ1−ϕ2 , µ := µ1− µ2 , σ := σ1− σ2 , and u := u1− u2 , we find
the following identities:

∂tϕ−∆µ = P (ϕ1)(σ − µ) + (P (ϕ1)− P (ϕ2))(σ2 − µ2) a. e. in Q,(2.20)

µ = −∆ϕ+ F ′(ϕ1)− F ′(ϕ2) a. e. in Q,(2.21)

∂tσ −∆σ = u − P (ϕ1)(σ − µ) − (P (ϕ1)− P (ϕ2))(σ2 − µ2) a. e. in Q,(2.22)

∂nϕ = ∂nµ = ∂nσ = 0 a. e. on Σ,(2.23)

ϕ(0) = σ(0) = 0 a. e. in Ω.(2.24)

We now establish the asserted stability estimate (2.19) in a series of estimates
in which we make repeated use of the global bounds (2.9) and (2.17) without further
reference.

First estimate: We multiply (2.20) by ϕ and (2.21) by ∆ϕ and add the resulting
equations to obtain that

ϕ∂tϕ− ϕ∆µ+ µ∆ϕ = P (ϕ1)(σ − µ)ϕ+ (P (ϕ1)− P (ϕ2))(σ2 − µ2)ϕ

− |∆ϕ|2 + (F ′(ϕ1)− F ′(ϕ2)) ∆ϕ.

Integration over Ω× [0, t] (where t ∈ [0, T ]) and by parts yield, using the mean value
theorem, (H4), (H5), and Young’s inequality, that

1

2
‖ϕ(t)‖2

H +
1

2

∫ t

0

∫

Ω

|∆ϕ|2 dx ds(2.25)

≤ I1 + C2

∫ t

0

(‖σ(s)‖2
H + ‖ϕ(s)‖2

H) ds + C3 I2,



9

where, owing to (H4), (2.9), (2.10), (2.17), (2.18), and Hölder’s inequality, we de-
duce that

I1 :=

∫ t

0

‖µ(s)‖V ′‖P (ϕ1(s))ϕ(s)‖V ds

≤ 1

2

∫ t

0

‖µ(s)‖2
V ′ ds+

1

2

∫ t

0

‖P (ϕ1(s))ϕ(s)‖2
V ds

≤ C4 ‖u‖2
L2(0,t;H) +

1

2

∫ t

0

∫

Ω

(|P (ϕ1)ϕ|2 + |P (ϕ1)∇ϕ+ ϕP ′(ϕ1)∇ϕ1|2) dx ds

≤ C4 ‖u‖2
L2(0,t;H) + C5

∫ t

0

‖ϕ(s)‖2
V ds ≤ C6 ‖u‖2

L2(0,t;H) ,

I2 :=

∫ t

0

∫

Ω

|ϕ|2 (|σ2|+ |µ2|) dx ds ≤
∫ t

0

(‖σ2(s)‖6 + ‖µ2(s)‖6)‖ϕ(s)‖2
12/5 ds

≤ C7

∫ t

0

‖ϕ(s)‖2
V ds ≤ C8 ‖u‖2

L2(0,t;H) .

Combining the above inequalities, using again (2.10), and invoking well-known elliptic
regularity results, we infer the estimates

‖ϕ‖L∞(0,t;H)∩L2(0,t;H2(Ω)) ≤ C9 ‖u‖L2(0,t;H) for all t ∈ [0, T ],(2.26)

‖µ‖L2(0,t;H) ≤ C10 ‖u‖L2(0,t;H) for all t ∈ [0, T ],(2.27)

where the second inequality follows from a comparison in (2.21), by applying once
more the mean value theorem and (H5).

Second estimate: We now test (2.22) by ∂tσ and use Young’s inequality and the
mean value theorem along with (H4) to find that, for all t ∈ [0, T ] ,

∫ t

0

∫

Ω

|∂tσ|2 dx ds +
1

2
‖∇σ(t)‖2

H(2.28)

=

∫ t

0

∫

Ω

∂tσ [u− P (ϕ1)(σ − µ)− (P (ϕ1)− P (ϕ2))(σ2 − µ2)] dx ds

≤ 1

4

∫ t

0

∫

Ω

|∂tσ|2 dx ds + C11

∫ t

0

∫

Ω

(u2 + σ2 + µ2) dx ds + I,

where, using Hölder’s and Young’s inequalities, as well as (2.17), we infer that

I :=

∫ t

0

∫

Ω

|∂tσ| |P (ϕ1)− P (ϕ2)| (|σ2|+ |µ2|) dx ds

≤ C12

∫ t

0

‖∂tσ(s)‖2 ‖ϕ(s)‖3 (‖σ2(s)‖6 + ‖µ2(s)‖6) ds

≤ 1

4

∫ t

0

∫

Ω

|∂tσ|2 dx ds + C13

∫ t

0

‖ϕ(s)‖2
V ds .
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In view of (2.10) and (2.27), we thus obtain that

(2.29) ‖σ‖H1(0,t;H)∩L∞(0,t;V ) ≤ C14 ‖u‖L2(0,t;H) for all t ∈ [0, T ],

whence, by comparison in (2.22), and applying once more the mean value theorem
together with (H4), also the bound

(2.30) ‖σ‖L2(0,t;H2(Ω)) ≤ C15 ‖u‖L2(0,t;H) for all t ∈ [0, T ]

follows from the estimate of ‖∆σ‖L2(0,t;H) and the elliptic regularity theory.

Third estimate: Next, we insert µ , given by (2.21), in (2.20) to find that

∂tϕ+ ∆2ϕ = P (ϕ1)(σ − µ) + (P (ϕ1)− P (ϕ2))(σ2 − µ2) + F ′′(ϕ1)∆ϕ(2.31)

+ (F ′′(ϕ1)− F ′′(ϕ2))∆ϕ2 + F ′′′(ϕ1)(∇ϕ1 +∇ϕ2) · ∇ϕ
+ (F ′′′(ϕ1)− F ′′′(ϕ2))|∇ϕ2|2 .

Testing this identity by −∆ϕ ∈ L2(0, T ;W ), and using the integrations by parts,
Young’s inequality, the mean value theorem, (H4), (H5), and (2.17), we find that for
any t ∈ [0, T ] we have

1

2
‖∇ϕ(t)‖2

H +

∫ t

0

∫

Ω

|∇∆ϕ|2 dx ds(2.32)

≤ C16

∫ t

0

∫

Ω

|ϕ|(|σ2|+ |µ2|+ |∆ϕ2|)|∆ϕ| dx ds

+C17

∫ t

0

∫

Ω

(
|ϕ|2 + |∇ϕ|2 + |∆ϕ|2 + |σ|2 + |µ|2

)
dx ds .

The first integral on the right-hand side, which we denote by I , can be estimated as
follows:

I ≤
∫ t

0

‖ϕ(s)‖3(‖σ2(s)‖6 + ‖µ2(s)‖6 + ‖∆ϕ2(s)‖6)‖∆ϕ(s)‖2 ds

≤ C18

∫ t

0

(
‖ϕ(s)‖2

V + ‖∆ϕ(s)‖2
H

)
ds ≤ C19 ‖u‖2

L2(0,t;H),

where the last inequality follows from (2.10) and (2.26). In conclusion, using once
more (2.26) and (2.10) in order to bound the second integral in (2.32), we have the
estimate

(2.33) ‖ϕ‖L∞(0,t;V )∩L2(0,t;H3(Ω)) ≤ C20 ‖u‖L2(0,t;H) for all t ∈ [0, T ].

Comparison in (2.21) together with an application of the mean value theorem and of
(H5) then easily shows that also

(2.34) ‖µ‖L2(0,t;V ) ≤ C21 ‖u‖L2(0,t;H) for all t ∈ [0, T ] .
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Fourth estimate: Finally, we test (2.20) by an arbitrary function v ∈ L2(0, T ;V )
to obtain that

∣∣∣∣
∫ t

0

∫

Ω

∂tϕv dx ds

∣∣∣∣ ≤
∫ t

0

∫

Ω

|∇µ||∇v| dx ds + C22

∫ t

0

∫

Ω

(|σ|+ |µ|)|v| dx ds

+C23

∫ t

0

‖ϕ(s)‖4(‖σ2(s)‖4 + ‖µ2(s)‖4) ‖v(s)‖2 dx ds

≤ C24

(
‖ϕ‖L2(0,t;V ) + ‖µ‖L2(0,t;V ) + ‖σ‖L2(0,t;H)

)
‖v‖L2(0,t;V ) .

In view of the above estimates, this implies that

(2.35) ‖∂tϕ‖L2(0,t;V ′) ≤ C25 ‖u‖L2(0,t;H) for all t ∈ [0, T ].

With (2.35), the assertion is completely proved.

3 Differentiability of the control-to-state operator

In this section, we establish a differentiability result for the control-to-state operator S .
To this end, we assume that the general assumptions (H1)–(H6) are satisfied. For
arbitrary, but fixed u ∈ UR , let (ϕ, µ, σ) = S(u). We consider for any h ∈ L2(Q) the
linearized system

∂tξ −∆η = P ′(ϕ)(σ − µ) ξ + P (ϕ)(ρ− η) in Q,(3.1)

η = −∆ξ + F ′′(ϕ) ξ in Q,(3.2)

∂tρ−∆ρ = −P ′(ϕ)(σ − µ) ξ − P (ϕ)(ρ− η) + h in Q,(3.3)

∂nξ = ∂nη = ∂nρ = 0 on Σ,(3.4)

ξ(0) = ρ(0) = 0 in Ω.(3.5)

We expect the following: if the system (3.1)–(3.5) admits a unique solution (ξ, η, ρ) =:
(ξh, ηh, ρh) for every h ∈ L2(Q) and the Fréchet derivative DS(u) exists as a con-
tinuous linear mapping from UR into a suitable Banach space (which is yet to be
determined), then we should have DS(u)h = (ξh, ηh, ρh). To this end, we first show
the unique solvability of the linearized system (3.1)–(3.5). We have the following
result.

Theorem 3.1 The system (3.1)–(3.5) has a unique solution (ξ, η, ρ) with

ξ ∈ H1(0, T ;V ′) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ∩H3(Ω)),(3.6)

η ∈ L2(0, T ;V ), ρ ∈ H1(0, T ;H) ∩ C0([0, T ];V ) ∩ L2(0, T ;W ),

which fulfills the conditions (3.1)–(3.5) almost everywhere in the respective sets, except
for (3.1) and the related boundary condition in (3.4) that are fulfilled in the sense that,
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for almost every t ∈ (0, T ) ,

〈∂tξ(t), v〉V +

∫

Ω

∇η(t) · ∇v dx =

∫

Ω

P (ϕ(t))(ρ(t)− η(t)) v dx(3.7)

+

∫

Ω

P ′(ϕ(t))(σ(t)− µ(t)) ξ(t) v dx ∀ v ∈ V.

Moreover, there is some constant K∗4 > 0 , which depends only on R and the data of
the state system, such that

‖ξ‖H1(0,t;V ′)∩L∞(0,t;V )∩L2(0,t;H3(Ω)) + ‖η‖L2(0,t;V )(3.8)

+ ‖ρ‖H1(0,t;H)∩C0([0,t];V )∩L2(0,t;H2(Ω)) ≤ K∗4 ‖h‖L2(0,t;H) for all t ∈ [0, T ].

Remark 3 Note that an equivalent formulation of (3.7), which makes use of the
abstract operator A defined by (2.1), is

∂tξ(t) + Aη(t) = P (ϕ(t))(ρ(t)− η(t))(3.9)

+ P ′(ϕ(t))(σ(t)− µ(t)) ξ(t) + η(t) in V ′, for a.e. t ∈ (0, T ).

Proof. We apply a Faedo-Galerkin approximation, using the family {wj}j∈N ⊂ W
of (appropriately ordered) eigenfunctions of the eigenvalue problem

−∆w + w = λw in Ω , ∂nw = 0 on ∂Ω ,

as a Galerkin basis in V . The family {wj}j∈N forms a complete orthonormal sys-
tem in (H, (·, ·)H) which is also orthogonal in (V, (·, ·)V ); moreover, we also have
(∆wj,∆wk)H = 0 whenever j 6= k .

Let n ∈ N be fixed. Putting Wn := span {w1, ..., wn} , we then look for functions
of the form

ξn(x, t) :=
n∑

k=1

ank(t)wk(x), ρn(x, t) :=
n∑

k=1

bnk(t)wk(x), ηn(x, t) :=
n∑

k=1

cnk(t)wk(x),

which satisfy the following approximating problem:
∫

Ω

∂tξn(t)v dx +

∫

Ω

∇ηn(t) · ∇v dx −
∫

Ω

P (ϕ(t))(ρn(t)− ηn(t))v dx(3.10)

=

∫

Ω

P ′(ϕ(t))(σ(t)− µ(t))ξn(t)v dx ∀ v ∈ Wn,

∫

Ω

ηn(t)v dx =

∫

Ω

∇ξn(t) · ∇v dx +

∫

Ω

F ′′(ϕ(t))ξn(t)v dx ∀ v ∈ Wn,(3.11)

∫

Ω

∂tρn(t)v dx +

∫

Ω

∇ρn(t) · ∇v dx +

∫

Ω

P (ϕ(t))(ρn(t)− ηn(t))v dx(3.12)

=

∫

Ω

[−P ′(ϕ(t))(σ(t)− µ(t))ξn(t) + h(t)]v dx ∀ v ∈ Wn,

ξn(0) = ρn(0) = 0.(3.13)
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By insertion of v = wj , 1 ≤ j ≤ n , in (3.11), it is easily seen that the unknowns cnj
can be expressed explicitly in terms of the unknowns an1 , . . . , a

n
n ; hence, by inserting

v = wj , 1 ≤ j ≤ n , in (3.10) and (3.12), it turns out that the system (3.10)–(3.13) is
in fact equivalent to a Cauchy problem for a linear system of 2n first-order ordinary
differential equations in the 2n unknowns anj , b

n
j , 1 ≤ j ≤ n , in which, owing to (H4)

and (H5), and to the fact that ϕ ∈ C0(Q) (recall (2.17)), all of the occurring coefficient
functions belong to L∞(0, T ). By Carathéodory’s theorem, this linear system has a
unique solution (an1 , . . . , a

n
n, b

n
1 , . . . , b

n
n) ∈ (W 1,∞(0, T ))2n , which specifies the unique

solution (ξn, ηn, ρn) ∈ (W 1,∞(0, T ;Wn))3 to (3.10)–(3.13).

We now aim to derive a number of a priori estimates for the approximations.
To this end, we denote by Ci , i ∈ N , positive constants (possibly different from the
ones used in the previous section) that may depend on the data of the problem, but
not on n ∈ N .

First estimate: Let t ∈ [0, T ] be arbitrary. We insert v = ηn in (3.10), v = −∂tξn
in (3.11), as well as v = ρn in (3.12), and add the resulting identities. Integrating over
Ω× [0, t] and by parts, we obtain that

1

2
(‖ρn(t)‖2

H + ‖∇ξn(t)‖2
H) +

∫ t

0

∫

Ω

(|∇ρn|2 + |∇ηn|2) dx ds(3.14)

+

∫ t

0

∫

Ω

P (ϕ)(ρn − ηn)2 dx ds = −
∫ t

0

∫

Ω

∂tξn F
′′(ϕ) ξn dx ds

+

∫ t

0

∫

Ω

h ρn dx ds +

∫ t

0

∫

Ω

P ′(ϕ) (σ − µ) ξn (ηn − ρn) dx ds .

Owing to (H4), the last integral on the left is nonnegative. We denote the integrals
on the right by Ii , i = 1, 2, 3, in that order, and estimate them indivually. Clearly,
by Young’s inequality, it turns out that

(3.15) |I2| ≤
1

2
(‖h‖2

L2(0,t;H) + ‖ρn‖2
L2(0,t;H)) .

Moreover, by virtue of (2.17) and Hölder’s and Young’s inequalities, we have that

|I1| =

∣∣∣∣−
1

2

∫

Ω

F ′′(ϕ(t))|ξn(t)|2 dx +
1

2

∫ t

0

∫

Ω

F ′′′(ϕ) ∂tϕ ξ
2
n dx ds

∣∣∣∣(3.16)

≤ K∗1
2
‖ξn(t)‖2

H + C1

∫ t

0

‖∂tϕ(s)‖6 ‖ξn(s)‖3 ‖ξn(s)‖2 ds

≤ K∗1
2
‖ξn(t)‖2

H + C2

∫ t

0

(
‖ξn(s)‖2

V + ‖∂tϕ(s)‖2
V ‖ξn(s)‖2

H

)
ds ,

where we notice that the mapping s 7→ ‖∂tϕ(s)‖2
V belongs to L1(0, T ), due to (2.9).

Next, we observe that, for every γ > 0 (to be chosen later),

|I3| ≤ C3

∫ t

0

(‖σ(s)‖6 + ‖µ(s)‖6) ‖ξn(s)‖3 (‖ηn(s)‖2 + ‖ρn(s)‖2) ds(3.17)

≤ γ (‖ηn‖2
L2(0,t;H) + ‖ρn‖2

L2(0,t;H)) +
C4

γ
‖ξn(s)‖2

L2(0,t;V ) .
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We still need estimates for the L2(Q) norm of ηn and for the L∞(0, T ;H) norm
of ξn . To obtain the former, we insert v = ηn in (3.11), integrate over [0, t] and by
parts, and apply Young’s inequality and (2.17) to deduce that

∫ t

0

∫

Ω

η2
n dx ds =

∫ t

0

∫

Ω

ηn(−∆ξn + F ′′(ϕ)ξn) dx ds

≤ 1

2

∫ t

0

∫

Ω

η2
n dx ds +

1

2

∫ t

0

∫

Ω

(|∆ξn|+ K∗1 |ξn|)2 dx ds,

whence

(3.18) ‖ηn‖2
L2(0,t;H) ≤ 2

∫ t

0

∫

Ω

|∆ξn|2 dx ds + C5 ‖ξn‖2
L2(0,t;H) .

To derive the missing estimates, we finally insert v = (2 +K∗1) ξn in (3.10) and v =
(2 +K∗1)∆ξn in (3.11) and add the resulting equations. Integration over [0, t] and by
parts then yields that

(
1 +

K∗1
2

)
‖ξn(t)‖2

H + (2 +K∗1)

∫ t

0

∫

Ω

|∆ξn|2 dx ds(3.19)

=

∫ t

0

∫

Ω

(2 +K∗1)P (ϕ) (ρn − ηn) ξn dx ds

+

∫ t

0

∫

Ω

(2 +K∗1)P ′(ϕ)(σ − µ)ξ2
n dx ds

+

∫ t

0

∫

Ω

(2 +K∗1)F ′′(ϕ) ξn ∆ξn dx ds.

We denote the integrals on the right-hand side by I4, I5, I6 , in this order, and estimate
them individually. First, we obviously have

(3.20) |I6| ≤
K∗1
2

∫ t

0

∫

Ω

|∆ξn|2 dx ds + C6

∫ t

0

∫

Ω

|ξn|2 dx ds .

Moreover, owing to Hölder’s and Young’s inequalities and (2.17), we infer that

|I5| ≤ C7

∫ t

0

(‖σ(s)‖6 + ‖µ(s)‖6) ‖ξn(s)‖3 ‖ξn(s)‖2 ds ≤ C8 ‖ξn‖2
L2(0,t;V ),(3.21)

and, using Young’s inequality once more,

(3.22) |I4| ≤ γ (‖ηn‖2
L2(0,t;H) + ‖ρn‖2

L2(0,t;H)) +
C9

γ
‖ξn‖2

L2(0,t;H) .

Now, we take the sum of (3.14), (3.18), and (3.19). Then, on account of (3.15)–(3.17)
and of (3.20)–(3.22), we can choose γ small enough (namely, γ < 1/2) and apply
Gronwall’s lemma in order to find the estimate

‖ξn‖L∞(0,t;V )∩L2(0,t;H2(Ω)) + ‖ηn‖L2(0,t;V ) + ‖ρn‖L∞(0,t;H)∩L2(0,t;V )(3.23)

≤ C10 ‖h‖L2(0,t;H) for all t ∈ [0, T ].
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Second estimate: Let t ∈ [0, T ] be arbitrary. Observing that v = ∆2ξn ∈ Wn , we
obtain from (3.11), using integration by parts, Young’s inequality, and (2.17), that

∫ t

0

∫

Ω

|∇∆ξn|2 dx ds =

∫ t

0

∫

Ω

∇ξn · ∇∆2ξn dx ds =

∫ t

0

∫

Ω

∆2ξn(ηn − F ′′(ϕ)ξn) dx ds

= −
∫ t

0

∫

Ω

∇∆ξn · (∇ηn − ξn F ′′′(ϕ)∇ϕ− F ′′(ϕ)∇ξn) dx ds

≤ 1

2

∫ t

0

∫

Ω

|∇∆ξn|2 dx ds + C11

∫ t

0

∫

Ω

(|∇ηn|2 + |ξn|2 + |∇ξn|2) dx ds ,

and it follows from (3.23) that

(3.24) ‖ξn‖L2(0,t;H3(Ω)) ≤ C12 ‖h‖L2(0,t;H) for all t ∈ [0, T ].

Third estimate: Let t ∈ [0, T ] be arbitrary. We insert v = ∂tρn in (3.12) and
integrate over [0, t] and by parts. Using (2.17) and Young’s and Hölder’s inequalities,
we obtain for every γ > 0 the estimate

∫ t

0

∫

Ω

|∂tρn|2 dx ds +
1

2
‖∇ρn(t)‖2

H ≤ γ

∫ t

0

∫

Ω

|∂tρn|2 dx ds

+
C13

γ

∫ t

0

∫

Ω

(ρ2
n + η2

n + h2) dx ds + C14 I

holds, where

I :=

∫ t

0

(‖σ(s)‖6 + ‖µ(s)‖6) ‖ξn(s)‖3 ‖∂tρn(s)‖2 ds

≤ γ

∫ t

0

∫

Ω

|∂tρn|2 dx ds +
C15

γ
‖ξn‖2

L2(0,t;V ) ,

Choosing 1/2 > γ > 0, we obtain from (3.23) that

(3.25) ‖ρn‖H1(0,t;H)∩L∞(0,t;V ) ≤ C16 ‖h‖L2(0,t;H) for all t ∈ [0, T ].

Similar reasoning, using v = −∆ρn in (3.12), yields that also

∫ t

0

∫

Ω

|∆ρn|2 dx ds ≤ C17 ‖h‖2
L2(0,t;H) ,

so that

(3.26) ‖ρn‖L2(0,t;H2(Ω)) ≤ C18 ‖h‖L2(0,t;H) .

In conclusion, we have shown the estimate

‖ξn‖L∞(0,t;V )∩L2(0,t;H3(Ω)) + ‖ηn‖L2(0,t;V )(3.27)

+ ‖ρn‖H1(0,t;H)∩C0([0,t];V )∩L2(0,t;H2(Ω)) ≤ C19 ‖h‖L2(0,t;H) .
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Conclusion of the proof: It follows from (3.27) that there are functions (ξ, η, ρ)
such that, possibly only for a subsequence which is again indexed by n ,

ξn → ξ weakly in L2(0, T ;H3(Ω))

and weakly star in L∞(0, T ;V ),

ηn → η weakly in L2(0, T ;V ),

ρn → ρ weakly in H1(0, T ;H) ∩ L2(0, T ;H2(Ω)).

From the semicontinuity properties of the involved norms, we can infer that the esti-
mate (3.27) holds true for (ξ, η, ρ) in place of (ξn, ηn, ρn), and it is easily seen that
(ξ, η, ρ) satisfies (3.2) and (3.3) almost everywhere in Q . Moreover, we have ρ(0) = 0
almost everywhere in Ω and ∂nξ = ∂nρ = 0 almost everywhere on Σ, and it follows
that, for every v ∈ H1(0, T ;V ) with v(T ) = 0, it holds the identity

−
∫ T

0

∫

Ω

ξ ∂tv dx dt +

∫ T

0

∫

Ω

∇η · ∇v dx dt

=

∫ T

0

∫

Ω

(P ′(ϕ)(σ − µ) ξ + P (ϕ)(ρ− η)) v dx dt ,

which implies that (3.7) and ξ(0) = 0 hold true. Indeed, we also recover that ξ ∈
H1(0, T ;V ′), and in addition comparison yields

‖ξ‖H1(0,t;V ′) ≤ C20 ‖h‖L2(0,t;H) ,

so that (3.8) is shown.

To prove uniqueness, we write the system (3.7), (3.2)–(3.5) for two solutions
(ξi, ηi, ρi), i = 1, 2, and subtract the equations. Then ξ := ξ1 − ξ2 , η := η1 − η2 ,
ρ := ρ1 − ρ2 satisfy the system (3.7), (3.2)–(3.5) with h ≡ 0. Now notice that,
up to obvious modifications which are necessary due to the fact that we only have
∂tξ ∈ L2(0, T ;V ′), the estimates leading to (3.23) can be repeated. We point out, in
particular, that all the three terms of the equation (3.2) belong to L2(0, T ;V ) thanks
to (3.6), (H5) and (2.8). Then, since h ≡ 0 in this case, we must have ξ = η = ρ = 0
and thus uniqueness.

We are now in a position to establish the Fréchet differentiability of the control-
to-state operator. We have the following result.

Theorem 3.2 Suppose that the assumptions (H1)–(H6) are satisfied. Then the
control-to-state mapping S is Fréchet differentiable in UR as a mapping from L2(Q)
into the space

Y :=
(
H1(0, T ;W ′) ∩ L∞(0, T ;H) ∩ L2(0, T ;W )

)
× L2(Q)(3.28)

×
(
H1(0, T ;H) ∩ L2(0, T ;H2(Ω))

)
.

Moreover, for any u ∈ UR the Fréchet derivative DS(u) ∈ L(L2(Q),Y) is defined as
follows: for any h ∈ L2(Q) , we have DS(u)h = (ξh, ηh, ρh) , where (ξh, ηh, ρh) is the
unique solution to the linearized system (3.1)–(3.5) associated with h .
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Proof: Let u ∈ UR be arbitrary, and (ϕ, µ, σ) = S(u). Since UR is open, there
is some Λ > 0 such that u + h ∈ UR whenever h ∈ L2(Q) and ‖h‖L2(Q) ≤ Λ. In
the following, we only consider such variations h ∈ L2(Q). We put (ϕh, µh, σh) :=
S(u + h), and we denote by (ξh, ηh, ρh) the unique solution to the linearized system
(3.1)–(3.5) associated with h . Notice that by (3.8) the linear mapping h 7→ (ξh, ηh, ρh)
is continuous between the spaces L2(Q) and Y . We now define

ψh := ϕh − ϕ− ξh, ζh := µh − µ− ηh, χh := σh − σ − ρh.

According to Theorem 2.1 and Theorem 3.1, we have the regularity

ψh ∈ H1(0, T ;V ′) ∩ L∞(0, T ;V ) ∩ L2(0, T ;H3(Ω)), ζh ∈ L2(0, T ;V ),(3.29)

χh ∈ H1(0, T ;H) ∩ C0([0, T ];V ) ∩ L2(0, T ;H2(Ω)) .

Note also that (ϕh, µh, σh) and (ϕ, µ, σ) satisfy the global bounds (2.9) and (2.17).
Let us point out that ψh is at least strongly continuous from [0, T ] to H (see, e.g., [39,
Sec. 8, Cor. 4]).

According to the definition of Fréchet differentiability, it suffices to show that
there exists an increasing function Z : (0,+∞)→ (0,+∞) with limλ↘0 Z(λ)/λ2 = 0
and

(3.30) ‖(ψh, ζh, χh)‖2
Y ≤ Z(‖h‖L2(Q)) .

Now observe that (ψh, ζh, χh) is a solution to the following problem:

〈∂tψh(t), v〉V +

∫

Ω

∇ζh(t) · ∇v dx =

∫

Ω

[
P (ϕh)(σh − µh)− P (ϕ)(σ − µ)(3.31)

−P ′(ϕ)(σ − µ) ξh − P (ϕ)(ρh − ηh)
]
(t) v dx for all v ∈ V and a. e. t ∈ (0, T ),

ζh = −∆ψh + F ′(ϕh)− F ′(ϕ)− F ′′(ϕ) ξh a. e in Q,(3.32)

∂tχ
h −∆χh = −P (ϕh)(σh − µh) + P (ϕ)(σ − µ) + P ′(ϕ)(σ − µ) ξh(3.33)

+P (ϕ)(ρh − ηh) a. e. in Q,

∂nψ
h = ∂n

χh = 0 a. e. on Σ,(3.34)

ψh(0) = χh(0) = 0 a. e. in Ω.(3.35)

We also note that a straightforward computation, using Taylor’s theorem with integral
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remainder, yields the identities

F ′(ϕh)− F ′(ϕ)− F ′′(ϕ) ξh = F ′′(ϕ)ψh + Rh
1 (ϕh − ϕ)2,(3.36)

P (ϕh)(σh − µh)− P (ϕ)(σ − µ)− P ′(ϕ)(σ − µ) ξh − P (ϕ)(ρh − ηh)(3.37)

= P (ϕh)σh − P (ϕh)µh − P (ϕ)σ + P (ϕ)µ− P ′(ϕ)σ ξh + P ′(ϕ)µ ξh

−P (ϕ)(σh − σ − χh) + P (ϕ)(µh − µ− ζh)
= P (ϕ)χh + (P (ϕh)− P (ϕ))(σh − σ) + (P (ϕh)− P (ϕ)− P ′(ϕ) ξh)σ

−P (ϕ) ζh − (P (ϕh)− P (ϕ))(µh − µ)− (P (ϕh)− P (ϕ)− P ′(ϕ) ξh)µ

= P (ϕ)(χh − ζh) + (P (ϕh)− P (ϕ)) [(σh − σ)− (µh − µ)]

+P ′(ϕ) (σ − µ)ψh + (σ − µ)Rh
2 (ϕh − ϕ)2 =: Qh ,

where

(3.38) Rh
1 =

∫ 1

0

(1−z)F ′′′(ϕ+z(ϕh−ϕ)) dz, Rh
2 =

∫ 1

0

(1−z)P ′′(ϕ+z(ϕh−ϕ)) dz .

In the following estimates, we denote by Ci , i ∈ N , positive constants (possibly
different from the ones used in the previous sections) which may depend on the data
of the state system but not on h ∈ L2(Q) with ‖h‖L2(Q) ≤ Λ. For the sake of a better
readability, we will often suppress the superscript h in the functions (ψh, ζh, χh) during
the estimates and only write them in the final estimate in each step. We first notice
that, thanks to (H4), (H5), and (2.17),

∥∥Rh
1

∥∥
L∞(Q)

+
∥∥Rh

2

∥∥
L∞(Q)

≤ C1.(3.39)

We also recall that the inequalities (1.9)–(1.13), the global bounds (2.9), (2.17), the
global stability estimates (2.10), (2.18), (2.19), and the properties (2.2), (2.3) satisfied
by the Riesz isomorphism A introduced in (2.1) will be frequently used in the sequel
without mentioning them. We begin our analysis by proving some preparatory L2

estimates. We have, for every t ∈ [0, T ] :

∫ t

0

‖Rh
1(s) (ϕh(s)− ϕ(s))2‖2

H ds ≤ C2

∫ t

0

∫

Ω

|ϕh − ϕ|4 dx ds(3.40)

≤ C2

∫ t

0

‖ϕh(s)− ϕ(s)‖2
∞ ‖ϕh(s)− ϕ(s)‖2

H ds ≤ C3 ‖h‖4
L2(0,t;H) .

Moreover, owing to (1.10), (2.9), (2.17), (H4), and (2.19), we infer that
∫ t

0

‖(P (ϕh(s))− P (ϕ(s)))((σh(s)− σ(s))− (µh(s)− µ(s)))‖2
H ds(3.41)

≤ C4

∫ t

0

‖P (ϕh(s))− P (ϕ(s))‖2
V

(
‖σh(s)− σ(s)‖2

V + ‖µh(s)− µ(s)‖2
V

)
ds

≤ C5

∫ t

0

‖ϕh(s)− ϕ(s)‖2
V

(
‖σh(s)− σ(s)‖2

V + ‖µh(s)− µ(s)‖2
V

)
ds

≤ C6 ‖h‖4
L2(0,t;H) ,
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as well as, using Hölder’s inequality, (2.17), and (2.19),

∫ t

0

‖(σ(s)− µ(s))Rh
2(s) (ϕh(s)− ϕ(s))2‖2

H ds(3.42)

≤ C7

∫ t

0

∫

Ω

(
|σ|2 + |µ|2

)
|ϕh − ϕ|4 dx ds

≤ C8

∫ t

0

(
‖σ(s)‖2

6 + ‖µ(s)‖2
6

)
‖ϕh(s)− ϕ(s)‖4

6 ds ≤ C9 ‖h‖4
L2(0,t;H) .

Moreover, we have that
∫ t

0

‖P ′(ϕ(s))(σ(s)− µ(s))ψ(s)‖2
H ds ≤ C10

∫ t

0

∫

Ω

(
|σ|2 + |µ|2

)
|ψ|2 dx ds(3.43)

≤ C11

∫ t

0

(
‖σ(s)‖2

6 + ‖µ(s)‖2
6

)
‖ψ(s)‖2

3 ds ≤ C12

∫ t

0

‖ψ(s)‖2
V ds .

First estimate: First, we observe that Eqs. (3.31)–(3.33) can be rewritten in the
form

∂tψ + Aζ = Qh + ζ, ζ = Aψ + F ′′(ϕ)ψ +Rh
1 (ϕh − ϕ)2 − ψ,(3.44)

∂tχ+ Aχ = −Qh + χ in V ′, a.e. in (0, T ),

where Qh is defined in (3.37).

We now test the first equation in (3.44) by A−1ψ , the third by A−1χ and add
the resulting identities. Using (2.2) and (2.3), we easily deduce that, for any t ∈ [0, T ] ,

1

2

(
‖ψ(t)‖2

V ′ + ‖χ(t)‖2
V ′
)

+

∫ t

0

∫

Ω

(
|∇ψ|2 + |χ|2

)
dx ds(3.45)

≤ −
∫ t

0

∫

Ω

F ′′(ϕ)ψ2 dx ds −
∫ t

0

∫

Ω

Rh
1(ϕh − ϕ)2 ψ dx ds +

∫ t

0

‖χ(s)‖2
V ′ ds

+

∫ t

0

〈Qh(s), A−1ψ(s)− A−1χ(s)〉V ds +

∫ t

0

〈ζ(s), A−1ψ(s)〉V ds .

We denote the first, second, fourth, and fifth integral on the right-hand side by
I1, I2, I3, I4 , in this order. Using (2.17), (3.40), and Young’s inequality, we have

(3.46) |I1| + |I2| ≤ C13

(
‖ψ‖2

L2(0,t;H) + ‖h‖4
L2(0,t;H)

)
.

Using (3.44) and (3.40), we also have

|I4| =

∣∣∣∣
∫ t

0

〈(Aψ − ψ + F ′′(ϕ)ψ +Rh
1(ϕ− ϕ)2)(s), A−1ψ(s)〉V ds

∣∣∣∣(3.47)

≤ C14

∫ t

0

(
‖ψ(s)‖2

H + ‖ψ(s)‖2
V ′
)

ds + C15 ‖h‖4
L2(0,t;H) .
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Next, we estimate I3 , where we discuss each of the four terms occurring in the
definition of Qh (cf. (3.37)) individually. In the following, we repeatedly omit the
time argument inside the integrals for the sake of a shorter exposition. At first, we
have for every γ > 0 (to be chosen later) that

∣∣∣∣
∫ t

0

〈P (ϕ)(χ− ζ), A−1(ψ − χ)〉V ds

∣∣∣∣(3.48)

≤ C16

∫ t

0

(‖χ‖V ′ + ‖ζ‖V ′) (‖ψ‖V ′ + ‖χ‖V ′) ds

≤ γ

∫ t

0

‖ζ‖2
V ′ ds +

C17

γ

∫ t

0

(
‖χ‖2

V ′ + ‖ψ‖2
V ′
)

ds ,

where in the first inequality we have used (2.17) and the fact that (recall (1.12))

‖P (ϕ)(χ− ζ)‖V ′ ≤ ‖P (ϕ)‖W 1,∞(Ω) (‖χ‖V ′ + ‖ζ‖V ′) a. e. in (0, T ).

Next, in view of (3.41), we find that

∣∣∣∣
∫ t

0

〈(P (ϕh)− P (ϕ))[(σh − σ)− (µh − µ)], A−1(ψ − χ)〉V ds
∣∣∣∣(3.49)

≤ C18

∫ t

0

‖(P (ϕh)− P (ϕ))[(σh − σ)− (µh − µ)]‖H (‖ψ‖V ′ + ‖χ‖V ′) ds

≤ C19 ‖h‖4
L2(0,t;H) + C20

∫ t

0

(
‖ψ‖2

V ′ + ‖χ‖2
V ′
)

ds .

In addition, (3.43) yields that

∣∣∣∣
∫ t

0

〈P ′(ϕ) (σ − µ)ψ,A−1(ψ − χ)〉V ds

∣∣∣∣(3.50)

≤ C21

∫ t

0

‖P ′(ϕ)(σ − µ)ψ‖H (‖ψ‖V ′ + ‖χ‖V ′) ds

≤ γ

∫ t

0

‖ψ‖2
V ds +

C22

γ

∫ t

0

(
‖ψ‖2

V ′ + ‖χ‖2
V ′
)

ds .

Finally, we obtain from (3.42) that

∣∣∣∣
∫ t

0

〈(σ − µ)Rh
2 (ϕh − ϕ)2, A−1(ψ − χ)〉V ds

∣∣∣∣(3.51)

≤ C23

∫ t

0

‖(σ − µ)Rh
2 (ϕh − ϕ)2‖H (‖ψ‖V ′ + ‖χ‖V ′) ds

≤ C24 ‖h‖4
L2(0,t;H) + C25

∫ t

0

(
‖ψ‖2

V ′ + ‖χ‖2
V ′
)

ds .
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Combining the estimates (3.45)–(3.51), we have shown that for every t ∈ [0, T ]
and γ > 0 it holds that

1

2

(
‖ψ(t)‖2

V ′ + ‖χ(t)‖2
V ′
)

+ (1− γ)

∫ t

0

‖ψ(s)‖2
V ds +

∫ t

0

∫

Ω

|χ|2 dx ds(3.52)

≤ C26 ‖h‖4
L2(0,t;H) + C27

(
1 + γ−1

) ∫ t

0

(
‖ψ(s)‖2

V ′ + ‖χ(s)‖2
V ′
)

ds

+ C28 ‖ψ‖2
L2(0,t;H) + γ

∫ t

0

‖ζ(s)‖2
V ′ ds .

We still need to control the last two terms on the right-hand side of (3.52). At first,
notice that from the second equation in (3.44) and (3.40) we can infer that

∫ t

0

‖ζ(s)‖2
V ′ ds ≤ C29

∫ t

0

(
‖ψ(s)‖2

V + ‖ψ(s)‖2
V ′
)

ds(3.53)

+ C30

∫ t

0

‖Rh
1(s) (ϕh(s)− ϕ(s))2‖2

V ′ ds

≤ C31

∫ t

0

(
‖ψ‖2

V + ‖ψ‖2
V ′
)

ds + C32 ‖h‖4
L2(0,t;H) .

Now observe that the compactness of the embeddings V ⊂ H ⊂ V ′ implies that for
every γ > 0 there is some constant Cγ > 0 such that

(3.54) ‖v‖2
H ≤ γ ‖v‖2

V + Cγ ‖v‖2
V ′ ∀ v ∈ V.

Hence, adjusting γ > 0 appropriately small, invoking the estimates (3.52)–(3.54), and
applying Gronwall’s lemma, we can finally infer that

‖ψh‖2
L∞(0,t;V ′)∩L2(0,t;V ) + ‖χh‖2

L∞(0,t;V ′)∩L2(0,t;H) + ‖ζh‖2
L2(0,t;V ′)(3.55)

≤ C33 ‖h‖4
L2(0,t;H) ∀ t ∈ [0, T ] .

Second estimate: At first, we observe that (1.12), (3.55) and (H4) imply that

(3.56)

∫ t

0

‖P (ϕ(s)) (χ(s)− ζ(s))‖2
V ′ ds ≤ C34 ‖h‖4

L2(0,t;H) ∀ t ∈ [0, T ].

Hence, it follows from (3.37), (3.41)–(3.43), and (3.55) that

‖Qh‖2
L2(0,t;V ′) ≤ C35 ‖h‖4

L2(0,t;H) ∀ t ∈ [0, T ].(3.57)

Hence, testing (3.33) by χh , we obtain, for every t ∈ [0, T ] ,

1

2
‖χh(t)‖2

H +

∫ t

0

∫

Ω

|∇χh|2 dx ds = −
∫ t

0

∫

Ω

Qh χh dx ds(3.58)

≤
∫ t

0

‖Qh(s)‖V ′ ‖χh(s)‖V ds ≤ 1

2

∫ t

0

‖χh(s)‖2
V ds +

1

2

∫ t

0

‖Qh(s)‖2
V ′ ds ,



22

and Gronwall’s lemma shows that

(3.59) ‖χh‖2
L∞(0,t;H)∩L2(0,t;V ) ≤ C36 ‖h‖4

L2(0,t;H) ∀ t ∈ [0, T ].

Third estimate: We now multiply (3.32) by ∆ψ and take v = ψ in (3.31), and
integrate. Adding the resulting identities, applying integration by parts and Young’s
inequality, and invoking the estimates (3.40), (3.55), and (3.57), we easily obtain that,
for every t ∈ [0, T ] ,

1

2
‖ψ(t)‖2

H +

∫ t

0

∫

Ω

|∆ψ|2 dx ds(3.60)

≤
∫ t

0

∫

Ω

|∆ψ|
(
|F ′′(ϕ)ψ|+ |Rh

1(ϕh − ϕ)2|
)

dx ds +

∫ t

0

‖Qh(s)‖V ′ ‖ψ(s)‖V ds

≤ 1

2

∫ t

0

∫

Ω

|∆ψ|2 dx ds + C37 ‖h‖4
L2(0,t;H) .

Using this and (3.32), we have thus shown the estimate

(3.61) ‖ψh‖2
L∞(0,t;H)∩L2(0,t;H2(Ω)) + ‖ζh‖2

L2(0,t;H) ≤ C38 ‖h‖4
L2(0,t;H) ∀ t ∈ [0, T ].

Comparison in (3.31) then yields that also

(3.62) ‖∂tψh‖2
L2(0,t;W ′) ≤ C39 ‖h‖4

L2(0,t;H) ∀ t ∈ [0, T ].

Fourth estimate: Now that (3.61) is shown, we also have

(3.63)

∫ t

0

‖P (ϕ(s))(χ(s)− ζ(s))‖2
H ds ≤ C40 ‖h‖4

L2(0,t;H) ∀ t ∈ [0, T ],

which, together with (3.41)–(3.43), implies the bound

(3.64) ‖Qh‖2
L2(0,t;H) ≤ C41 ‖h‖4

L2(0,t;H) ∀ t ∈ [0, T ].

It is then an easy task (test (3.33) first by ∂tχ
h and then by −∆χh ) to see that also

(3.65) ‖χh‖2
H1(0,t;H)∩L2(0,t;H2(Ω)) ≤ C42 ‖h‖4

L2(0,t;H) ∀ t ∈ [0, T ].

With this, the inequality (3.30) is shown if we choose the function Z(λ) as an appro-
priate multiple of λ4 . The assertion is thus proved.

Remark 4 Since the embedding of H1(0, T ;W ′) ∩ L2(0, T ;W ) into C0([0, T ];H)
is continuous, we infer from Theorem 3.2 that the control-to-state mapping S is also
Fréchet differentiable into C0([0, T ];H) with respect to the first variable. From this

it follows that the reduced cost functional J̃ (u) := J (S1(u), u) (where S1(u) denotes
the first component of S(u)) is Fréchet differentiable in UR . Recalling that Uad is
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a closed and convex subset of L2(Q), we conclude from standard arguments (which
need no repetition here) the following result.

Corollary 3.3 Suppose that the assumptions (H1)–(H6) are fulfilled, and as-
sume that u ∈ Uad is an optimal control for the problem (CP) with associated state
(ϕ, µ, σ) = S(u) . Then we have

βQ

∫ T

0

∫

Ω

(ϕ− ϕQ) ξ dx dt + βΩ

∫

Ω

(ϕ(T )− ϕΩ) ξ(T ) dx(3.66)

+ βu

∫ T

0

∫

Ω

u(v − u) dx dx ≥ 0 ∀ v ∈ Uad,

where ξ is the first component of the solution to the linearized system (3.1)–(3.5) for
h = v − u .

4 The control problem

Existence. Consider the control problem (CP). We begin with the following exis-
tence result.

Theorem 4.1 Suppose that the assumptions (H1)–(H6) are fulfilled. Then the
optimal control problem (CP) has a solution u ∈ Uad .

Proof: Let {un} ⊂ Uad be a minimizing sequence for (CP), and let (ϕn, µn, σn) =
S(un), n ∈ N . Then it follows from (2.9) and (2.17) that there exist (ϕ, µ, σ) and
u ∈ Uad such that, possibly for a subsequence which is again indexed by n , we have

un → u weakly star in L∞(Q),

ϕn → ϕ weakly star in H1(0, T ;V ) ∩ L∞(0, T ;H3(Ω)),

∆ϕn → ∆ϕ weakly in L2(0, T ;W ),

µn → µ weakly star in L∞(0, T ;V ) ∩ L2(0, T ;W ),

σn → σ weakly star in H1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;W ) .

In addition, by virtue of standard compactness results (cf., e.g., [39, Sec. 8, Cor. 4]),
we have the strong convergence

ϕn → ϕ strongly in C0([0, T ];H2(Ω)) ,

which implies, in particular, that

ϕn → ϕ strongly in C0(Q) ,

whence also

F ′(ϕn)→ F ′(ϕ) and P (ϕn)→ P (ϕ), both strongly in C0(Q) .
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In summary, we can pass to the limit as n→∞ in (1.3)–(1.7), written for (ϕn, µn, σn),
finding that (ϕ, µ, σ) = S(u); i.e., the pair ((ϕ, µ, σ), u) is admissible for (CP).
It then follows from the weak sequential lower semicontinuity properties of J that
((ϕ, µ, σ), u) is an optimal pair for (CP).

The adjoint system and first order necessary optimality conditions. In or-
der to establish the necessary first order optimality conditions for (CP), we need to
eliminate ξ from inequality (3.66). To this end, we introduce the adjoint system which
formally reads as follows:

−∂tp+ ∆q − F ′′(ϕ) q + P ′(ϕ)(σ − µ)(r − p) = βQ (ϕ− ϕQ) in Q,(4.1)

q −∆p+ P (ϕ)(p− r) = 0 in Q,(4.2)

−∂tr −∆r + P (ϕ)(r − p) = 0 in Q,(4.3)

∂np = ∂nq = ∂nr = 0 on Σ,(4.4)

r(T ) = 0, p(T ) = βΩ (ϕ(T )− ϕΩ) in Ω .(4.5)

Since the final value p(T ) only belongs to L2(Ω), we can at best expect the regularity

p ∈ H1(0, T ;W ′) ∩ C0([0, T ];H) ∩ L2(0, T ;W ) ,

which entails that (4.1) has to be understood in a weak variational sense. More
precisely, we call (p, q, r) a solution to the adjoint system (4.1)–(4.5) if and only if the
functions (p, q, r) satisfy the following conditions:

p ∈ H1(0, T ;W ′) ∩ C0([0, T ];H) ∩ L2(0, T ;W ), q ∈ L2(Q),(4.6)

r ∈ H1(0, T ;H) ∩ C0([0, T ];V ) ∩ L2(0, T ;W ),

the equations (4.1)–(4.5) are satisfied almost everywhere in their respective domains,
but (4.1) and the related boundary condition in (4.4) hold true in the sense that

〈−∂tp(t), v〉W +

∫

Ω

q(t)∆v dx −
∫

Ω

F ′′(ϕ(t)) q(t) v dx(4.7)

+

∫

Ω

P ′(ϕ(t))(σ(t)− µ(t)) (r(t)− p(t)) v dx =

∫

Ω

βQ (ϕ(t)− ϕQ(t))v dx

for all v ∈ W and almost every t ∈ (0, T ).

We have the following existence and uniqueness result.

Theorem 4.2 Assume that the hypotheses (H1)–(H6) hold. Then the adjoint
system (4.1)–(4.5) has a unique solution in the sense formulated above.

Proof: As in the proof of Theorem 3.1, we apply a Faedo-Galerkin approximation
using the family {wj}j∈N ⊂ W as a Galerkin basis in W and Wn as approximating
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finite-dimensional spaces. Let n ∈ N be fixed. We look for functions of the form

pn(x, t) :=
n∑

k=1

ank(t)wk(x), rn(x, t) :=
n∑

k=1

bnk(t)wk(x), qn(x, t) :=
n∑

k=1

cnk(t)wk(x),

which satisfy for almost every t ∈ (0, T ) the following approximating problem:

(−∂tpn(t), v)H + (qn(t),∆v)H + (P ′(ϕ(t))(σ(t)− µ(t))(rn(t)− pn(t)), v)H(4.8)

−(F ′′(ϕ(t)) qn(t), v)H = (βQ(ϕ(t)− ϕQ(t)), v)H ∀ v ∈ Wn,

(qn(t), v)H = (∆pn(t) + P (ϕ(t))(rn(t)− pn(t)), v)H ∀ v ∈ Wn,(4.9)

(−∂trn(t), v)H +
(
−∆rn(t) + P (ϕ(t))(rn(t)− pn(t)), v

)
H

= 0 ∀ v ∈ Wn,(4.10)

rn(T ) = 0, pn(T ) = Pn(βΩ(ϕ(T )− ϕΩ)),(4.11)

where Pn denotes the orthogonal projector in H onto Wn .

Arguing as in the proof of Theorem 3.1, we can again infer that the backward-
in-time initial value problem (4.8)–(4.11) has a unique solution triple (pn, qn, rn) ∈
(W 1,∞(0, T ;Wn))3 .

We now aim to derive a number of a priori estimates for the approximations.
To this end, we denote by Ci , i ∈ N , positive constants that may depend on the data
of the problem, but not on n ∈ N .

A priori estimates: Let t ∈ [0, T ] be arbitrary. We insert v = pn(t) in (4.8),
v = −∆pn(t) ∈ Wn in (4.9), and v = rn(t) in (4.10), add the resulting equations and
integrate over [t, T ] . In view of (4.11), we find the identity

1

2
(‖pn(t)‖2

H + ‖rn(t)‖2
H) +

∫ T

t

∫

Ω

(
|∆pn|2 + |∇rn|2

)
dx ds(4.12)

=
1

2
‖Pn(βΩ(ϕ(T )− ϕΩ))‖2

H +

∫ T

t

∫

Ω

F ′′(ϕ) pn qn dx ds

+

∫ T

t

∫

Ω

βQ(ϕ− ϕQ)pn dx ds +

∫ T

t

∫

Ω

P (ϕ)(pn − rn)(rn + ∆pn) dx ds

−
∫ T

t

∫

Ω

P ′(ϕ)(σ − µ)(rn − pn)pn dx .

Using Young’s inequality, it is easily seen that the first four summands on the right-
hand side are bounded by an expression of the form

(4.13) C1 +
1

2

∫ T

t

∫

Ω

|∆pn|2 dx ds + C2

∫ T

t

∫

Ω

(
p2
n + r2

n

)
dx ds ,

while for the last one (which we denote by I ) it follows from Hölder’s inequality, (2.17)
and the continuous embedding V ⊂ L3(Ω) that, for any γ > 0,

|I| ≤ C3

∫ T

t

(‖σ(s)‖6 + ‖µ(s)‖6) ‖pn(s)‖2 (‖pn(s)‖3 + ‖rn(s)‖3) ds(4.14)

≤ γ

∫ T

t

(
‖pn(s)‖2

V + ‖rn(s)‖2
V

)
ds +

C4

γ

∫ T

t

∫

Ω

p2
n dx ds .
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Hence, applying standard elliptic estimates to pn and adjusting γ > 0 appropriately
small, we deduce from Gronwall’s lemma backward in time that

(4.15) ‖pn‖L∞(0,T ;H)∩L2(0,T ;H2(Ω)) + ‖rn‖L∞(0,T ;H)∩L2(0,T ;V ) ≤ C5 .

Next, taking v = qn(t) in (4.9) and integrating in time, by (4.15) it is straightforward
to deduce that

(4.16) ‖qn‖L2(0,T ;H) ≤ C6 .

Moreover, it is an easy task (by first inserting v = −∂trn(t) and then v = −∆rn(t) in
(4.10)) to show that also

(4.17) ‖rn‖H1(0,T ;H)∩L∞(0,T ;V )∩L2(0,T ;H2(Ω)) ≤ C7 .

Conclusion of the proof: It follows from the a priori estimates that there are
functions (p, q, r) such that, possibly only for some subsequence which is again indexed
by n ,

pn → p weakly in L2(0, T ;W ),

qn → q weakly in L2(Q),

rn → r weakly in H1(0, T ;H) ∩ L2(0, T ;W ) ,

and, by continuous embedding, also

rn → r weakly in C0([0, T ];V ) .

It is now a standard matter (cf. the conclusion of the proof of Theorem 3.1) to show
that the triple (p, q, r) is in fact a solution to the linear system (4.1)–(4.5) having the
asserted properties. Also the uniqueness can easily be proved; we can allow ourselves
to leave the argument to the interested reader.

We are now in the position to eliminate ξ from (3.66). We have the following
result.

Theorem 4.3 Assume that the hypotheses (H1)–(H6) are fulfilled, and suppose
that u ∈ Uad is an optimal control for problem (CP) with associated state (ϕ, µ, σ) =
S(u) and adjoint state (p, q, r) . Then we have

(4.18)

∫ T

0

∫

Ω

(r + βu u) (v − u) dx dt ≥ 0 ∀ v ∈ Uad.

Proof: We have, owing to (3.2)–(3.4), (3.7), (4.2)–(4.5), and (4.7), the following
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identities:

0 =

∫ T

0

∫

Ω

q [η + ∆ξ − F ′′(ϕ)ξ] dx dt =

∫ T

0

∫

Ω

(q η − F ′′(ϕ) q ξ) dx dt(4.19)

+

∫ T

0

〈∂tp(t), ξ(t)〉W dt +

∫ T

0

∫

Ω

F ′′(ϕ) q ξ dx dt

−
∫ T

0

∫

Ω

P ′(ϕ)(σ − µ) ξ (r − p) dx dt +

∫ T

0

∫

Ω

βQ(ϕ− ϕQ) ξ dx dt ,

0 =

∫ T

0

〈∂tξ(t), p(t)〉V dt +

∫ T

0

∫

Ω

∇η · ∇p dx dt −
∫ T

0

∫

Ω

P (ϕ)(ρ− η) p dx dt(4.20)

−
∫ T

0

∫

Ω

P ′(ϕ)(σ − µ) ξ p dx dt ,

0 =

∫ T

0

∫

Ω

r [∂tρ−∆ρ+ P ′(ϕ)(σ − µ) ξ + P (ϕ)(ρ− η)− h] dx dt(4.21)

=

∫ T

0

∫

Ω

ρ [−∂tr −∆r + P (ϕ) r] dx dt −
∫ T

0

∫

Ω

r h dx dt

+

∫ T

0

∫

Ω

ξ P ′(ϕ)(σ − µ) r dx dt −
∫ T

0

∫

Ω

η P (ϕ) r dx dt .

Next, we employ integration by parts with respect to time in the second integral on the
right-hand side of (4.19) (which is permitted since p, ξ ∈ H1(0, T ;W ′) ∩ L2(0, T ;W ))
to conclude that

(4.22) I :=

∫ T

0

〈∂tp(t), ξ(t)〉W dt =

∫

Ω

p(T ) ξ(T ) dx −
∫ T

0

〈∂tξ(t), p(t)〉W dt .

Now observe that p ∈ L2(0, T ;V ) and ∂tξ ∈ L2(0, T ;V ′). It then follows from the
second condition in (4.5) that

(4.23) I =

∫

Ω

βΩ(ϕ(T )− ϕΩ) ξ(T ) dx −
∫ T

0

〈∂tξ(t), p(t)〉V dt .

Therefore, addition of the three identities (4.19)–(4.21) results in

(4.24) 0 =

∫ T

0

∫

Ω

βQ(ϕ− ϕQ) ξ dx dt +

∫

Ω

βΩ(ϕ(T )− ϕΩ) ξ(T ) dx −
∫ T

0

∫

Ω

r h dx dt ,

and insertion of this identity in (3.66) yields the assertion.

Remark 5 The state system (1.3)–(1.7), written for (ϕ, µ, σ) = (ϕ, µ, σ), the ad-
joint system and the variational inequality (4.18) together form the first-order nec-
essary optimality conditions. Moreover, since Uad is a nonempty, closed, and convex
subset of L2(Q), (4.18) implies that for βu > 0 the optimal control u is the L2(Q)-
orthogonal projection of −β−1

u r onto Uad , that is, we have

u(x, t) = max {umin(x, t), min {−β−1
u r(x, t), umax(x, t)} } for a. e. (x, t) ∈ Q.
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