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Abstract. We study the relaxation times for a parabolic differential equation whose
solution represents the atom dislocation in a crystal. The equation that we consider
comprises the classical Peierls-Nabarro model as a particular case, and it allows also
long range interactions.

It is known that the dislocation function of such a model has the tendency to con-
centrate at single points, which evolve in time according to the external stress and a
singular, long range potential.

Depending on the orientation of the dislocation function at these points, the potential
may be either attractive or repulsive, hence collisions may occur in the latter case and,
at the collision time, the dislocation function does not disappear.

The goal of this paper is to provide accurate estimates on the relaxation times of
the system after collision. More precisely, we take into account the case of two and
three colliding points, and we show that, after a small transition time subsequent to the
collision, the dislocation function relaxes exponentially fast to a steady state.

We stress that the exponential decay is somehow exceptional in nonlocal problems
(for instance, the spatial decay in this case is polynomial). The exponential time decay
is due to the coupling (in a suitable space/time scale) between the evolution term and
the potential induced by the periodicity of the crystal.

1. Introduction

In this paper we consider a function vε(t, x), which depends on the time variable t > 0
and the space variable x ∈ R, and which represents the atom dislocation in a crystal
(in this setting, the small parameter ε > 0 represents the size of the periodicity of the
crystal).

The evolution of vε(t, x) is governed by a parabolic equation of nonlocal type, in which
the variation of vε in time is produced by an elastic, or ferromagnetic, effect and is influ-
enced by the periodic structure of the crystal at a large scale. These types of equations
have been widely studied after the pioneer work of Peierls and Nabarro (see e.g. [10, 8] and
the references therein). Moreover, some generalizations of the original model of Peierls
and Nabarro have been recently considered to take into account long range interactions
with different scales (see [4, 3]) and the system can also be linked to the classical model
at the atomic scale which was introduced by Frenkel and Kontorova (see [6]). Different
space/time scale of the model also produce homogenization results, whose effective Hamil-
tonian depends on the scaling properties of the operator (in particular, this Hamiltonian
may present either local or nonlocal features, see [9, 13]).

For small ε, the dislocation function vε approaches a piecewise constant function (see [8,
4, 3, 12]). The plateaus of this asymptotic limit correspond to the periodic sites induced
by the crystalline structure, but its jump points evolve in time, according to the external
stress and a singular potential. Roughly speaking, one can imagine that the discontinuity
points of this limit dislocation function behave like a “particle” system (though no “ma-
terial” particle is really involved), driven by a system of ordinary differential equations
which describe the position of the jump points x1(t), . . . , xN(t).
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We refer to Section 2 in [4] for a discussion of the link between the integro-differential
equation which governs the evolution of the dislocation function vε and the system of
ODE’s which drives the particles x1, . . . , xN . Remarkably, the physical properties of the
singular potential of this ODE system depend on the orientation of the dislocation at
the jump points. Namely, if the dislocation function has the same spatial monotonicity
at xi and xi+1, then the potential induces a repulsion between the particles xi and xi+1.
Conversely, when the dislocation function has opposite spatial monotonicity at xi and xi+1,
then the potential becomes attractive, and the two particles may collide in a finite time Tc.
In formulas, in the collision case we have that xi(t) 6= xi+1(t) for any t ∈ [0, Tc), with

(1.1) lim
t→T−c

xi(Tc) = lim
t→T−c

xi+1(Tc) =: xc.

Often, we will use the notation xi(Tc) = xi+1(Tc) to denote the collision described by (1.1).

At the collision time Tc, the dislocation function does not get annihilated. More pre-
cisely, it asymptotically vanishes outside the collision point xc, but, in general,

lim sup
t→T−c
ε→0+

vε(t, xc) > 1.

Roughly speaking, this suggests that the dislocation function keeps some nontrivial effect
after the collision time (notice indeed that, since the jump points xi do not correspond to
a “material” particle, the evolution of the dislocation function vε persists even after the
collision time Tc).

The objective of this paper is therefore to study the behavior of the dislocation function
after the collision time Tc. We will prove that there exists a transition time Tε (with Tε >
Tc, and Tε → Tc as ε → 0+) such that, when t > Tε, the dislocation function decays to
the steady state exponentially fast in time, uniformly with respect to the space variable.

More precisely, we will consider here the case of two and three particles and show
that the limit configuration of vε is either a constant (in the case of two particles) or a
heteroclinic (in the case of three particles). We show that at the time Tε the dislocation
function vε gets close to this limit configuration, and, for t > Tε, the dislocation approaches
the limit exponentially fast.

This exponential decay may be explicitly quantified via the expression

(1.2) ec
Tε−t
ε2s+1 ,

where c is a positive constant and 2s ∈ (0, 2) is the order of the integro-differential
operator in the evolution equation. It is worth to point out that the decay in (1.2)
improves as ε→ 0+.

We also stress that such exponential decay is not obvious from the beginning. On the
contrary, solutions of integro-differential equations in general present a polynomial (and
not an exponential) tail, see e.g. [11], and also in our case the transitions considered have
only a polynomial decay in the space variables. In a sense, the exponential decay in (1.2)
is a consequence of the fact that, at the right space/time scale, the integro-differential
operator acts only in the space coordinates, allowing the time derivative (which is a local
operator) to recover the exponential decay of classical flavor.
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For the formal mathematical treatment of this model, we introduce the following nota-
tion. We consider the problem

(1.3)





(vε)t =
1

ε

(
Isvε −

1

ε2s
W ′(vε) + σ(t, x)

)
in (0,+∞)× R

vε(0, ·) = v0
ε on R

where ε > 0 is a small scale parameter, W is a periodic potential and Is is the so-called
fractional Laplacian of any order 2s ∈ (0, 2). Precisely, given ϕ ∈ C2(RN) ∩ L∞(RN), let
us define

(1.4) Is[ϕ](x) := PV

∫

RN

ϕ(x+ y)− ϕ(x)

|y|N+2s
dy,

where PV stands for the principal value of the integral. We refer to [14] and [5] for a
basic introduction to the fractional Laplace operator. On the potential W we assume

(1.5)





W ∈ C3,α(R) for some 0 < α < 1

W (v + 1) = W (v) for any v ∈ R
W = 0 on Z
W > 0 on R \ Z
W ′′(0) > 0.

The function σ satisfies:

(1.6)





σ ∈ BUC([0,+∞)× R) and for some M > 0 and α ∈ (s, 1)

‖σx‖L∞([0,+∞)×R) + ‖σt‖L∞([0,+∞)×R) 6M

|σx(t, x+ h)− σx(t, x)| 6M |h|α, for every x, h ∈ R and t ∈ [0,+∞).

From the viewpoint of physics, W represents the potential produced by the periodicity of
the crystal at a large scale and σ is an external forcing term (see [4] for a more detailed
discussion).

In this paper we consider the case in which the initial condition in (1.3) is a superposition
of either two or three transition layers with different orientation. Precisely, let us introduce
the so-called basic layer solution u associated to Is, that is the solution of

(1.7)





Is(u) = W ′(u) in R
u′ > 0 in R

lim
x→−∞

u(x) = 0, lim
x→+∞

u(x) = 1, u(0) =
1

2
.

This is the basic transition layer that we will use to construct our initial data. Namely,
we will consider in this paper two types of initial data. The first case deals with the
superposition of two transition layers with opposite orientations: in this case the points
associated with the transitions attract each other, a collision occurs and slightly after
collision the system goes to rest exponentially fast. The second situation considers three
transition layers with alternate orientations: in this case, the middle point is attractive
for the two external ones, a collision (possibly, a multiple collision) occurs and after a
short transient time the system approaches exponentially fast the steady state given by
a single transition layer.
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These results will be rigorously presented in the forthcoming Subsections 1.1 and 1.2.

1.1. The case of two transition layers. Given x0
1 < x0

2 let us consider as initial con-
dition in (1.3)

(1.8) v0
ε(x) =

ε2s

β
σ(0, x) + u

(
x− x0

1

ε

)
+ u

(
x0

2 − x
ε

)
− 1,

where

(1.9) β := W ′′(0) > 0,

and u is solution of (1.7). Let us introduce the solution (x1(t), x2(t)) to the system

(1.10)





ẋ1 = γ

(
x1 − x2

2s|x1 − x2|2s+1
− σ(t, x1)

)
in (0, Tc)

ẋ2 = γ

(
x2 − x1

2s|x2 − x1|2s
+ σ(t, x2)

)
in (0, Tc)

x1(0) = x0
1, x2(0) = x0

2,

where

(1.11) γ :=



∫

R

(u′(x))2dx



−1

,

and (0, Tc) is the maximal interval where the system (1.10) is well defined, i.e. x1(t) <
x2(t) for any t ∈ [0, Tc) and x1(Tc) = x2(Tc).

In general, it may happen that Tc = +∞, i.e. no collision occurs. On the other hand,
it can be shown that when either the external stress is small or the particles are initially
close to collision, then Tc < +∞. More precisely, in [13] we proved that if the following
condition is satisfied

either σ 6 0 or x0
2 − x0

1 <

(
1

2s‖σ‖∞

) 1
2s

,

then the collision time Tc is finite.
In the setting of finite collision time, we prove here that the dislocation function vε,

after a time Tε, which is only slightly larger than the collision time Tc, becomes small
with ε. The precise result goes as follows:

Theorem 1.1. Assume that (1.5), (1.6), (1.8) hold and Tc < +∞. Let vε be the solution
of (1.3)-(1.8). Then there exists ε0 > 0 such that for any ε < ε0 there exist Tε, %ε > 0
such that

Tε = Tc + o(1), %ε = o(1) as ε→ 0

and

(1.12) vε(Tε, x) 6 %ε for any x ∈ R.

The result above can be made precise by saying that, if the system is not subject to any
external stress, then the dislocation function vε decays in time exponentially fast. More
precisely, we have:
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Theorem 1.2. Assume that (1.5), (1.6), (1.8) hold and that σ ≡ 0. Let vε be the solution
of (1.3)-(1.8). Then there exist ε0 > 0 and c > 0 such that for any ε < ε0 we have

(1.13) |vε(t, x)| 6 %εe
c Tε−t
ε2s+1 , for any x ∈ R and t > Tε,

where Tε and %ε are given in Theorem 1.1.

The evolution of the two particle system and of the associated dislocation function, as
obtained in Theorems 1.1 and 1.2, is described in Figure 1.

t=0

x
1

x
2

0 0

εt=T

ρ
ε

εt>T

Figure 1: Evolution of the dislocation function in case of two particles.

1.2. The case of three transition layers. Next, we consider the case in which the
initial condition in (1.3) is a superposition of three transition layers with different orien-
tation. Precisely, let ζ1 = 1, ζ2 = −1, ζ3 = 1. Given x0

1 < x0
2 < x0

3, let us consider as
initial condition in (1.3)

(1.14) v0
ε(x) =

ε2s

β
σ(0, x) +

3∑

i=1

u

(
ζi
x− x0

i

ε

)
− 1,

where β is given by (1.9) and u is solution of (1.7). Let us introduce the solution
(x1(t), x2(t), x3(t)) to the following system: for i = 1, 2, 3

(1.15)




ẋi = γ

(∑

j 6=i
ζiζj

xi − xj
2s|xi − xj|1+2s

− ζiσ(t, xi)

)
in (0, Tc)

xi(0) = x0
i ,

where γ is given by (1.11) and Tc is the collision time of system (1.15), i.e.

xi+1(t) > xi(t) for any t ∈ [0, Tc) and i = 1, 2

and there exist i0 such that
xi0+1(Tc) = xi0(Tc).

The first result that we prove in the three particle case is the analogue of Theorem 1.1.
That is, we show that after some time that is just slightly bigger than the collision time,
the dislocation function becomes comparable, up to a small error, with the associated
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steady state. The case of three particles is, on the other hand, different from the case
of two particles, since the steady state associated with the case of three particles is the
heteroclinic (and not the trivial function as in the case of two particles).

This phenomenon may be, roughly speaking, explained by the fact that in case of
two particles, the collision of the two particles “annihilate” all the dynamics, nothing
more is left and the system relaxes to the trivial equilibrium. Conversely, in the case of
three particles, one has that two particles “annihilate” each other, but the third particle
“survives”, and this produces a jump in the dislocation function – indeed, these “purely
mathematical” particles correspond to an excursion of the dislocation, from two equilibria,
which is modeled by the standard transition layer in (1.7). The precise result is the
following:

Theorem 1.3. Assume that (1.5), (1.6), (1.8) hold and Tc < +∞. Let vε be the solution
of (1.3)-(1.14). Then there exists ε0 > 0 such that for any ε < ε0 there exist T 1

ε , T
2
ε , %ε > 0

and yε, zε such that

T 1
ε , T

2
ε = Tc + o(1), %ε = o(1) as ε→ 0,

|zε − yε| = o(1) as ε→ 0

and for any x ∈ R

(1.16) vε(T
1
ε , x) 6 u

(
x− yε
ε

)
+ %ε

and

(1.17) vε(T
2
ε , x) > u

(
x− zε
ε

)
− %ε,

where u is the solution of (1.7).

Next result is the analogue of Theorem 1.2 in the three particle setting. Roughly speak-
ing, it says that, after a small transition time after the collision, the dislocation function
relaxes towards the standard layer solution exponentially fast. The formal statement is
the following:

Theorem 1.4. Assume that (1.5), (1.6), (1.8) hold and that σ ≡ 0. Let vε be the solution
of (1.3)-(1.14). Then there exist ε0 > 0 and µ > 0 such that for any ε < ε0 there exists
Kε = o(1) as ε→ 0 such that

vε(t, x) 6 u



x− yε +Kε%ε

(
1− e−

µ(t−T1
ε )

ε2s+1

)

ε


+ %εe

−µ(t−T1
ε )

ε2s+1 , for any x ∈ R and t > T 1
ε ,

(1.18)

(1.19)

vε(t, x) > u



x− zε −Kε%ε

(
1− e−

µ(t−T2
ε )

ε2s+1

)

ε


− %εe−

µ(t−T2
ε )

ε2s+1 , for any x ∈ R and t > T 2
ε

where T 1
ε , T

2
ε , %ε, yε and zε are given in Theorem 1.3 and u is the solution of (1.7).
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Corollary 1.5. Under the assumptions of Theorem 1.4, there exists ε0 > 0 such that for
any ε < ε0, there exist a sequence tk → +∞ as k → +∞, and a point xε ∈ R with

(1.20) yε −Kε%ε < xε < zε +Kε%ε,

such that

(1.21) vε(tk, x)→ u

(
x− xε
ε

)
as k → +∞,

where yε, zε, Kε and %ε are given in Theorem 1.3 and u is the solution of (1.7).

The results of Theorems 1.3 and 1.4 and Corollary 1.5 are represented in Figure 2,
where we sketched the evolution of the dislocation function and of the associated particle
system in the case of three particles with alternate orientations.

x x x
1 2 3

000

t=Tε

ρ
ε

t=0

t>T2
ε

zx
εε

2

Figure 2: Evolution of the dislocation function in case of three particles.

It is worth to point out that the case of three particles provides structurally richer
phenomena than the case of two particles. Indeed, in the case of three particles we have
two different types of collision: simple and triple. The simple collision occurs when only
two particles collide at time Tc, i.e., either

x1(Tc) = x2(Tc) and x3(Tc) > x2(Tc),

or
x2(Tc) = x3(Tc) and x1(Tc) < x2(Tc).

In the triple collision case, the three particles collide together and simultaneously, i.e.

x1(Tc) = x2(Tc) = x3(Tc).

In [12], we proved that if σ ≡ 0, then for any choice of the initial condition (x0
1, x

0
2, x

0
3)

we have a collision in a finite time. Moreover a triple collision is possible if and only if

x0
2 − x0

1 = x0
3 − x0

2.

The proofs of the results in the three particle setting will have to take into account the
distinction between simple and triple collisions (on the one hand, the simple collision
is “more generic” and less singular, on the other hand, the triple collision case has the
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technical advantage of concentrating all the relevant phenomena of the dynamics at just
a single point).

The rest of the paper is organized as follows. In Section 2 we discuss the basic properties
of the basic transition layer and of the solution of a corrector equation. The main results
of this paper (that are Theorems 1.1, 1.2, 1.3 and 1.4, and Corollary 1.5) are proved in
Sections 3, 4, 5, 6 and 7.

The proof of the main results rely on some auxiliary lemmata which can be proved
simultaneously in the case of two particles and in the case of three particles: for this
reason, the proof of all these common results is postponed to Section 8.

2. Preliminary observations

2.1. Toolbox. In this section we recall some general auxiliary results that will be used
in the rest of the paper. In what follows we denote by H the Heaviside function.

Lemma 2.1. Assume that (1.5) holds, then there exists a unique solution u ∈ C2,α(R)
of (1.7). Moreover, there exist constants C, c > 0 and κ > 2s (only depending on s) such
that

(2.1)

∣∣∣∣u(x)−H(x) +
1

2sW ′′(0)

x

|x|2s
∣∣∣∣ 6

C

|x|κ , for |x| > 1,

and

(2.2)
c

|x|1+2s
6 u′(x) 6 C

|x|1+2s
for |x| > 1.

Proof. The existence of a unique solution of (1.7) is proven in [1], see also [11]. Estimate
(2.1) is proven in [8] for s = 1

2
and in [4], [3] respectively for s ∈

(
1
2
, 1
)

and s ∈
(
0, 1

2

)
.

Finally, estimate (2.2) is shown in [1]. �
Next, we introduce the function ψ to be the solution of

(2.3)

{
Isψ −W ′′(u)ψ = u′ + η(W ′′(u)−W ′′(0)) in R
ψ(−∞) = 0 = ψ(+∞),

where u is the solution of (1.7) and

(2.4) η :=
1

W ′′(0)

∫

R

(u′(x))2dx =
1

γβ
.

For a detailed heuristic motivation of equation (2.3), see Section 3.1 of [8]. For later
purposes, we recall the following decay estimate on the solution of (2.3):

Lemma 2.2. Assume that (1.5) holds, then there exists a unique solution ψ to (2.3).
Furthermore ψ ∈ C1,α

loc (R) ∩ L∞(R) for some α ∈ (0, 1) and there exists C > 0 such that
for any x ∈ R

(2.5) |ψ′(x)| 6 C

1 + |x|1+2s
.

Proof. The existence of a unique solution of (2.3) is proven in [8] for s = 1
2

and in [4], [3]

respectively for s ∈
(

1
2
, 1
)

and s ∈
(
0, 1

2

)
. Estimate (2.5) is shown in [13]. �
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3. Proof of Theorem 1.1

This section is devoted to the completion of the proof of Theorem 1.1. Some arguments
presented will be valid also for the case of three particles. Therefore, to make the argu-
ments shorter, we state these auxiliary results in the course of the proof and we postpone
their proof to Section 8 (in that occasion, we will then prove in a single step the results
needed for both the cases of two and three particles).

The proof of Theorem 1.1 is based on the construction of auxiliary barriers for the
dislocation function and in a careful use of the maximum principle. Roughly speaking,
when we are close to the collision time, we can take a transition layer that goes “upwards”
(respectively, “downwards”) and place it a bit to the left (respectively, right) with respect
to the collision point, and use them as barriers to control the original behavior of the
dislocation function.

Of course, to make this argument rigorous, one has to control the small errors produced
by the fact that the particle dynamics is only an approximation of the motion of the level
sets of the dislocation function, and by all possible error terms that a nonlocal equation
could, in principle, propagate.

Thus, to complete the proof of Theorem 1.1 we consider an auxiliary small parameter
δ > 0 and define (x1(t), x2(t)) to be the solution of the system

(3.1)





ẋ1 = γ

(
x1 − x2

2s|x1 − x2|2s+1
− σ(t, x1)− δ

)
in (0, T δc )

ẋ2 = γ

(
x2 − x1

2s|x2 − x1|2s+1
+ σ(t, x2) + δ

)
in (0, T δc )

x1(0) = x0
1 − δ, x2(0) = x0

2 + δ

where T δc is the collision time of the perturbed system (3.1), see Figure 3.

ε

x
1

x
2

x
1

ε
v
_

_ _

vε

x
2δ

Figure 3: The geometry involved in system (3.1).
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Since x1(t) < x2(t) for any t ∈ [0, T δc ), system (3.1) can be rewritten in the following
way

(3.2)





ẋ1 = γ

(
− 1

2s(x2 − x1)2s
− σ(t, x1)− δ

)
in (0, T δc )

ẋ2 = γ

(
1

2s(x2 − x1)2s
+ σ(t, x2) + δ

)
in (0, T δc )

x1(0) = x0
1 − δ, x2(0) = x0

2 + δ.

Roughly speaking, the intention of this δ-perturbation is to place the particle x1 “slightly
to the left” with respect to the original particle x1, and the particle x2 “slightly to the
right” with respect to the original particle x2. This slight modification will allow to center
some auxiliary transition layers in x1 and x2 and use them as barriers (as a matter of
fact, this technique requires a small additional adjustment via the corrector ψ introduced
in (2.3), so the reader has to wait till formula (3.10) for the rigorous introduction of the
correct barrier). The role of the additional δ-perturbation is, in a sense, to “desingularize”
the problem at the collision time: that is, while the original problem experiences a collision
at time Tc, the perturbed problem is still nonsingular and it can provide two-side bounds
on the original dislocation function.

In order to measure the distance between the perturbed particles x1 and x2, we also
denote

(3.3) ϑ(t) := x2(t)− x1(t)

and
ϑ0 := x0

2 − x0
1 > 0,

then ϑ is solution of

(3.4)




ϑ̇ = γ

(
− 1

sϑ
2s + σ(t, x1) + σ(t, x2) + 2δ

)
in (0, T δc )

ϑ(0) = ϑ0 + 2δ.

Remark that
ϑ(t) > 0 for any t ∈ [0, T δc )

and
ϑ(T δc ) = 0.

Now we show that the error due to the δ-perturbation is small if so is δ:

Proposition 3.1. Let (x1, x2) and (x1, x2) be the solution respectively to system (1.10)
and (3.2). Let Tc < +∞ and T δc be the collision time respectively of (1.10) and (3.2).
Then we have

(3.5) lim
δ→0

T δc = Tc,

and for i = 1, 2

(3.6) lim
δ→0

xi(t) = xi(t) for any t ∈ [0, Tc).

The proof of Proposition 3.1 is postponed to Section 8.
Next result is a technical observation about the Hölder regularity of a function. Namely,

to prove that a function is Hölder continuous, it is enough to check that a power of the
function is Lipschitz continuous.
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Lemma 3.2. Let β ∈ (1,+∞), Ω be an open subset of Rn and f : Ω → [0,+∞).
Let α := 1/β and g := fβ. Assume that g is Lipschitz continuous in Ω. Then f ∈ Cα(Ω).

Proof. For any t > 0, we set

h(t) := t−1
(

(1 + t)α − 1
)β
.

We observe that (1 + t)α = 1 +αt+O(t2) for small t, therefore h(t) = t−1(αt+O(t2))β =
αβtβ−1(1 +O(t))β for small t and so, since β > 1,

lim
t→0+

h(t) = 0.

Also,

lim
t→+∞

h(t) = lim
t→+∞

(
(t−1 + 1)α − t−α

)β
= 1.

Accordingly, we have that

S := sup
t>0

h(t) ∈ [1,+∞).

Now we show that f ∈ Cα(Ω). Since g is bounded, so is f , thus we only need to control
the Hölder seminorm of f . For this, if the Lipschitz seminorm of g is bounded by L, we
claim that, for every x, y ∈ Ω,

(3.7) |f(x)− f(y)| 6 (SL)α |x− y|α.
To prove (3.7), we fix x, y ∈ Ω and we suppose, without loss of generality, that f(x) >
f(y). In addition, if f(y) = 0, we have that also g(y) = 0 and then

|f(x)− f(y)| = f(x) =
(
g(x)

)α
= |g(x)− g(y)|α 6 Lα|x− y|α,

which implies (3.7) in this case. As a consequence, we can also suppose that f(y) > 0.
Then also g(y) > 0 and we can define

t :=
g(x)− g(y)

g(y)
.

By construction t > 0 and

(1 + t)α =

(
g(x)

g(y)

)α
=
f(x)

f(y)
.

Accordingly,

|f(x)− f(y)|β =
(
f(y)

)β
(
f(x)

f(y)
− 1

)β
= g(y) ((1 + t)α − 1)β

= g(y) t h(t) =
(
g(x)− g(y)

)
h(t) 6 SL |x− y|,

which implies (3.7). �

Now we exploit Lemma 3.2 to obtain the Hölder continuity of the function ϑ which was
introduced in (3.3).

Proposition 3.3. Let (x1, x2) be the solution to system (3.2). Then, for any 0 6 δ 6 1 the
function ϑ defined by (3.3) is Hölder continuous in [0, T δc ] with Hölder constant uniform
in δ.
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Proof. First remark that ϑ is uniformly bounded in [0, T δc ]. Indeed, by (3.5) there exists
T > 0 independent of δ such that T δc 6 T . Then from (3.4) we infer that for any t ∈ [0, T δc ]

(3.8) 0 6 ϑ(t) 6 ϑ0 + 2δ + 2γ(‖σ‖∞ + δ)T δc 6 ϑ0 + 2 + 2γ(‖σ‖∞ + 1)T.

Next, again from (3.4) we see that the function

υ := (ϑ)2s+1

is solution of

υ̇ =
γ(2s+ 1)

s
[−1 + (σ(t, x1) + σ(t, x2) + 2δ)sϑ

2s
] in (0, T δc ).

Using that σ is bounded and (3.8), we get

|υ̇| 6 C,

where C does not depend on δ. Therefore υ is Lipschitz continuous in [0, T δc ] uniformly
in δ. The conclusion of the proposition then follows from Lemma 3.2. �

Next, we set

(3.9) ci(t) := ẋi(t), i = 1, 2

and

σ :=
σ + δ

W ′′(0)
.

Let u and ψ be respectively the solution of (1.7) and (2.3). We define

vε(t, x) := ε2sσ(t, x) + u

(
x− x1(t)

ε

)
+ u

(
x2(t)− x

ε

)
− 1

− ε2sc1(t)ψ

(
x− x1(t)

ε

)
+ ε2sc2(t)ψ

(
x2(t)− x

ε

)
.

(3.10)

The next two results show that, choosing conveniently δ = δε in (3.2), the function vε,
defined in (3.10), is a supersolution of (1.3) provided that x1 and x2 are far enough.

Proposition 3.4. There exist ε0 > 0 and ϑε, δε > 0 with

ϑε, δε, εϑ
−1
ε = o(1) as ε→ 0

such that for any ε < ε0, if (x1, x2) is a solution of the ODE system (3.2) with δ > δε,
then the function vε defined in (3.10) satisfies

ε(vε)t − Isvε +
1

ε2s
W ′(vε)− σ > 0

for any x ∈ R and any t ∈ (0, T δc ) such that x2(t)− x1(t) > ϑε.

Lemma 3.5. Let v0
ε(x) be defined by (1.8). Then there exists ε0 > 0 such that for any

ε < ε0 and δε given by Proposition 3.4, if (x1, x2) is the solution to system (3.2) with
δ = δε, then the function vε defined in (3.10) satisfies

v0
ε(x) 6 vε(0, x) for any x ∈ R.
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The proof of Proposition 3.4 and Lemma 3.5 is postponed to Section 8.
Now we consider the barrier function vε defined in (3.10), where (x1, x2) is the solution

of system (3.2) in which we fix δ = δε, with δε given by Proposition 3.4. For ε small
enough, since T δc is finite by (3.5) and ϑ(T δc ) = 0, there exists T 1

ε > 0 such that

(3.11) ϑ(T 1
ε ) = x2(T

1
ε )− x1(T

1
ε ) = ϑε,

and

ϑ(t) = x2(t)− x1(t) > ϑε for any t < T 1
ε ,

where ϑε was fixed by Proposition 3.4.
Then by Proposition 3.4 and Lemma 3.5, we have that vε is a supersolution of (1.3)-(1.8)

in (0, T 1
ε )× R, and the comparison principle implies

(3.12) vε(t, x) 6 vε(t, x) for any (t, x) ∈ [0, T 1
ε ]× R.

Moreover, since ϑε = o(1) we have

(3.13) T 1
ε = Tc + o(1) as ε→ 0.

Indeed, if up to subsequences, T 1
ε converges as ε→ 0 to some T > 0, since T 1

ε 6 T δεc then
by (3.5) we have T 6 Tc. Suppose by contradiction that

(3.14) T < Tc.

Then by Proposition 3.3 and (3.11)

|ϑ(T 1
ε )− ϑ(T )| = |ϑε − ϑ(T )| 6 C|T 1

ε − T |α,
for some C > 0 and α ∈ (0, 1) independent of ε. This and (3.6) imply that ϑ(T ) = 0
which is in contradiction with (3.14). Thus (3.13) is proven.

Next, to conclude the proof of Theorem 1.1, we are going to show that starting from
T 1
ε , after a small time tε, the function vε satisfies

(3.15) vε(t, x) 6 %ε

for some %ε = o(1) as ε→ 0. For this scope, we denote

xε1 := x1(T
1
ε ), xε2 := x2(T

1
ε ).

Remember that from (3.11)

(3.16) xε2 − xε1 = ϑε.

We show (3.15) for x 6 xε1 + ϑε
2

, similarly one can prove it for x > xε1 + ϑε
2

. For this aim

let us introduce the following further perturbed system, for δ̂ > δε

(3.17)





˙̂x1 = γ

(
1

2s(x̂2 − x̂1)2s
− σ(t, x̂1)− δ̂

)
in (0, T δ̂c )

˙̂x2 = γ

(
− 1

2s(x̂2 − x̂1)2s
+ σ(t, x̂2) + δ̂

)
in (0, T δ̂c )

x̂1(0) = xε1 − ϑε, x̂2(0) = xε2 +Kϑε,

for some K > 1 to be chosen, see Figure 4.
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Figure 4: The geometry involved in system (3.17).

Roughly speaking, the idea behind the system in (3.17) is that at time T 1
ε , also the

δ-perturbed particles x1 and x2 that were introduced in (3.1) are close to collision. Never-
theless, these particles are “only” ϑε-close to collision, with ϑε small, but still much larger
than ε, thanks to Proposition 3.4. Since the excursion in the transition layers is scaled
by ε, one can still hope to “desingularize” these ϑε-collisions. For this, it is useful to con-
sider the “asymmetric” picture introduced in (3.17), in which the “left particle” is moved
to the left by ϑε, while the “right particle” is moved to the right by a large multiple of ϑε.
In this way the “middle point” between the new particles x̂1 and x̂2 introduced in (3.17)
ends up to the right of the collision point of the particles x1 and x2 that were introduced
in (3.1) (a formal statement will be given in Lemma 3.7). With this construction, the
“tail” of the dislocation associated to the new particles x̂1 and x̂2 ends up “above” the
main bump of the dislocation corresponding to the particles x1 and x2. Therefore, using
the decay of the dislocation tail, the main bump of the dislocation corresponding to the
particles x1 and x2 will be proved to be small.

Of course, several technicalities arise when making the above argument rigorous. For
this scope, we set

(3.18) ĉi(t) := ˙̂xi(t), i = 1, 2

and

σ̂ :=
σ + δ̂

W ′′(0)
.

We define

v̂ε(t, x) := ε2sσ̂(t, x) + u

(
x− x̂1(t)

ε

)
+ u

(
x̂2(t)− x

ε

)
− 1

− ε2sĉ1(t)ψ

(
x− x̂1(t)

ε

)
+ ε2sĉ2(t)ψ

(
x̂2(t)− x

ε

)
,

(3.19)

where again u and ψ are respectively the solution of (1.7) and (2.3). With this notation,
we are in the position to estimate the modified dislocation vε at time T 1

ε with the modified
dislocation v̂ε at the initial time, as stated rigorously in the next result:
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Lemma 3.6. There exist ε0, δ̂ε > 0 with δε < δ̂ε = δε + o(1) as ε→ 0, where δε is given

by Proposition 3.4, such that if (x̂1, x̂2) is the solution to system (3.17) with δ̂ = δ̂ε, then
the function v̂ε defined in (3.19) satisfies

v̂ε(0, x) > vε(T
1
ε , x) for any x ∈ R.

The proof Lemma 3.6 is postponed to Section 8. Now we deduce some geometric
consequence from Lemma 3.6, as depicted in Figure 5 and rigorously presented in the
subsequent Lemma 3.7.

x x̂^
1 2

x x
1 2

_ _
(t  ) (t  )

ε ε

ε
v̂

v
_

θ
ε

ε

Figure 5: The geometry involved in Lemmata 3.6 and 3.7.

Lemma 3.7. Let

(3.20) tε :=
4s(K + 2)2sϑ2s+1

ε

γ[1− 2s(K + 2)2sϑ2s
ε (‖σ‖∞ + δ̂)]

.

Then there exists K > 1 and ε0 > 0 such that for any ε < ε0 the solution (x̂1, x̂2) to
system (3.17) satisfies

(3.21) x̂1(tε) > xε2

and for any t ∈ [0, tε]

(3.22) x̂2(t)− x̂1(t) > x̂2(tε)− x̂1(tε) > ϑε.

Proof. Let us denote

ϑ̂(t) := x̂2(t)− x̂1(t).

Then ϑ̂(t) is solution of




˙̂
ϑ = γ

(
− 1

sϑ̂2s
+ σ(t, x̂2) + σ(t, x̂1) + 2δ̂

)
in (0, T δ̂c )

ϑ̂(0) = (K + 2)ϑε.

Moreover ϑ̂ is a subsolution of the equation



16

(3.23) ϑ̇ = γ

(
− 1

sϑ2s
+ 2(‖σ‖∞ + δ̂)

)
.

Equation (3.23) has the stationary solution ϑs(t) =
[

1

2s(‖σ‖∞+δ̂)

] 1
2s

. Therefore for ε small

enough such that

ϑ̂(0) = (K + 2)ϑε <

[
1

2s(‖σ‖∞ + δ̂)

] 1
2s

,

since ϑ̂ cannot touch ϑs, its derivative remains negative. Hence for t > 0

(3.24) ϑ̂(t) < (K + 2)ϑε.

Now, (3.17) and (3.24) imply

(3.25) ˙̂x1 >
(

1

2s(K + 2)2s(ϑε)2s
− ‖σ‖∞ − δ̂

)
> 0.

Let t be the time such that x̂1(t) = xε2 = x̂1(0) + 2ϑε, then integrating (3.25) in (0, t) we
get

x̂1(t)− x̂1(0) = 2ϑε > γ

(
1

2s(K + 2)2sϑ2s
ε

− ‖σ‖∞ − δ̂
)
t,

from which

(3.26) t 6 tε

where tε is defined in (3.20).

Next, let τ > 0 be the time such that ϑ̂(τ) = ϑε, then for any t ∈ (0, τ) we have

˙̂
ϑ > γ

(
−1− 2s‖σ‖∞ϑ̂2s

sϑ̂2s

)
> γ

(−1− 2s‖σ‖∞(K + 2)2sϑ2s
ε

sϑ̂2s

)
,

i.e.,

ϑ̂2s ˙̂
ϑ > γ

s
(−1− 2s‖σ‖∞(K + 2)2sϑ2s

ε ).

Integrating the previous inequality in (0, τ), we get

1

2s+ 1
(ϑ̂2s+1(τ)−ϑ̂2s+1(0)) =

1

2s+ 1
ϑ2s+1
ε (1−(K+2)2s+1) > γ

s
(−1−2s‖σ‖∞(K+2)2sϑ2s

ε )τ,

from which

τ > sϑ2s+1
ε [(K + 2)2s+1 − 1]

γ(2s+ 1)(1 + 2s‖σ‖∞(K + 2)2sϑ2s
ε )
.

Comparing τ with tε defined in (3.20), we see that it is possible to choose K big enough
so that

τ > tε.

For such a choice of K, the monotonicity of ϑ̂ implies (3.22). Finally (3.21) is a conse-
quence of (3.26) and the monotonicity of x̂1. This concludes the proof of the lemma. �
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With the auxiliary results introduced above, we are now in the position to conclude the
proof of Theorem 1.1. We consider now as barrier the function v̂ε defined in (3.19), where

we fix δ̂ = δ̂ε in system (3.17), with δ̂ε given by Lemma 3.6, and K given by Lemma 3.7.
For ε small enough, from (3.22) and Proposition 3.4, the function v̂ε satisfies

ε(v̂ε)t − Isv̂ε +
1

ε2s
W ′(v̂ε)− σ(t, x) > 0 in (0, tε)× R.

Moreover from (3.12) and Lemma 3.6

vε(T
1
ε , x) 6 v̂ε(0, x) for any x ∈ R.

The comparison principle then implies

(3.27) vε(T
1
ε + t, x) 6 v̂ε(t, x) for any (t, x) ∈ [0, tε]× R.

Now, for x 6 xε1 + ϑε
2

, from (3.16), (3.21) and (3.22) we know that

x− x̂1(tε) 6 −
ϑε
2

and x̂2(tε)− x >
3ϑε
2
.

Therefore, from estimate (2.1) we have

(3.28) u

(
x− x̂1(tε)

ε

)
+ u

(
x̂2(tε)− x

ε

)
− 1 6 Cε2sϑ−2s

ε .

Moreover (3.22), (3.17) and (3.18) imply that

(3.29) |ĉi(tε)| 6 Cϑ−2s
ε .

Finally, from (3.19), (3.27), (3.28) and (3.29), we conclude that

vε(T
1
ε + tε, x) 6 Cε2sϑ−2s

ε for any x 6 xε1 +
ϑε
2
.

The same inequality for x > xε1 + ϑε
2

can be proven considering the system (3.17) with
initial condition

x̂1(0) = xε1 −Kϑε, x̂2(0) = xε2 + ϑε

for K large enough.
We have proven (1.12) with

Tε := T 1
ε + tε,

tε given by Lemma 3.7 with δ̂ = δ̂ε given by Lemma 3.6, and

%ε = Cε2sϑ−2s
ε = o(1) as ε→ 0,

with ϑε given by Proposition 3.4. Moreover from (3.13) and (3.20) we see that

Tε = Tc + o(1) as ε→ 0,

and this concludes the proof of Theorem 1.1.
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4. Proof of Theorem 1.2

We consider the function h(τ, ξ) which is solution of

(4.1)

{
hτ +W ′(h) = 0, ∀τ ∈ (0,+∞)

h(0, ξ) = ξ.

From assumptions (1.5), we have that there exists ε0 > 0 such that for any ε < ε0,

W ′′(ξ) > W ′′(0)

2
=
β

2
> 0 for any |ξ| 6 %ε

and

W ′(ξ) > 0 for any ξ ∈ (0, %ε], W ′(ξ) < 0 for any ξ ∈ [−%ε, 0), W ′(0) = 0.

Therefore, the solution h of (4.1) satisfies: h(τ, 0) ≡ 0; h(τ, ξ) is positive and decreasing in
τ , if ξ ∈ (0, %ε]; h(τ, ξ) is negative and increasing in τ , if ξ ∈ [−%ε, 0). Hence if ξ ∈ (0, %ε]

hτ = −W ′(h) 6 −β
2
h,

which implies

(4.2) 0 < h(τ, ξ) 6 ξe−
β
2
τ .

Similarly for ξ ∈ [−%ε, 0)

(4.3) ξe−
β
2
τ 6 h(τ, ξ) < 0.

Now, the function h̃(t, x) := h( t−T
ε

ε2s+1 , %ε), where T ε is given by Theorem 1.1, is solution of

the equation (1.3) for t > T ε, with h̃(T ε, x) = %ε. Then, the comparison principle and
estimate (1.12) imply

vε(t, x) 6 h̃(t, x) for any x ∈ R, t > T ε,

and from (4.2) we get

vε(t, x) 6 %εe
−β

2
t−Tε
ε2s+1 for any x ∈ R, t > T ε.

Finally, using (2.1), it is easy to check that the initial datum (1.8) satisfies

v0
ε(x) > −Cε2s for any x ∈ R,

therefore, we can similarly prove that

vε(t, x) > −%εe−
β
2
t−Tε
ε2s+1 for any x ∈ R, t > T ε,

and this concludes the proof of Theorem 1.2.

5. Proof of Theorem 1.3

We consider an auxiliary small parameter δ > 0 and define (x1(t), x2(t), x3(t)) to be
the solution to system: for i = 1, 2, 3

(5.1)




ẋi = γ

(∑

j 6=i
ζiζj

xi − xj
2s|xi − xj|1+2s

− ζiσ(t, xi)− ζiδ
)

in (0, T δc )

xi(0) = x0
i − ζiδ,
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where T δc is the collision time of the perturbed system (5.1), see Figure 6.
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Figure 6: The geometry involved in system (5.1).

In a sense, the system in (5.1) is the analogue, in the case of three particles, of the
system that was introduced in (3.1). As in that case, the scope of (5.1) is to “remove the
singularity” caused by the collision in the original system. Of course, in the case of three
particles, an additional difficulty arises, since the new particles need to be moved either
to the left or to the right, depending on the orientations of the original dislocations. In
particular, in the case of three particles, in order to obtain bounds both by above and by
below, one also needs another system with the opposite sign convention (this additional
system will be introduced in formula (5.13) below).

Let us denote for i = 1, 2

(5.2) ϑi(t) := xi+1(t)− xi(t)
and

ϑi0 := x0
i+1 − x0

i > 0,

then (ϑ1, ϑ2) is solution of

(5.3)





ϑ̇1 =
γ

s

(
− 1

ϑ
2s

1

+
1

2(ϑ1 + ϑ2)2s
+

1

2ϑ
2s

2

+ sσ(t, x1) + sσ(t, x2) + 2sδ

)
in (0, T δc )

ϑ̇2 =
γ

s

(
1

2ϑ2s
1

+
1

2(ϑ1 + ϑ2)2s
− 1

ϑ
2s

2

− sσ(t, x3)− sσ(t, x2)− 2sδ

)
in (0, T δc )

ϑ1(0) = ϑ0
1 + 2δ > 0

ϑ2(0) = ϑ0
2 − 2δ > 0.

In the next result we will show that the error introduced by the δ-perturbation remains
small in the trajectory and does not affect too much the collision time. The precise
statement goes as follows.
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Proposition 5.1. Let (x1, x2, x3) and (x1, x2, x3) be the solution respectively of sys-
tem (1.15) and (5.1). Let Tc < +∞ and T δc be the collision time respectively of (1.15)
and (5.1). Then we have

(5.4) lim
δ→0

T δc = Tc,

and for i = 1, 2, 3

(5.5) lim
δ→0

xi(t) = xi(t) for any t ∈ [0, Tc).

The proof of Proposition 5.1 is postponed to Section 8 (notice that Proposition 5.1
is the generalization of Proposition 3.1 to the case of three particles: we kept the two
statement separate for the sake of clarity, but the proof will consider both the cases at
the same time).

Now we show that the minimum between ϑ1 and ϑ2 is Hölder continuous:

Proposition 5.2. Let (x1, x2, x3) be the solution to system (5.1) and (ϑ1, ϑ2) given by
(5.2). Then, for any 0 6 δ 6 1 the function min{ϑ1, ϑ2} is Hölder continuous in [0, T δc ]
with Hölder constant uniform in δ.

Proof. First remark that ϑ1 and ϑ2 are uniformly bounded in [0, T δc ]. Indeed, by (5.4)
there exists T > 0 independent of δ such that T δc 6 T . Moreover, by (5.3)

ϑ̇1 + ϑ̇2 =
γ

s

(
− 1

2ϑ
2s

1

+
1

2(ϑ1 + ϑ2)2s
− 1

2ϑ
2s

2

+
1

2(ϑ1 + ϑ2)2s
+ sσ(t, x1)− sσ(t, x3)

)

6 2γ‖σ‖∞.
Therefore

0 6 ϑ1 + ϑ2 6 ϑ0
1 + ϑ0

2 + 2γ‖σ‖∞T δc 6 ϑ0
1 + ϑ0

2 + 2γ‖σ‖∞T.
Next, let us denote

ϑm(t) := min
i=1,2

ϑi(t) = ϑi(t)(t).

Then from (5.3) we infer that

ϑm(t+ h)− ϑm(t) = ϑi(t+h)(t+ h)− ϑi(t)(t) 6 ϑi(t)(t+ h)− ϑi(t)(t)

6 C

t+h∫

t

(
1

ϑ
2s

m(τ)
+ 1

)
dτ

and

ϑm(t+ h)− ϑm(t) = ϑi(t+h)(t+ h)− ϑi(t)(t) > ϑi(t+h)(t+ h)− ϑi(t+h)(t)

> −C
t+h∫

t

(
1

ϑ
2s

m(τ)
+ 1

)
dτ.

Now, let us denote

υ := (ϑm)2s+1.
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Then we have
∣∣∣∣
υ(t+ h)− υ(t)

h

∣∣∣∣ = (2s+ 1)(ξhϑm(t+ h) + (1− ξh)ϑm(t))2s

∣∣∣∣
ϑm(t+ h)− ϑm(t)

h

∣∣∣∣

6 (2s+ 1)(ξhϑm(t+ h) + (1− ξh)ϑm(t))2sC

h

t+h∫

t

(
1

ϑ
2s

m(τ)
+ 1

)
dτ,

for some ξh ∈ [0, 1]. Passing to the limit as h→ 0, we get

lim sup
h→0

∣∣∣∣
υ(t+ h)− υ(t)

h

∣∣∣∣ 6 C,

i.e. the function υ is Lipschitz continuous in [0, T δc ] uniformly in δ. The conclusion of the
proposition then follows from Lemma 3.2. �

Next, we set

(5.6) ci(t) := ẋi(t), i = 1, 2, 3

and

(5.7) σ :=
σ + δ

W ′′(0)
.

Let u and ψ be respectively the solution of (1.7) and (2.3). We define

vε(t, x) := ε2sσ(t, x) +
3∑

i=1

u

(
ζi
x− xi(t)

ε

)
− 1−

3∑

i=1

ζiε
2sci(t)ψ

(
ζi
x− xi(t)

ε

)
.(5.8)

Under the appropriate choice of the parameters, the function vε is a supersolution of
(1.3)-(1.14), as next results point out:

Proposition 5.3. There exist ε0 > 0 and ϑε, δε > 0 with

ϑε, δε, εϑ
−1
ε = o(1) as ε→ 0

such that for any ε < ε0, if (x1, x2, x3) is a solution of the ODE system in (5.1) with
δ > δε, then the function vε defined in (5.8) satisfies

ε(vε)t − Isvε +
1

ε2s
W ′(vε)− σ > 0

for any x ∈ R and any t ∈ (0, T δc ) such that xi+1(t)− xi(t) > ϑε for i = 1, 2.

Lemma 5.4. Let v0
ε(x) be defined by (1.14). Then there exists ε0 > 0 such that for any

ε < ε0 and δε given by Proposition 5.3, if (x1, x2, x3) is the solution to system (5.1) with
δ = δε, then the function vε defined in (5.8) satisfies

v0
ε(x) 6 vε(0, x) for any x ∈ R.

The proof of Proposition 5.3 and Lemma 5.4 is postponed to Section 8. We observe that
Proposition 5.3 and Lemma 5.4 are the generalization, respectively, of Proposition 3.4 and
Lemma 3.5 to the case of three particles (the proof presented in Section 8 will indeed work
simultaneously for the cases of two and three particles).
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Now we consider the barrier function vε defined in (5.8), where (x1, x2, x3) is the solution
to system (5.1) in which we fix δ = δε, with δε given by Proposition 5.3. For ε small

enough, since T δc is finite by (5.4), there exists T
1

ε > 0 such that

min
i=1,2

xi+1(T
1

ε)− xi(T
1

ε) = ϑε,

and

xi+1(t)− xi(t) > ϑε for any t < T
1

ε, i = 1, 2.

Without loss of generality, we may assume

(5.9) min
i=1,2

xi+1(T
1

ε)− xi(T
1

ε) = x2(T
1

ε)− x1(T
1

ε) = ϑε.

From (5.1), (5.6) and (5.9), we infer that

(5.10) |ci(T 1

ε)| 6 Cϑ−2s
ε .

By Proposition 5.3 and Lemma 5.4, the function vε defined in (5.8), is a supersolution of

(1.3)-(1.14) in (0, T
1

ε)× R, and the comparison principle implies

(5.11) vε(t, x) 6 vε(t, x) for any (t, x) ∈ [0, T
1

ε]× R.

Moreover, since ϑε = o(1) as ε → 0, as in Section 3, from Propositions 5.1 and 5.2, we
have

(5.12) T
1

ε = Tc + o(1) as ε→ 0.

Similarly, for δ > 0, one can define (x1, x2, x3) to be the solution of the system

(5.13)




ẋi = γ

(∑

j 6=i
ζiζj

xi − xj
2s|xi − xj|1+2s

− ζiσ(t, xi) + ζiδ

)

xi(0) = x0
i + ζiδ,

see Figure 7.

v

x
3

ε

x x
21

xx
21

__

ε_v

x_
3

Figure 7: The geometry involved in system (5.13).
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Let also

vε(t, x) := ε2sσ(t, x)− δ
W ′′(0)

+
3∑

i=1

u

(
ζi
x− xi(t)

ε

)
− 1−

3∑

i=1

ζiε
2sẋi(t)ψ

(
ζi
x− xi(t)

ε

)
.

(5.14)

Then, one can prove that there exists δε = o(1) as ε→ 0 and T 2
ε such that

T 2
ε = Tc + o(1) as ε→ 0,

min
i=1,2

xi+1(T
2
ε)− xi(T 2

ε) = x2(T
2
ε)− x1(T

2
ε) = ϑε,

(5.15) |ẋi(T 2
ε)| 6 Cϑ−2s

ε

and

(5.16) vε(t, x) > vε(t, x) for any (t, x) ∈ [0, T 2
ε]× R.

In what follows, we will denote

xεi := xi(T
1

ε),

and
xεi := xi(T

2
ε).

Roughly speaking, in this case, the dislocation function will be the superposition of three
transition layers: the idea is now to deal separately with the annihilation of two of them,
by possibly moving the transition point if necessary (this adjustment of the transition
point uses the quantities xεi and xεi that we have just introduced). The formal statement
goes as follows:

Lemma 5.5. For any x ∈ R we have

(5.17)
3∑

i=2

u

(
ζi
x− xεi
ε

)
− 1 6 Cε2sϑ−2s

ε ,

and

(5.18)
2∑

i=1

u

(
ζi
x− xεi
ε

)
− 1 > −Cε2sϑ−2s

ε .

Proof. Let us prove (5.17). Let us first suppose that there exists k = 2, 3 such that

|x− xεk| 6
ϑε
2
.

Then, from (5.9) for j 6= k

ζj(x− xεj) 6 −
ϑε
2
,

and estimate (2.1) implies

u

(
ζj
x− xεj
ε

)
6 Cε2sϑ−2s

ε .

Therefore, we have

3∑

i=2

u

(
ζi
x− xεi
ε

)
− 1 6 u

(
ζj
x− xεj
ε

)
6 Cε2sϑ−2s

ε .
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Next, if for any i = 2, 3

|x− xεk| >
ϑε
2
,

then again estimate (2.1) implies (5.17). Similarly one can prove (5.18). �

From (5.16), (5.18) and (5.15), we infer that

(5.19) vε(T
2
ε, x) > u

(
x− xε3
ε

)
− Cε2sϑ−2s

ε for any x ∈ R,

which proves (1.17) with

T 2
ε = T 2

ε, zε = xε3, and %ε = Cε2sϑ−2s
ε .

Now, to prove (1.16), let us divide the proof in two cases, depending on whether we are
in a simple or in triple collision.

5.1. Case 1: simple collision. In this case (up to renaming the particles), the first two
particles gets to collision while the third one remains far enough. More precisely, let us
suppose that

(5.20) xε2 − xε1 = ϑε, xε3 − xε2 >Mϑε,

with M > 2 independent of ε to be determined. Let us introduce the following further
perturbed system, for δ̂ > δε and 1 < K < M − 1:

(5.21)





˙̂xi = γ

(∑

j 6=i
ζiζj

x̂i − x̂j
2s|x̂i − x̂j|1+2s

− ζiσ(t, x̂i)− ζiδ̂
)

in (0, T δ̂c )

x̂1(0) = xε1 − ϑε, x̂2(0) = xε2 +Kϑε, x̂3(0) = xε3 − ϑε,

where T δ̂c is the collision time of the system (5.21).
Roughly speaking, the idea behind the system in (5.21) is that, for simple collisions,

one can adapt the technique introduced in (3.17) for the case of two collisions. That is,
we can move the first particle slightly to the left and the second particle slightly to the
right. As done in (3.17), the right displacement of the second particle, though small, is
a large multiple of the left displacement of the first particle (this is needed to construct
barriers from above). Since, in this case, the third particle is far from the collision, this
construction leaves “space enough” to move the third particle slightly to the left, without
producing new collisions in this procedure.

Of course, the technical details in this case are more complicated than in the case of
two particles and the notation becomes somehow heavier, since it must comprise not only
one additional particles, but also the different orientations of the dislocations involved.
So, to make the argument rigorous, we set

(5.22) ĉi(t) := ˙̂xi(t), i = 1, 2, 3

and

(5.23) σ̂ :=
σ + δ̂

W ′′(0)
.
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We define

v̂ε(t, x) := ε2sσ̂(t, x) +
3∑

i=1

u

(
ζi
x− x̂i(t)

ε

)
− 1−

3∑

i=1

ζiε
2sĉi(t)ψ

(
ζi
x− x̂i(t)

ε

)
,(5.24)

where again u and ψ are respectively the solution of (1.7) and (2.3).

Lemma 5.6. There exist ε0, δ̂ε > 0 with δε < δ̂ε = δε + o(1) as ε→ 0, where δε is given

by Proposition 5.3, such that if (x̂1, x̂2, x̂3) is the solution to system (5.21) with δ̂ = δ̂ε,
then the function v̂ε defined in (5.24) satisfies

v̂ε(0, x) > vε(T
1

ε, x) for any x ∈ R.

The proof of Lemma 5.6 is postponed to Section 8. Using Lemma 5.6, we obtain the
geometric consequences depicted in Figure 8 and formally described in the forthcoming
Lemma 5.7.

v̂

x x x̂^^
1 2 3

x x
1 2

_ _

ε

_
v

ε

Figure 8: The geometry involved in Lemmata 5.6 and 5.7.

Lemma 5.7. Let

(5.25) tε :=
22s+2s(K + 2)2sϑ2s+1

ε

γ[22s − 1− 2s2s+1(K + 2)2sϑ2s
ε (‖σ‖∞ + δ̂)]

.

Then there exist K,M > 1 and ε0 > 0 such that for any ε < ε0 the solution (x̂1, x̂2, x̂3)
to system (5.21) satisfies

(5.26) x̂2(t)− x̂1(t) is decreasing for any t > 0,

(5.27) x̂1(tε) > xε2,

and for any t ∈ [0, tε]

(5.28) x̂3(t)− x̂2(t) > x̂2(t)− x̂1(t) > ϑε.
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The proof of Lemma 5.7 is rather long and technical, therefore, not to interrupt the
flow of ideas at this point, before giving the proof of Lemma 5.7, let us conclude the proof
of Theorem 1.3 (the proof of Lemma 5.7 will then presented in detail in Subsection 5.3).

So, let K and M be given by Lemma 5.7. Let us suppose that the second inequality
in (5.20) is satisfied with such a M . We consider as barrier the function v̂ε defined in

(5.24), where we fix δ̂ = δ̂ε in system (5.21), with δ̂ε given by Lemma 5.6. From (5.28)
and Proposition 5.3 we infer that the function v̂ε satisfies

ε(v̂ε)t − Isv̂ε +
1

ε2s
W ′(v̂ε)− σ(t, x) > 0 in (0, tε)× R.

Moreover from (5.11) and Lemma 5.6

vε(T
1

ε, x) 6 v̂ε(0, x) for any x ∈ R.

The comparison principle then implies

(5.29) vε(T
1

ε + t, x) 6 v̂ε(t, x) for any (t, x) ∈ [0, tε]× R.

Now, for x 6 xε1 + ϑε
2

, from (5.20), (5.27) and (5.28) we know that

x− x̂1(tε) 6 −
ϑε
2
, and x̂2(tε)− x >

3ϑε
2
.

Therefore, from estimate (2.1) we have

(5.30)
2∑

i=1

u

(
ζi
x− x̂i(tε)

ε

)
− 1 6 Cε2sϑ−2s

ε .

Moreover, from (5.28), (5.21) and (5.22), we infer that for i = 1, 2, 3

(5.31) |ĉi(tε)| 6 Cϑ−2s
ε .

Finally, from (5.24), (5.29), (5.30) and (5.31), we conclude that

vε(T
1

ε + tε, x) 6 Cε2sϑ−2s
ε + u

(
x− x̂3(tε)

ε

)
for any x 6 xε1 +

ϑε
2
.

A similar inequality for x > xε1 + ϑε
2

can be proven considering the solution (ˆ̂x1, ˆ̂x2, ˆ̂x3) to
system (5.21) with initial condition

ˆ̂x1(0) = xε1 −Kϑε, ˆ̂x2(0) = xε2 + ϑε, ˆ̂x3(0) = xε3 − ϑε.

Therefore, for yε = min{x̂3(tε), ˆ̂x3(tε)} we have

vε(T
1

ε + tε, x) 6 Cε2sϑ−2s
ε + u

(
x− yε
ε

)
for any x ∈ R.

This proves (1.16) with

T 1
ε = T

1

ε + tε, yε = min{x̂3(tε), ˆ̂x3(tε)} and %ε = Cε2sϑ−2s
ε .

Recalling (5.19), from (5.5) we infer that |yε − zε| = o(1) as ε → 0. This concludes the
proof of Theorem 1.3 in Case 1.



27

5.2. Case 2: close to a triple collision. In this case, let us suppose that

(5.32) xε2 − xε1 = ϑε, xε3 − xε2 6Mϑε,

where M is given by Lemma 5.7. From (5.8), (5.11), (5.10) and (5.17) we infer that for
any x ∈ R

vε(T
1

ε, x) 6 u

(
x− xε1
ε

)
+ Cε2sϑ−2s

ε ,

i.e. (1.16) with

yε = xε1, Tε = T
1

ε and %ε = Cε2sϑ−2s
ε .

Remark that from (5.32) and (5.5) we have

|zε − yε| = |xε3 − xε1| 6 |xε3 − xε3|+ |xε3 − xε1| 6 |xε3 − xε3|+ (M + 1)ϑε = o(1) as ε→ 0.

This concludes the proof of Theorem 1.3 in Case 2.

It only remains to prove Lemma 5.7. We will do this in the subsequent subsection.

5.3. Proof of Lemma 5.7. Let us denote for i = 1, 2

(5.33) ϑ̂i(t) := x̂i+1(t)− x̂i(t),
where (x̂1(t), x̂2(t), x̂3(t)) is the solution to system (5.21). Then, recalling (5.20), we see

that (ϑ̂1, ϑ̂2) satisfies
(5.34)



˙̂
ϑ1 =

γ

s

(
− 1

ϑ̂2s
1

+
1

2(ϑ̂1 + ϑ̂2)2s
+

1

2ϑ̂2s
2

+ sσ(t, x̂1) + sσ(t, x̂2) + 2sδ̂

)
in (0, T̂ δc )

˙̂
ϑ2 =

γ

s

(
1

2ϑ̂2s
1

+
1

2(ϑ̂1 + ϑ̂2)2s
− 1

ϑ̂2s
2

− sσ(t, x̂3)− sσ(t, x̂2)− 2sδ̂

)
in (0, T̂ δc )

ϑ̂1(0) = (K + 2)ϑε
ϑ̂2(0) > (M −K − 1)ϑε.

Lemma 5.8. For any K > 1 there exists M > 2K + 3 independent of ε and ε0 > 0 such
that for any ε < ε0, (ϑ̂1, ϑ̂2) defined in (5.33) satisfies

(5.35) ϑ̂1(t) 6 ϑ̂2(t), for any t > 0,

and

(5.36) ϑ̂1(t) is decreasing for any t > 0.

Proof. For K > 1 and M > 2K + 3, let us denote

a(M) :=
K + 2

M −K − 1
> ϑ̂1(0)

ϑ̂2(0)
.

For fixed K, let us choose M so big and ε so small such that

(5.37) −1 + a(M)2s + a(M)2s+1 + 2s(‖σ‖∞ + δ̂) (a(M) + 1) (K + 2)2sϑ2s
ε < 0.

We want to show that for any t > 0

(5.38)
ϑ̂1(t)

ϑ̂2(t)
6 a(M) 6 1.
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From system (5.34), we infer that ϑ̂1 satisfies

(5.39)
˙̂
ϑ1 6

γ

s

(
− 1

ϑ̂2s
1

+
1

ϑ̂2s
2

+ 2s‖σ‖∞ + 2sδ̂

)
=

γ

sϑ̂2s
1

[
−1 +

ϑ̂2s
1

ϑ̂2s
2

+ 2s(‖σ‖∞ + δ̂)ϑ̂2s
1

]

and

˙̂
ϑ2 >

γ

s

(
− 1

ϑ̂2s
2

− 2s‖σ‖∞ − 2sδ̂

)
.

From (5.37) we see that the right-hand side in (5.39) is negative at t = 0. We deduce that
there exists T > 0, that we choose maximal, such that

(5.40)
˙̂
ϑ1(t) 6 0 for any t ∈ (0, T ).

Then
ϑ̂1(t) 6 (K + 2)ϑε for any t ∈ (0, T ),

moreover in (0, T ) we have that

d

dt

(
ϑ̂1

ϑ̂2

)
=

˙̂
ϑ1ϑ̂2 − ϑ̂1

˙̂
ϑ2

ϑ̂2
2

6 γ

sϑ̂2
2

[
− ϑ̂2

ϑ̂2s
1

+
ϑ̂2

ϑ̂2s
2

+
ϑ̂1

ϑ̂2s
2

+ 2s(‖σ‖∞ + δ̂)(ϑ̂1 + ϑ̂2)

]

=
γϑ̂2

sϑ̂2
2ϑ̂

2s
1

[
−1 +

ϑ̂2s
1

ϑ̂2s
2

+
ϑ̂2s+1

1

ϑ̂2s+1
2

+ 2s(‖σ‖∞ + δ̂)(ϑ̂1 + ϑ̂2)
ϑ̂2s

1

ϑ̂2

]

=
γϑ̂2

sϑ̂2
2ϑ̂

2s
1

[
−1 +

ϑ̂2s
1

ϑ̂2s
2

+
ϑ̂2s+1

1

ϑ̂2s+1
2

+ 2s(‖σ‖∞ + δ̂)

(
ϑ̂1

ϑ̂2

+ 1

)
ϑ̂2s

1

]

6 γϑ̂2

sϑ̂2
2ϑ̂

2s
1

[
−1 +

ϑ̂2s
1

ϑ̂2s
2

+
ϑ̂2s+1

1

ϑ̂2s+1
2

+ 2s(‖σ‖∞ + δ̂)

(
ϑ̂1

ϑ̂2

+ 1

)
(K + 2)2sϑ2s

ε

]
.

Integrating in (0, t), we infer that for any t ∈ (0, T )

ϑ̂1(t)

ϑ̂2(t)
6 a(M) +

t∫

0

γϑ̂2(τ)

sϑ̂2
2(τ)ϑ̂2s

1 (τ)

[
−1 +

ϑ̂2s
1 (τ)

ϑ̂2s
2 (τ)

+
ϑ̂2s+1

1 (τ)

ϑ̂2s+1
2 (τ)

+2s(‖σ‖∞ + δ̂)

(
ϑ̂1(τ)

ϑ̂2(τ)
+ 1

)
(K + 2)2sϑ2s

ε

]
dτ.

(5.41)

Let us call

g(τ) := −1 +
ϑ̂2s

1 (τ)

ϑ̂2s
2 (τ)

+
ϑ̂2s+1

1 (τ)

ϑ̂2s+1
2 (τ)

+ 2s(‖σ‖∞ + δ̂)

(
ϑ̂1(τ)

ϑ̂2(τ)
+ 1

)
(K + 2)2sϑ2s

ε .

We observe that g(0) < 0 thanks to (5.37). Thus, we want to show that

(5.42) g(τ) < 0 for any τ ∈ (0, T ).

Assume by contradiction that this is not true. Then there exists t0 ∈ (0, T ) such that

(5.43) g(τ) < 0 for any τ ∈ (0, t0)
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and g(t0) = 0. Then ϑ̂1(t0)

ϑ̂2(t0)
= a with

(5.44) −1 + a2s + a2s+1 + 2s(‖σ‖∞ + δ̂) (a+ 1) (K + 2)2sϑ2s
ε = 0.

On the other hand, by (5.39) and (5.43), we see that

˙̂
ϑ1 <

γ

sϑ̂2s
1

g < 0 in (0, t0)

and therefore, recalling (5.40), we conclude that t0 < T . In particular, we can use (5.41)
with t = t0. Thus, from (5.41) and (5.43) we infer that

a =
ϑ̂1(t0)

ϑ̂2(t0)
6 a(M) +

t∫

0

γϑ̂2(τ)

sϑ̂2
2(τ)ϑ̂2s

1 (τ)
g(τ)dτ < a(M).

This and (5.44) give

0 = −1 + a2s + a2s+1 + 2s(‖σ‖∞ + δ̂) (a+ 1) (K + 2)2sϑ2s
ε

< −1 + a(M)2s + a(M)2s+1 + 2s(‖σ‖∞ + δ̂) (a(M) + 1) (K + 2)2sϑ2s
ε

and this is in contradiction with (5.37). Therefore we have completed the proof of (5.42).
In turn, we see that (5.41) and (5.42) imply (5.38), and thus (5.35). Finally, (5.36) is a
consequence of (5.40). �
Let us now complete the proof of Lemma 5.7.

Let us fix K > 1 such that

(5.45)
(K + 2)2s+1 − 1

(K + 2)2s
> (2s+ 1)22s+2(1 + 22s)

22s − 1
.

Let us choose M > 2K+ 3 such that (5.35) and (5.36) hold for any ε small enough. Then
(5.26) is given by (5.36) and consequently for t > 0

(5.46) ϑ̂1(t) < (K + 2)ϑε,

and there exists τ > 0 such that

(5.47) ϑ̂1(τ) = ϑε.

Now, from system (5.34) we see that ϑ̂1 satisfies

˙̂
ϑ1 >

γ

s

(
− 1

ϑ̂2s
1

− 2s‖σ‖∞
)

= −γ 1 + 2s‖σ‖∞ϑ̂2s
1

sϑ̂2s
1

.

Multiplying by ϑ̂2s
1 , integrating in (0, τ) and using (5.46), we get

1

2s+ 1
(ϑ̂2s+1

1 (τ)− ϑ̂2s+1
1 (0)) =

ϑ2s+1
ε

2s+ 1
(1− (K + 2)2s+1)

> −γ 1 + 2s‖σ‖∞(K + 2)2sϑ2s
ε

s
τ

from which

(5.48) τ > sϑ2s+1
ε ((K + 2)2s+1 − 1)

γ(2s+ 1)(1 + 2s(K + 2)2sϑ2s
ε ‖σ‖∞)

.
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Next, for fixed K satisfying (5.45), let ε be so small that

(5.49) 22s+1s(K + 2)2sϑ2s
ε (‖σ‖∞ + δ̂) 6 22s − 1

2
.

Then, from (5.21), (5.35), (5.46) and (5.49), we have

˙̂x1 = γ

(
1

2sϑ̂2s
1

− 1

2s(ϑ̂1 + ϑ̂2)2s
− σ(t, x̂1)− δ̂

)

> γ

(
22s − 1

22s+1sϑ̂2s
1

− ‖σ‖∞ − δ̂
)

= γ
22s − 1− 22s+1sϑ̂2s

1 (‖σ‖∞ + δ̂)

22s+1sϑ̂2s
1

> γ
22s − 1− 22s+1s(K + 2)2sϑ2s

ε (‖σ‖∞ + δ̂)

22s+1s(K + 2)2sϑ2s
ε

> γ
22s − 1

22s+2s(K + 2)2sϑ2s
ε

> 0.

(5.50)

Let t > 0 be such that

(5.51) x̂1(t) = xε2 = x̂1(0) + 2ϑε,

then integrating (5.50) in (0, t), we get

2ϑε > γ
22s − 1− 22s+1s(K + 2)2sϑ2s

ε (‖σ‖∞ + δ̂)

22s+1s(K + 2)2sϑ2s
ε

t

from which

(5.52) t 6 tε

where tε is defined in (5.25). Moreover from (5.45) and (5.49)

(K + 2)2s+1 − 1

(K + 2)2s
> (2s+ 1)22s+2(1 + 22s)

22s − 1
=

(2s+ 1)22s+2
(

1 + 22s−1
2

)

22s − 1− 22s−1
2

>
(2s+ 1)22s+2

(
1 + 22s+1s(K + 2)2sϑ2s

ε (‖σ‖∞ + δ̂)
)

22s − 1− 22s+1s(K + 2)2sϑ2s
ε (‖σ‖∞ + δ̂)

> (2s+ 1)22s+2 (1 + 2s(K + 2)2sϑ2s
ε ‖σ‖∞)

22s − 1− 22s+1s(K + 2)2sϑ2s
ε (‖σ‖∞ + δ̂)

,

which implies

sϑ2s+1
ε ((K + 2)2s+1 − 1)

γ(2s+ 1)(1 + 2s(K + 2)2sϑ2s
ε ‖σ‖∞)

> 22s+2s(K + 2)2sϑ2s+1
ε

γ[22s − 1− 22s+1s(K + 2)2sϑ2s
ε (‖σ‖∞ + δ̂)]

= tε.

The previous inequality and (5.48) give

τ > tε.
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This inequality, (5.47), (5.26) and (5.35) imply (5.28). Finally, since x̂1(t) is increasing
by (5.50), (5.51) and (5.52) give (5.27). This completes the proof of Lemma 5.7.

6. Proof of Theorem 1.4

This section is devoted to the proof of Theorem 1.4. Let us consider the function

(6.1) h(t, x) := u

(
x− x(t)

ε

)
+ %εe

− µt

ε2s+1

where

(6.2) x(t) := yε +Kε%ε(e
− µt

ε2s+1 − 1),

where yε is given by Theorem 1.3. We show that h is a supersolution, as next result states:

Lemma 6.1. There exist ε0 > 0 and µ > 0, such that for any ε < ε0, there exists
Kε = o(1) as ε→ 0 such that function h defined in (6.1)-(6.2) satisfies

εht − Ish+
1

ε2s
W ′(h) > 0

for any x ∈ R and t > 0.

Proof. We compute

εht = −ẋu′
(
x− x(t)

ε

)
− ε−2s%εµe

− µt

ε2s+1

= ε−2s−1Kε%εµe
− µt

ε2s+1 u′
(
x− x(t)

ε

)
− ε−2s%εµe

− µt

ε2s+1 ,

and

Ish = ε−2sIsu
(
x− x(t)

ε

)
= ε−2sW ′

(
u

(
x− x(t)

ε

))
.

Then

εht − Ish+
1

ε2s
W ′(h) = ε−2s−1Kε%εµe

− µt

ε2s+1 u′
(
x− x(t)

ε

)
− ε−2s%εµe

− µt

ε2s+1

+ ε−2sW ′
(
u

(
x− x(t)

ε

)
+ %εe

− µt

ε2s+1

)
− ε−2sW ′

(
u

(
x− x(t)

ε

))
.

(6.3)

Case 1. Suppose that x is close to x(t) more than κε:

|x− x(t)| 6 κε

where κε is such that

(6.4)
ε

κε
= o(1) as ε→ 0.

Then estimate (2.2) implies

u′
(
x− x(t)

ε

)
> c

(
ε

κε

)1+2s

.

Moreover from the Lipschitz regularity of W ′ we get

ε−2sW ′
(
u

(
x− x(t)

ε

)
+ %εe

− µt

ε2s+1

)
− ε−2sW ′

(
u

(
x− x(t)

ε

))
> −ε−2sC%εe

− µt

ε2s+1 .
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Therefore, using in addition that %ε = o(1) as ε→ 0, we get

εht − Ish+
1

ε2s
W ′(h) >Kε%εµ

ε2s+1
e−

µt

ε2s+1 c

(
ε

κε

)1+2s

− %εµ

ε2s
e−

µt

ε2s+1 − C%ε
ε2s

e−
µt

ε2s+1

= %εe
− µt

ε2s+1 (cKεµκ
−2s−1
ε − µε−2s − Cε−2s)

= 0

if

(6.5) Kεµ =
C + µ

c
κ2s+1
ε ε−2s.

Case 2. Suppose that

|x− x(t)| > κε,

where κε satisfies (6.4). Then, (6.4), estimate (2.1) and

W ′′(0) = β > 0

imply that for ε small enough, we have

W ′′
(
u

(
x− x(t)

ε

))
> β

2
.

Therefore, we have

W ′
(
u

(
x− x(t)

ε

)
+ %εe

− µt

ε2s+1

)
−W ′

(
u

(
x− x(t)

ε

))
=

W ′′
(
u

(
x− x(t)

ε

))
%εe
− µt

ε2s+1 +O
(
%εe
− µt

ε2s+1

)2

> β

2
%εe
− µt

ε2s+1 +O
(
%εe
− µt

ε2s+1

)2

> β

4
%εe
− µt

ε2s+1 ,

for ε small enough. From (6.3) and the previous estimate, we conclude that

εht − Ish+
1

ε2s
W ′(h) > −ε−2s%εµe

− µt

ε2s+1 + ε−2sβ

4
%εe
− µt

ε2s+1

= ε−2s%εe
− µt

ε2s+1

(
β

4
− µ

)
> 0

if

(6.6) µ 6 β

4
.

The lemma is then proven choosing µ satisfying (6.6), κε satisfying (6.4) and the following

κ2s+1
ε ε−2s = o(1) as ε→ 0,

and finally Kε satisfying (6.5). �

Let us now conclude the proof of Theorem 1.4. From Theorem 1.3 we have

vε(T
1
ε , x) 6 h(0, x) for any x ∈ R.
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Moreover, for µ and Kε = o(ε) as ε → 0, given by Lemma 6.1 and ε small enough, the
function h(t, x) is a supersolution of the equation (1.3). The comparison principle then
implies

vε(T
1
ε + t, x) 6 h(t, x) for any x ∈ R and t > 0,

i.e. (1.18). Similarly we can prove inequality in (1.17) and this concludes the proof of the
theorem.

7. Proof of Corollary 1.5

In order to complete the proof of Corollary 1.5, we follow the proof of Step 2 of Theorem
2 in [11], and we perform the necessary modifications needed in this case.

For fixed ε the function vε(t, x) is Hölder continuous in x uniformly in time, see e.g.
[9]. Then, there exist a sequence (tk)k with tk → +∞ as k →∞ such that

vε(tk, x)→ v∞ε (x) as k →∞,
with v∞ε (x) viscosity solution of the stationary equation

Isv =
1

ε2s
W ′(v) in R.

Under the assumptions (1.5), the function v∞ε is of class C2,α(R) for some α depending
of s, see for instance Lemma 5 in the Appendix of [11]. Moreover, for ε small enough, by
Theorem 1.4

(7.1) u

(
x− zε −Kε%ε

ε

)
6 v∞ε (x) 6 u

(
x− yε +Kε%ε

ε

)
for any x ∈ R,

where u is the solution of (1.7). Inequalities (7.1) and estimate (2.1) imply that

(7.2) lim
x→−∞

v∞ε (x) = 0 and lim
x→+∞

v∞ε (x) = 1.

Then there exists xε ∈ R such that v∞ε (xε) = 1
2
. Let us denote

(7.3) uε(x) := u

(
x− xε
ε

)
.

Remark that

(7.4) v∞ε (xε) = uε(xε) =
1

2
.

We want to show that

(7.5) v∞ε (x) = uε(x) for any x ∈ R.
From (7.2), for any 0 < a < 1 there exists k(a) ∈ R such that

(7.6) v∞ε (x+ k(a)) + a > uε(x) for any x ∈ R.
Let us denote

k(a) := inf{k(a) ∈ R | (7.6) holds true}.
Then, from (7.2) and a < 1, we have that k(a) is finite. Otherwise, choosing a minimizing
sequence of k(a) and passing to the limit along the sequence in (7.6), we would get a
contradiction. The properties of the infimum imply that

(7.7) v∞ε (x+ k(a)) + a > uε(x) for any x ∈ R, k(a) > k(a)
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and there exist sequences (ηj,a)j, (xj,a)j with

ηj,a > 0 and lim
j→+∞

ηj,a = 0,

such that

(7.8) v∞ε (xj,a + k(a)− ηj,a) + a 6 uε(xj,a).

We observe that (xj,a)j must be bounded. Indeed, if

lim
j→+∞

xj,a = ±∞,

then we would have either

a = lim
j→+∞

v∞ε (xj,a + k(a)− ηj,a) + a 6 uε(xj,a) = 0,

or

1 + a = lim
j→+∞

v∞ε (xj,a + k(a)− ηj,a) + a 6 uε(xj,a) = 1,

a contradiction. Therefore, we may suppose that

lim
j→+∞

xj,a = xa,

for some xa ∈ R, and (7.7), (7.8) and the continuity of v∞ε and uε imply

(7.9) v∞ε (xa + k(a)) + a = uε(xa),

and

(7.10) v∞ε (x+ k(a)) + a > uε(x), for any x ∈ R.

Consequently

0 6 PV

∫

R

v∞ε (x+ k(a)) + a− uε(x)

|x− xa|1+2s
dx

= Isv∞ε (xa + k(a))− Isuε(xa)
= ε−2sW ′(v∞ε (xa + k(a)))− ε−2sW ′(uε(xa))

= ε−2sW ′(uε(xa)− a)− ε−2sW ′(uε(xa)).

(7.11)

Now we claim that the sequence (xa)a is bounded. Indeed, suppose that, up to subse-
quences,

lim
a→0+

xa = ±∞,

then

(7.12) either lim
a→0+

uε(xa) = 0 or lim
a→0+

uε(xa) = 1.

Assumptions (1.5) on the potential imply that there exists r > 0 such that

W ′(u) > W ′(v) +
β

2
(u− v) if u, v ∈ [0, r] or u, v ∈ [1− r, 1] and v 6 u,

where β = W ′′(0) > 0.
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By (7.12) there exists a0 > 0 such that both uε(xa) − a and uε(xa) belong to either
[0, r] or [1− r, 1], for any a ∈ (0, a0). It follows that

W ′(uε(xa)− a)−W ′(uε(xa)) 6 −
β

2
a

and this is in contradiction with (7.11). Thus the sequence (xa)a is bounded and we may
suppose that, up to subsequences,

(7.13) lim
a→0+

xa = x0,

for some x0 ∈ R. We also have that the sequence (k(a))a is bounded. Indeed, if

lim
a→0+

k(a) = ±∞,

we would obtain from (7.9) and (7.13) that, either

0 = lim
a→0+

v∞ε (xa + k(a)) = uε(x0),

or

1 = lim
a→0+

v∞ε (xa + k(a)) = uε(x0),

and this contradicts the fact that 0 < uε(x) < 1 for any x ∈ R. Thus (k(a))a is bounded.
Accordingly, we may suppose that

lim
a→0+

k(a) = k0,

for some k0 ∈ R. Hence, passing to the limit as a→ 0+ in (7.11), we conclude that

PV

∫

R

v∞ε (x+ k0)− uε(x)

|x− x0|1+2s
dx = 0.

On the other hand, by passing to the limit in (7.10), we see that v∞ε (x+ k0)− uε(x) > 0
for any x ∈ R. We conclude that

v∞ε (x+ k0) = uε(x) for any x ∈ R.

Recalling (7.4), we infer that k0 = 0 and this gives (7.3). This completes the proof of
Corollary 1.5.

8. Proof of the results that are valid for both two and three particles

In this section we prove the results which are auxiliary to the proofs of our main
theorems and which are valid for both the cases of two and three particles. These results
are Propositions 3.1, 5.1, 3.4, 5.3, and Lemmata 3.6, 5.6, 5.4 and 3.5. In what follows we
will denote by N the number of particles, then we may have either N = 2 or N = 3. We
remark that the system of ODE’s (3.2) can be written as (5.1) for i = 1, 2.
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8.1. Proof of Propositions 3.1 and 5.1. In order to prove (5.4) and (3.5) suppose by
contradiction that there is a sequence (δk)k, with δk → 0 as k → +∞ such that

lim
k→+∞

T δkc = Tc + 2a,

for some a ∈ R \ {0}. Without loss of generality we may assume a > 0. Then there exists
K such that for any k > K the solution of system (5.1) with δ = δk satisfies

(8.1) min
t∈[0,Tc+a]
i=1,...,N−1

xi+1(t)− xi(t) >Ma > 0,

for some Ma independent of k. Accordingly the right-hand side of the equation in (5.1),
together with its derivatives, is bounded when t ∈ [0, Tc + a] by a quantity that depends
on a. Therefore, we are in the position to apply the continuity result of the solution with
respect to the parameter δk. We obtain that, as k → +∞, the solution of (5.1) converges
to (x∞1 , . . . , x

∞
N ), solution of (1.15) in [0, Tc + a] and satisfying (8.1). The continuity of

(x1, . . . , xN) and (x∞1 , . . . , x
∞
N ) implies that there exists τ > 0 such that

mτ := min
t∈[0,Tc−τ ]
i=1,...,N

xi+1(t)− xi(t) 6 min
i=1,...,N−1

xi+1(Tc − 2τ)− xi(Tc − 2τ)

< Ma

6 min
i=1,...,N−1

x∞i+1(Tc − 2τ)− x∞i (Tc − 2τ).

(8.2)

The right-hand side of the equation in (1.15) is Lipschitz continuous when t ∈ [0, Tc − τ ]
and xi > mτ . Uniqueness results then imply that xi(t) = x∞i (t) for any t ∈ [0, Tc − τ)
and i = 1, . . . , N which is in contradiction with (8.2). This proves (5.4).

Next, from (5.4) we infer that for any a > 0 we have

min
t∈[0,Tc−a]
i=1,...,N−1

xi+1(t)− xi(t) > ma > 0

with ma independent of δ, and (5.5) is then a consequence of continuity result of the
solution of (5.1) with respect to the parameter δ. With this, we have proved Propositions
3.1 and 5.1.

8.2. Proof of Propositions 3.4 and 5.3. In order to simplify the notation, we set, for
i = 1, . . . , N

(8.3) ũi(t, x) := u

(
ζi
x− xi(t)

ε

)
−H

(
ζi
x− xi(t)

ε

)
,

where H is the Heaviside function and

ψi(t, x) := ψ

(
ζi
x− xi(t)

ε

)
.

Finally, let

(8.4) Iε := ε(vε)t +
1

ε2s
W ′(vε)− Isvε − σ.

Roughly speaking, the quantity Iε denotes the error term in this equation (i.e., how far
the modified dislocation vε is from being an exact solution). Thus, it is important to have
careful estimates on this error term, as stated in the following result:
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Lemma 8.1. For any (t, x) ∈ (0, T δc )× R we have, for i = 1, . . . , N

Iε = O(ũi)(ε
−2s
∑

j 6=i
ũj + σ + ζiciη) + δ

+
N∑

j=1

{
O(ε2s+1ċj) +O(ε2sc2j)

}

+
∑

j 6=i

{
O(cjψj) +O(cjũj) +O(ε−2sũ2

j)
}

+O(ε2s).

(8.5)

Proof. We have

ε(vε)t = ε2s+1σt −
N∑

j=1

ζjcju
′
(
ζj
x− xj
ε

)

+
N∑

j=1

(
−ζjε2s+1ċjψ

(
ζj
x− xj
ε

)
+ ε2sc2jψ

′
(
ζj
x− xj
ε

))
.

(8.6)

Next, using the periodicity of W and a Taylor expansion of W ′ at ũi, we compute:

ε−2sW ′(vε) = ε−2sW ′
(
ε2sσ + ũi +

∑

j 6=i
ũj − ζiε2sciψi −

∑

j 6=i
ζjε

2scjψj

)

= ε−2sW ′(ũi) + ε−2sW ′′(ũi)(ε
2sσ +

∑

j 6=i
ũj − ζiε2sciψi −

∑

j 6=i
ζjε

2scjψj)

+
∑

j 6=i
O(ε−2sũ2

j) +
N∑

j=1

O(ε2sc2jψ
2
j ) +O(ε2s).

(8.7)

Finally, using (1.7) and (2.3), we evaluate

Isvε = ε2sIsσ + ε−2sIsu
(
ζi
x− xi
ε

)
+ ε−2s

∑

j 6=i
Isu

(
ζj
x− xj
ε

)

− ζiciIsψ
(
x− xi
ε

)
−
∑

j 6=i
ζjcjIsψ

(
ζj
x− xj
ε

)

= O(ε2s) + ε−2sW ′(ũi) + ε−2s
∑

j 6=i
W ′(ũj)

− ζici
[
W ′′(ũi)ψi + u′

(
ζi
x− xi
ε

)
+ η(W ′′(ũi)−W ′′(0))

]

−
∑

j 6=i
ζjcj

[
W ′′(ũj)ψj + u′

(
ζj
x− xj
ε

)
+ η(W ′′(ũj)−W ′′(0))

]
.

(8.8)

Summing (8.6), (8.7) and (8.8), and noticing that the terms involving u′, and the term

ε−2sW ′(ũi)− ζiciW ′′(ũi)ψi

appearing in both (8.7) and (8.8), cancel, we get
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Iε = ε(vε)t + ε−2sW ′(vε)− Isvε − σ

=
N∑

j=1

(
−ζjε2s+1ċjψj + ε2sc2jψ

′
j

)

− ε−2s
∑

j 6=i
W ′(ũj) +W ′′(ũi)

(
σ + ε−2s

∑

j 6=i
ũj

)
+
∑

j 6=i
ζjcj(W

′′(ũj)−W ′′(ũi))ψj

+ ζiciη(W ′′(ũi)−W ′′(0)) +
∑

j 6=i
ζjcjη(W ′′(ũj)−W ′′(0))− σ

+
∑

j 6=i
O(ε−2sũ2

j) +
N∑

j=1

O(ε2sc2jψ
2
j ) +O(ε2s).

(8.9)

Now, since W ′(0) = 0, we use a Taylor expansion of W ′ around 0, to see that

− ε−2s
∑

j 6=i
W ′(ũj) +W ′′(ũi)

(
σ + ε−2s

∑

j 6=i
ũj

)
+ ζiciη(W ′′(ũi)−W ′′(0))

= −ε−2s
∑

j 6=i
W ′′(0)ũj +W ′′(ũi)

(
σ + ε−2s

∑

j 6=i
ũj

)
+ ζiciη(W ′′(ũi)−W ′′(0)) +

∑

j 6=i
O(ε−2sũ2

j)

= ε−2s(W ′′(ũi)−W ′′(0))
∑

j 6=i
ũj +W ′′(ũi)σ + ζiciη(W ′′(ũi)−W ′′(0)) +

∑

j 6=i
O(ε−2sũ2

j)

= (W ′′(ũi)−W ′′(0))(ε−2s
∑

j 6=i
ũj + σ + ζiciη) +W ′′(0)σ +

∑

j 6=i
O(ε−2sũ2

j),

(8.10)

where we added and subtracted the term W ′′(0)σ. Inserting (8.10) in (8.9), we get

Iε = (W ′′(ũi)−W ′′(0))(ε−2s
∑

j 6=i
ũj + σ + ζiciη) +W ′′(0)σ − σ

+
N∑

j=1

(
−ζjε2s+1ċjψj + ε2sc2jψ

′
j

)

+
∑

j 6=i
ζjcj(W

′′(ũj)−W ′′(ũi))ψj +
∑

j 6=i
ζjcjη(W ′′(ũj)−W ′′(0))

+
∑

j 6=i
O(ε−2sũ2

j) +
N∑

j=1

O(ε2sc2jψ
2
j ) +O(ε2s).

Now from (5.7) it follows that
W ′′(0)σ − σ = δ.

Moreover we have
(W ′′(ũi)−W ′′(0)) = O(ũi),

ε2sc2iψ
′
i, O(ε2sc2iψ

2
i ) = O(ε2sc2i ),

ε2sc2jψ
′
j, O(ε2sc2jψ

2
j ) = O(ε2sc2j),
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cj(W
′′(ũj)−W ′′(ũi))ψj = O(cjψj),

cjη(W ′′(ũj)−W ′′(0)) = O(cjũj).

Equality (8.5) then follows. �

Let us now conclude the proof of Propositions 3.4 and 5.3. Recalling (8.4), we want to
find ϑε such that for xi+1(t)− xi(t) > ϑε, i = 1, . . . , N − 1, we have

(8.11) Iε = o(1) + δ as ε→ 0.

Let us divide the proof in two cases.

Case 1. Suppose that x is close to xi(t) more than εα, for some i = 1, . . . , N :

(8.12) |x− xi(t)| 6 εα with 0 < α <
κ− 2s

κ
,

where κ is given in Lemma 2.1. Let us assume that for j 6= i

(8.13) |xj(t)− xi(t)| > ϑε > 2εα

with ϑε to be determined. Then for j 6= i

(8.14) |x− xj(t)| > |xi(t)− xj(t)| − |x− xi(t)| > |xi(t)− xj(t)| − εα >
ϑε
2
.

Hence, from (2.1) and (8.3), we get

∣∣∣∣
ũj(t, x)

ε2s
+ ζj

1

2sW ′′(0)

x− xj(t)
|x− xj(t)|1+2s

∣∣∣∣

=
1

ε2s

∣∣∣∣u
(
ζj
x− xj(t)

ε

)
−H

(
ζj
x− xj(t)

ε

)
+ ζj

ε2s

2sW ′′(0)

x− xj(t)
|x− xj(t)|1+2s

∣∣∣∣

6 C
εκ

ε2s

1

|x− xj(t)|κ
6 Cεκ−2sϑ−κε .

Next, a Taylor expansion of the function
x− xj(t)

|x− xj(t)|1+2s
around xi(t), gives

∣∣∣∣
x− xj(t)

|x− xj(t)|1+2s
− xi(t)− xj(t)
|xi(t)− xj(t)|1+2s

∣∣∣∣ 6
2s

|ξ − xj(t)|1+2s
|x− xi(t)| 6 Cεαϑ−(1+2s)

ε ,

where ξ is a suitable point lying on the segment joining x to xi(t). The last two inequalities
imply for j 6= i

(8.15)

∣∣∣∣
ũj(t, x)

ε2s
+ ζj

1

2sW ′′(0)

xi(t)− xj(t)
|xi(t)− xj(t)|1+2s

∣∣∣∣ 6 C(εκ−2sϑ−κε + εαϑ−(1+2s)
ε ).
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Therefore, from (8.5), we get that

Iε = O(ũi)

(∑

j 6=i
−ζj

1

2sW ′′(0)

xi(t)− xj(t)
|xi(t)− xj(t)|1+2s

+ σ + ζiciη

)
+ δ

+O(εκ−2sϑ−kε + εαϑ−(1+2s)
ε )

+
N∑

j=1

{
O(ε2s+1ċj) +O(ε2sc2j)

}

+
∑

j 6=i

{
O(cjψj) +O(cjũj) +O(ε−2sũ2

j)
}

+O(ε2s).

(8.16)

Now, we compute the term between parenthesis in the first line above. From the definitions
of ci, η and σ given respectively in (5.6), (2.4) and (5.7), and the system of ODE’s (5.1),
we obtain

∑

j 6=i
−ζj

1

2sW ′′(0)

xi(t)− xj(t)
|xi(t)− xj(t)|1+2s

+ σ + ζiciη =
σ(t, x)− σ(t, xi(t))

W ′′(0)

= O(|x− xi(t)|)
= O(εα).

(8.17)

Let us now estimate the remaining terms in (8.16). From (5.6), (5.1) and (8.13), we have
for j = 1, . . . , N

(8.18) |cj| = O(ϑ−2s
ε ),

then

(8.19) O(ε2sc2j) = O(ε2sϑ−4s
ε ).

Next, differentiating (5.1) and using (5.6)

ċi = γζi

(
−
∑

j 6=i
ζj

ẋi − ẋj
|xi − xj|2s+1

− σt(t, xi(t))− σx(t, xi(t))ci
)

= −γ2ζi
∑

j 6=i
ζj|xi − xj|−2s−1

(∑

k 6=i
ζiζk

xi − xk
2s|xi − xk|1+2s

−ζiσ(t, xi)− ζiδ −
∑

l 6=j
ζjζl

xj − xl
2s|xj − xl|1+2s

+ ζjσ(t, xj) + ζjδ

)

− γζi(σt(t, xi(t)) + σx(t, xi(t))ci)

= O(ϑ−4s−1
ε ).

Then

(8.20) O(ε2s+1ċj) = O(ε2s+1ϑ−4s−1
ε ) = O(ε2sϑ−4s

ε ),

since εϑ−1
ε = O(ε1−α) and α < 1.

Next, from (2.1) and (8.14), we have for j 6= i

(8.21) |ũj| 6 Cε2s|x− xj|−2s 6 Cε2sϑ−2s
ε

then using (8.18), we get for j 6= i
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(8.22) O(cjũj) = O(ε2sϑ−4s
ε ).

Similarly

(8.23) O(ε−2sũ2
j) = O(ε2sϑ−4s

ε ).

Next, from (2.5) we know that for |x| > εα−1

|ψ(x)| 6
∣∣ψ
(
εα−1

)∣∣+ Cε2s(1−α).

Therefore, from (8.14) and (8.18) we get

(8.24) O(cjψj) = O
(
ϑ−2s
ε ψ(εα−1)

)
+O(ε2s(1−α)ϑ−2s

ε ).

Let us choose ϑε such that

(8.25) ϑε, ε
αϑ−(1+2s)

ε , ε2sϑ−4s
ε , ϑ−2s

ε ψ(εα−1), ε2s(1−α)ϑ−2s
ε = o(1) as ε→ 0.

Remark that ϑε > εα implies εκ−2sϑ−κε < εκ−2s−κα = o(1), since α satisfies the condition
in (8.12). Then from (8.16), (8.17), (8.19), (8.20), (8.22), (8.23), (8.24) and (8.25) we
obtain

Iε = O(εα) +O(ε2sϑ−4s
ε ) +O(εκ−2sϑ−κε + εαϑ−(1+2s)

ε )

+O
(
ϑ−2s
ε ψ

(
εα−1

))
+ ε2s(1−α)ϑ−2s

ε + δ

= o(1) + δ.

(8.26)

Case 2. Suppose that for any i = 1, . . . , N we have

|x− xi(t)| > εα.

If for j 6= i, |xi− xj| > ϑε, with ϑε > 2εα, we can assume that there exists i such that for
j 6= i

|x− xj(t)| >
ϑε
2
.

Then estimates (8.18), (8.19), (8.20), (8.21), (8.22), (8.23) and (8.24) hold. Moreover,
using (2.1), we have

|ũi| 6 Cε2s|x− xi|−2s 6 Cε2s(1−α),

and as a consequence, using in addition (8.21), for j 6= i

O(ũi)(ε
−2sũj) = O(ε2s(1−α)ϑ−2s

ε ).

Finally from (8.18), we have

O(ũi)ci = O(ε2s(1−α)ϑ−2s
ε ).

Then, if we assume (8.25), from (8.5), we obtain again (8.26).
We have proven (8.11). Now, we can choose δ = δε = o(1) as ε→ 0 such that

Iε > 0

and the proposition is proven. With this, the statements in Propositions 3.4 and 5.3 are
established.
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8.3. Proof of Lemmata 3.6 and 5.6. In what follows, we will use the notation

T
1

ε := T 1
ε

when N = 2. Let α be defined as in (8.12) and ϑε satisfying (8.25). The monotonicity of
u implies that for j = 1, . . . , N

(8.27) u

(
ζj
x− x̂j(0)

ε

)
> u

(
ζj
x− xεj
ε

)
.

We divide the proof in three cases. In the first two cases we will assume that the point
x is close enough to either xi or x̂i for some i = 1, . . . , N . This assumption will give a
better estimate than (8.27), that will imply the desired result. In the third case, when x
is sufficiently far from all the particles, we will recover the result choosing conveniently
δ̂ > δε.

Case 1. Suppose that x is close to xεi more than εα, for some i = 1, . . . , N :

|x− xεi | 6 εα.

Then, from estimate (2.1)

u

(
ζi
x− xεi
ε

)
6 1− Cε2sε−2sα.

Next, from the initial conditions in (3.17) and in (5.21), we get

ζi(x− x̂i(0)) = ζi(x− xεi ) + ζi(x
ε
i − x̂i(0)) > −εα + ϑε >

ϑε
2
.

Therefore, from estimate (2.1)

u

(
ζi
x− x̂i(0)

ε

)
> 1− Cε2sϑ−2s

ε .

Then, using in addition (8.27) we see that

N∑

j=1

[
u

(
ζj
x− x̂j(0)

ε

)
− u

(
ζj
x− xεj
ε

)]
> u

(
ζi
x− x̂i(0)

ε

)
− u

(
ζi
x− xεi
ε

)

> Cε2sε−2sα − Cε2sϑ−2s
ε .

Finally, remark that from (3.11), (5.9) and the initial conditions in (3.17) and in (5.21),
for i = 1, . . . , N

(8.28) ci(T
1

ε), ĉ(0) = O(ϑ−2s
ε ).

We conclude that

v̂ε(0, x)− v(T
1

ε, x) > Cε2sε−2sα −O(ε2sϑ−2s
ε ) > 0,

for ε small enough.

Case 2. Suppose that x is close to x̂i(0) more than εα, for some i = 1, . . . , N .

|x− x̂i(0)| 6 εα.

Then, from estimate (2.1)

u

(
ζi
x− x̂i
ε

)
> Cε2sε−2sα.
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Next, from the initial conditions in (3.17) and in (5.21), we get

ζi(x− xεi ) = ζi(x− x̂i(0)) + ζi(x̂i(0)− xεi ) 6 εα − ϑε 6 −
ϑε
2
.

Therefore, from estimate (2.1)

u

(
ζi
x− xεi
ε

)
6 Cε2sϑ−2s

ε .

The conclusion then follows as in Case 1.

Case 3. Suppose that for any i = 1, . . . , N

|x− xεi |, |x− x̂i(0)| > εα.

In this case, from (8.28) and (8.25) we have

ci(T
1

ε)ψ

(
ζi
x− xεi
ε

)
, ĉi(0)ψ

(
ζi
x− x̂i(0)

ε

)
= o(1).

From the previous estimate and (8.27), we get

v̂ε(0, x)− v(T
1

ε, x) > ε2s(o(1) + δ̂ − δε).
Therefore, we can choose δ̂ε = o(1) + δε such that

v̂ε(0, x)− v(T
1

ε, x) > 0

and this concludes the proof of the lemmata. These arguments establish Lemmata 3.6
and 5.6.

8.4. Proof of Lemmata 5.4 and 3.5. The proof of Lemmata 5.4 and 3.5 is similar to
the proof of Lemmata 3.6 and 5.6. For this reason we skip it.
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