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Abstract

In this paper, we investigate optimal boundary control problems for Cahn–Hilliard varia-
tional inequalities with a dynamic boundary condition involving double obstacle potentials
and the Laplace–Beltrami operator. The cost functional is of standard tracking type, and
box constraints for the controls are prescribed. We prove existence of optimal controls and
derive first-order necessary conditions of optimality. The general strategy, which follows
the lines of the recent approach by Colli, Farshbaf-Shaker, Sprekels (see Appl. Math. Op-
tim., 2014) to the (simpler) Allen–Cahn case, is the following: we use the results that were
recently established by Colli, Gilardi, Sprekels in the preprint arXiv:1407.3916 [math.AP]
for the case of (differentiable) logarithmic potentials and perform a so-called “deep quench
limit”. Using compactness and monotonicity arguments, it is shown that this strategy leads
to the desired first-order necessary optimality conditions for the case of (non-differentiable)
double obstacle potentials.

1 Introduction

Let Ω ⊂ IRN , 2 ≤ N ≤ 3, denote some open, connected and bounded domain with smooth
boundary Γ and outward unit normal field n, and let T > 0 be a fixed final time. Putting
Q := Ω× (0, T ), Σ := Γ× (0, T ), we introduce the function spaces

H := L2(Ω), V := H1(Ω), HΓ := L2(Γ), VΓ := H1(Γ),

H := H ×HΓ, V :=
{

(y, yΓ) : y ∈ V × VΓ : v|Γ = vΓ

}
, (1.1)

which are Hilbert spaces when endowed with the topolgies induced by their respective natural
inner products, denoted by ( · , · )E for E ∈ {H,HΓ, V, VΓ,H,V}. In the following, we
denote the norm in the generic Banach space E by ‖ · ‖E , with the one exception that for
convenience the norm of the space HN will also be denoted by ‖ · ‖H . Moreover, let E∗

indicate the dual space of E and let 〈 · , · 〉E always stand for the duality pairing between
elements of E∗ and elements of E . It is understood that H is embedded in V ∗ in the usual
way, namely, such that 〈u , v 〉V = (u , v)H for all u ∈ H and v ∈ V ; we then obtain
the Hilbert triplet V ⊂ H ⊂ V ∗ with dense and compact embeddings. In the same way, we
construct the Hilbert triplets VΓ ⊂ HΓ ⊂ V ∗Γ and V ⊂ H ⊂ V∗ , with dense and compact
embeddings.

Throughout this paper, we generally assume:

1



(A1) There are given constants βi ≥ 0, 1 ≤ i ≤ 5, which do not all vanish, as well as
functions

zQ ∈ L2(Q), zΣ ∈ L2(Σ), zΩ ∈ L2(Ω), zΓ ∈ L2(Γ), and

ũ1Γ
, ũ2Γ

∈ L∞(Σ) with ũ1Γ
≤ ũ2Γ

a. e. on Σ .

We then introduce the tracking type cost functional

J ((y, yΓ), uΓ) :=
β1

2
‖y − zQ‖2

L2(Q) +
β2

2
‖yΓ − zΣ‖2

L2(Σ)

+
β3

2
‖y(T )− zΩ‖2

L2(Ω) +
β4

2
‖yΓ(T )− zΓ‖2

L2(Γ) +
β5

2
‖uΓ‖2

L2(Σ) , (1.2)

which is meaningful for, e. g., (y, yΓ) ∈ V and uΓ ∈ HΓ , and, for τ > 0, the viscous Cahn–
Hilliard system with dynamic boundary conditions

∂ty −∆w = 0 in Q, (1.3)

w = τ ∂ty −∆y + ξ + f ′2(y) in Q, (1.4)

y|Γ = yΓ, ∂ny + ∂tyΓ −∆ΓyΓ + ξΓ + g′2(yΓ) = uΓ , ∂nw = 0 , on Σ, (1.5)

ξ ∈ ∂I[−1,1](y) a. e. in Q, ξΓ ∈ ∂I[−1,1](yΓ) a. e. on Σ, (1.6)

y(·, 0) = y0 a. e. in Ω, yΓ(·, 0) = y0Γ
a. e. on Γ . (1.7)

Moreover, let M0 > 0 denote some given constant, and let

Uad :=
{
uΓ ∈ H1(0, T ;HΓ) ∩ L∞(Σ) : ‖∂tuΓ‖L2(Σ) ≤ M0 ,

ũ1Γ
≤ uΓ ≤ ũ2Γ

a. e. in Σ } , (1.8)

be the set of admissible controls which is assumed nonempty throughout this paper. Our overall
boundary control problem reads as follows:

(P0) Minimize J ((y, yΓ), uΓ) subject to the state constraints (1.3)–(1.7)

and to the control constraint uΓ ∈ Uad.

In (1.7), y0 and y0Γ
are given initial data with y0|Γ = y0Γ

, where the trace y|Γ (if it exists)
of a function y on Γ will throughout be denoted by yΓ without further comment. Moreover, in
the following ∂n , ∇Γ and ∆Γ will always stay for the outward normal derivative, the tangential
gradient, and the Laplace–Beltrami operator, respectively, on Γ; in addition, f2 , g2 are given
smooth nonlinearities, while uΓ is a boundary control. Since we will confine ourselves to the
viscous case τ > 0, we will henceforth assume without loss of generality that τ = 1.

The system (1.3)–(1.7) is an initial-boundary value problem with nonlinear dynamic boundary
condition for a Cahn–Hilliard differential inclusion, which (cf. Proposition 2.2 below) under appro-
priate conditions on the data admits for every uΓ ∈ Uad a solution quintuple (y, yΓ, w, ξ, ξΓ),
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where the solution components (y, yΓ, ξΓ) are uniquely determined. Hence, the control-to-state
operator S0 : uΓ 7→ S0(uΓ) := (y, yΓ) is well defined on Uad , and the control problem (P0)
is equivalent to minimizing the reduced cost functional

Jred(uΓ) := J (S0(uΓ), uΓ) (1.9)

over Uad .

In the physical interpretation, the unknown y usually stands for the (conserved) order parameter
of an isothermal phase transition, typically a rescaled fraction of one of the involved phases. In
such a situation, it is physically meaningful to require y to attain values in the interval [−1, 1]
on both Ω and Γ. A standard technique to meet this requirement is to use the indicator function
of the interval [−1, 1],

I[−1,1](y) =

{
0 if y ∈ [−1, 1]
+∞ otherwise

,

so that the non-diffusive parts of the local specific bulk and surface free energies, Fbulk :=
I[−1,1] + f2 and Fsurface := I[−1,1] + g2 , are of double obstacle type, and the subdifferential
∂I[−1,1] , defined by

η ∈ ∂I[−1,1](v) if and only if η


≤ 0 if v = −1

= 0 if − 1 < v < 1

≥ 0 if v = 1

,

is employed in place of the usual derivative. Concerning the selections ξ , ξΓ in (1.6), one has
to keep in mind that ξ may be not regular enough as to single out its trace on the boundary Γ,
and if the trace ξ|Γ exists, it may differ from ξΓ , in general.

The optimization problem (P0) belongs to the problem class of so-called MPECs (Mathematical
Programs with Equilibrium Constraints). It is a well-known fact that the differential inclusion
conditions encoded in (1.3)–(1.6), which occur as constraints in (P0), violate all of the known
classical nonlinear programming constraint qualifications. Hence, the existence of Lagrange
multipliers cannot be inferred from standard theory, and the derivation of first-order necessary
condition becomes very difficult.

While numerous papers deal with the well-posedness and asymptotic behavior of Cahn–Hilliard
system (cf., e. g., the references given in [13, 14, 7]), there are comparatively few investigations
of associated optimal control problems. Usually, these papers treat the non-viscous case τ = 0
and are restricted to differentiable free energies and to the case of distributed controls, with
the no-flux condition (∂ny)|Γ = 0 assumed in place of the more difficult dynamic boundary
condition (1.5). In this connection, we refer to [21] and [15], where the latter paper also deals
with the case of double obstacle potentials.

Quite recently, also convective Cahn–Hilliard systems have been investigated from the view-
point of optimal control. In this connection, we refer to [22] and [23], where the latter paper
deals with the two-dimensional case. The three-dimensional case with a nonlocal free energy
was studied in [19]. There also exist contributions dealing with the more general and difficult
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Cahn–Hilliard/Navier–Stokes systems, cf. [17] and [16]. Finally, we mention the papers [5] and
[6], in which control problems for a generalized Cahn–Hilliard system introduced in [18] were
investigated.

The only existing contribution to the optimal control of viscous or non-viscous Cahn–Hilliard
systems with dynamic boundary conditions of the form (1.5) seems to be the recent paper [8] in
which three of the present authors investigated the case of differentiable bulk and surface free
energies that may have singular derivatives. A typical case to which the analysis in [8] applies
is given by the logarithmic form

Flog(y) = h(y) + f2(y) , where

h(y) = ĉ ((1 + y) ln(1 + y) + (1− y) ln(1− y)), −1 < y < 1, (1.10)

with some fixed constant ĉ > 0. Note that in this case the inclusions (1.6) have to be replaced
by the equations ξ = h′(y) and ξΓ = h′(yΓ), respectively.

In this paper, we aim to employ the results established in [8] to treat the non-differentiable double
obstacle case when ξ, ξΓ satisfy the inclusions (1.6). Our approach is guided by the strategy
used by three of the present authors in their recent paper [9] for a corresponding optimal control
problem for the simpler Allen–Cahn equation: in [9], necessary optimality conditions for the
double obstacle case could be established by performing a so-called “deep quench limit” in
a family of optimal control problems with differentiable nonlinearities of a form that had been
previously treated in [10] and for which the corresponding systems had been analyzed in [4].

The general idea is briefly explained as follows: we replace the inclusions (1.6) by

ξ = ϕ(α)h′(y), ξΓ = ψ(α)h′(y), (1.11)

where h is defined in (1.10), and where ϕ, ψ are continuous and positive functions on (0, 1]
that satisfy

lim
α↘0

ϕ(α) = lim
α↘0

ψ(α) = 0, ϕ(α) ≤ Cϕψ ψ(α) ∀α > 0, with some Cϕψ > 0. (1.12)

We remark that we could simply choose ϕ(α) = ψ(α) = αp for some p > 0; however, there
might be situations (e. g., in the numerical approximation) in which it is advantageous to let ϕ
and ψ have a different behavior as α↘ 0.

Now observe that h′(y) = ln
(

1+y
1−y

)
and h′′(y) = 2

1−y2 > 0 for y ∈ (−1, 1). Hence, in

particular, we have

lim
α↘0

ϕ(α)h′(y) = 0 for − 1 < y < 1,

lim
α↘0

(
ϕ(α) lim

y↘−1
h′(y)

)
= −∞, lim

α↘0

(
ϕ(α) lim

y↗+1
h′(y)

)
= +∞ . (1.13)

Since similar relations hold if ϕ is replaced by ψ , we may regard the graphs of the functions
ϕ(α)h′ and ψ(α)h′ as approximations to the graph of the subdifferential ∂I[−1,1] .
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Now, for any α > 0 the optimal control problem (later to be denoted by (Pα)), which results if in
(P0) the relation (1.6) is replaced by (1.11), is of the type for which in [8] the existence of optimal
controls uαΓ ∈ Uad as well as first-order necessary optimality conditions have been derived.
Proving a priori estimates (uniform in α > 0), and employing compactness and monotonicity
arguments, we will be able to show the following existence and approximation result: whenever
{uαn

Γ } ⊂ Uad is a sequence of optimal controls for (Pαn), where αn ↘ 0 as n → ∞,
then there exist a subsequence of {αn}, which is again indexed by n, and an optimal control
ūΓ ∈ Uad of (P0) such that

uαn
Γ → ūΓ weakly-star in X as n→∞, (1.14)

where here and in the following

X := H1(0, T ;HΓ) ∩ L∞(Σ) (1.15)

will always denote the control space. In other words, optimal controls for (Pα) are for small
α > 0 likely to be ‘close’ to optimal controls for (P0). It is natural to ask if the reverse holds,
i. e., whether every optimal control for (P0) can be approximated by a sequence {uαn

Γ } of
optimal controls for (Pαn), for some sequence αn ↘ 0.

Unfortunately, we will not be able to prove such a ‘global’ result that applies to all optimal controls
for (P0). However, a ‘local’ result can be established. To this end, let ūΓ ∈ Uad be any optimal
control for (P0). We introduce the ‘adapted’ cost functional

J̃ ((y, yΓ), uΓ) := J ((y, yΓ), uΓ) +
1

2
‖uΓ − ūΓ‖2

L2(Σ) (1.16)

and consider for every α ∈ (0, 1] the adapted control problem of minimizing J̃ subject to
uΓ ∈ Uad and to the constraint that (y, yΓ) solves the approximating system (1.3)–(1.5), (1.7),
(1.11). It will then turn out that the following is true:

(i) There are some sequence αn ↘ 0 and minimizers ūαn
Γ ∈ Uad of the adapted control

problem associated with αn , n ∈ IN, such that

ūαn
Γ → ūΓ strongly in L2(Σ) as n→∞. (1.17)

(ii) It is possible to pass to the limit as α ↘ 0 in the first-order necessary optimality conditions
corresponding to the adapted control problems associated with α ∈ (0, 1] in order to derive
first-order necessary optimality conditions for problem (P0).

The paper is organized as follows: in Section 2, we give a precise statement of the problem
under investigation, and we derive some results concerning the state system (1.3)–(1.7) and its
α-approximation which is obtained if in (P0) the relations (1.6) are replaced by the relations
(1.11). In Section 3, we then prove the existence of optimal controls and the approximation
result formulated above in (i). The final Section 4 is devoted to the derivation of the first-order
necessary optimality conditions, where the strategy outlined in (ii) is employed.
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During the course of this analysis, we will make repeated use of the elementary Young’s in-
equality

a b ≤ γ|a|2 +
1

4γ
|b|2 ∀ a, b ∈ IR ∀ γ > 0,

and we will use the following notation: for functions v ∈ V ∗ and w ∈ L1(0, T ;V ∗) we define
their generalized mean values as

vΩ :=
1

|Ω|
〈 v , 1 〉V , and wΩ(t) := (w(t))Ω for a. e. t ∈ (0, T ). (1.18)

Clearly, (1.18) gives the usual mean values when elements of H or of L1(0, T ;H), respec-
tively, are involved. We also recall Poincaré’s inequality

‖v‖V ≤ CP
(
‖∇v‖H +

∣∣vΩ
∣∣) ∀ v ∈ V, (1.19)

with a constant CP > 0 that only depends on Ω.

2 General assumptions and state equations

In this section, we formulate the general assumptions of the paper, and we state some prepara-
tory results for the state system (1.3)–(1.7) and its α-approximations.

We make the following general assumptions:

(A2) f2, g2 ∈ C3([−1, 1]).

(A3) y0 ∈ H2(Ω), y0Γ
:= y0|Γ ∈ H

2(Γ), ∂ny0|Γ = 0, and we have

−1 < y0(x) < 1 ∀x ∈ Ω . (2.1)

(A4) There exist ξ0 ∈ H and ξΓ,0 ∈ HΓ such that

ξ0 ∈ I[−1,1](y0) a. e. in Ω, ξΓ,0 ∈ I[−1,1](y0Γ
) a. e. on Γ. (2.2)

Now observe that the set Uad is a bounded subset of X . Hence, there exists a bounded open
ball in X that contains Uad . For later use it is convenient to fix such a ball once and for all,
noting that any other such ball could be used instead. In this sense, the following assumption is
rather a denotation:

(A5) U is a nonempty open and bounded subset of X containing Uad , and the constant
R > 0 satisfies

‖uΓ‖H1(0,T ;HΓ) + ‖uΓ‖L∞(Σ) ≤ R ∀uΓ ∈ U . (2.3)

Next, we introduce our notion of solution to the problem (1.3)–(1.7) in the abstract setting intro-
duced above.
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Definition 2.1: A quintuple (y, yΓ, w, ξ, ξΓ) such that

y ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;H2(Ω)), (2.4)

yΓ ∈ H1(0, T ;HΓ) ∩ L∞(0, T ;VΓ) ∩ L2(0, T ;H2(Γ)), (2.5)

y ∈ [−1, 1] a. e. in Q, yΓ ∈ [−1, 1] a. e. on Σ, (2.6)

ξ ∈ L2(0, T ;H) and ξ ∈ ∂I[−1,1](y) a. e. in Q, (2.7)

ξΓ ∈ L2(0, T ;HΓ) and ξΓ ∈ ∂I[−1,1](yΓ) a. e. on Σ, (2.8)

w ∈ L2(0, T ;V ), (2.9)

as well as yΓ = y|Γ , y(0) = y0 , yΓ(0) = y0Γ
, is called a solution to (1.3)–(1.7) if and only if it

satisfies for almost every t ∈ (0, T ) the variational equations∫
Ω

∂ty(t) v dx+

∫
Ω

∇w(t) · ∇v dx = 0 for every v ∈ V , (2.10)∫
Ω

w(t) v dx =

∫
Ω

∂ty(t) v dx+

∫
Ω

∇y(t) · ∇v dx+

∫
Ω

(ξ(t) + f ′2(y(t))) v dx

+

∫
Γ

∂tyΓ(t) vΓ dΓ +

∫
Γ

∇ΓyΓ(t) · ∇ΓvΓ dΓ +

∫
Γ

(ξΓ(t) + g′2(yΓ(t))− uΓ(t)) vΓ dΓ

for every (v, vΓ) ∈ V . (2.11)

It is worth noting that (recall the notation (1.18))

(∂ty(t))Ω = 0 for a. e. t ∈ (0, T ), and y(t)Ω = m0 for every t ∈ [0, T ],

where m0 = (y0)Ω is the mean value of y0, (2.12)

as usual for the Cahn–Hilliard equation. Notice that (A3) implies −1 < m0 < 1 so that h′(m0)
is finite.

The following existence and uniqueness result follows from [7, Theorems 2.2 and 2.4].

Proposition 2.2: Assume that (A2)–(A4) are fulfilled. Then there exists for any uΓ ∈ X a
quintuple (y, yΓ, w, ξ, ξΓ) solving problem (1.3)–(1.7) in the sense of Definition 2.1. For any
such solution, we have the additional regularity properties

y ∈ W 1,∞(0, T ;H) ∩H1(0, T ;V ) ∩ L∞(0, T ;H2(Ω)),

yΓ ∈ W 1,∞(0, T ;HΓ) ∩H1(0, T ;VΓ) ∩ L∞(0, T ;H2(Γ)),

ξΓ ∈ L∞(0, T ;HΓ).

Moreover, any two solution quintuples have the same components y, yΓ, ξΓ (while the compo-
nents w, ξ may not be uniquely determined).
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As in the Introduction, we denote the control-to-state operator, which assigns to every uΓ ∈ X
the (uniquely determined) first two components (y, yΓ) of the associated solution quintuple, by
S0 .

We now turn our attention to the approximating state equations. As announced in the Introduc-
tion, we choose a special approximation of (1.3)–(1.7); namely, for α ∈ (0, 1] we consider the
system

∂ty
α −∆wα = 0 a. e. in Q, (2.13)

wα = ∂ty
α −∆yα + ϕ(α)h′(yα) + f ′2(yα) a. e. in Q, (2.14)

yα|Γ = yαΓ , ∂ny
α + ∂ty

α
Γ −∆Γy

α
Γ + ψ(α)h′(yαΓ) + g′2(yαΓ) = uΓ ,

∂nw
α = 0 a. e. on Σ, (2.15)

yα(·, 0) = y0 a. e. in Ω, yαΓ(·, 0) = y0Γ
a. e. on Γ , (2.16)

where h is defined in (1.10) and ϕ, ψ are positive and continuous functions on (0, 1] that
satisfy (1.12). Observe that as in (2.10), (2.11) the notion of a solution to (2.13)–(2.16) has to
be understood in the sense that for almost every t ∈ (0, T ) the following variational equations
are satisfied:∫

Ω

∂ty
α(t) v dx+

∫
Ω

∇wα(t) · ∇v dx = 0 for every v ∈ V, (2.17)

∫
Ω

wα(t)v dx =

∫
Ω

∂ty
α(t)v dx+

∫
Ω

∇yα(t) · ∇v dx+

∫
Ω

(ϕ(α)h′(yα(t)) + f ′2(yα(t)))v dx

+

∫
Γ

∂ty
α
Γ(t)vΓ dΓ +

∫
Γ

∇Γy
α
Γ(t) · ∇ΓvΓ dΓ +

∫
Γ

(ψ(α)h′(yαΓ(t)) + g′2(yαΓ(t))− uΓ(t)) vΓ dΓ

for every (v, vΓ) ∈ V . (2.18)

Since the functions fα(y) := ϕ(α)h(y) + f2(y) and fαΓ (y) := ψ(α)h(y) + g2(y) fulfill on
(−1, 1) the conditions (2.3)–(2.7) in [8], we can infer from [8, Thm. 2.1] that the system (2.13)–
(2.16) admits for every uΓ ∈ U a unique solution triple (yα, yαΓ , w

α) having the following
properties:

yα ∈ W 1,∞(0, T ;H) ∩H1(0, T ;V ) ∩ L∞(0, T ;H2(Ω)), (2.19)

yαΓ ∈ W 1,∞(0, T ;HΓ) ∩H1(0, T ;VΓ) ∩ L∞(0, T ;H2(Γ)), (2.20)

wα ∈ L∞(0, T ;H2(Ω)), (2.21)

rα− ≤ yα ≤ rα+ a. e in Q, rα− ≤ yαΓ ≤ rα+ a. e on Σ, (2.22)

with suitable constants rα− , r
α
+ ∈ (−1, 1) that only depend on Ω, T , y0 , y0Γ

, f2 , g2 , α, and
the constant R > 0 introduced in (A5). In particular, the control-to-state mapping for the system
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(2.13)–(2.16), Sα : uΓ 7→ Sα(uΓ) := (yα, yαΓ), for uΓ ∈ X , is well defined. Observe that
the separation property (2.22) cannot be expected to hold uniformly in α ∈ (0, 1], in general;
indeed, it cannot be excluded that there exists some sequence {αn} ⊂ (0, 1] with αn ↘ 0
such that rαn

− ↘ −1 and/or rαn
+ ↗ +1 as n→∞.

We now aim to derive some a priori estimates for (yα, yαΓ) which are independent of α. Prior to
this, we recall a functional analytic framework which is customary in the context of Cahn–Hilliard
systems. We define

domN :=
{
v∗ ∈ V ∗ : vΩ

∗ = 0
}

and N : domN →
{
v ∈ V : vΩ = 0

}
(2.23)

by setting for v∗ ∈ domN

N v∗ ∈ V, (N v∗)Ω = 0, and

∫
Ω

∇N v∗ · ∇z dx = 〈v∗, z〉V ∀ z ∈ V, (2.24)

that is, N v∗ is the (unique) solution to the generalized Neumann problem −∆v = v∗ in Ω,
∂nv = 0 on Γ, that satisfies vΩ = 0. Since Ω is a bounded connected domain with smooth
boundary, it turns out that (2.24) yields a well-defined isomorphism that also fulfills, for all s ≥ 0,

N v∗ ∈ Hs+2(Ω) and ‖N v∗‖Hs+2(Ω) ≤ Cs ‖v∗‖Hs(Ω)

for all v∗ ∈ Hs(Ω) ∩ domN , (2.25)

where the constant Cs > 0 depends only on Ω and s. Moreover, if we define the mapping
‖ · ‖∗ : V ∗ → [0,+∞) through the formula

‖v∗‖2
∗ := ‖∇N (v∗ − vΩ

∗ )‖2
H +

∣∣vΩ
∗
∣∣2 ∀ v∗ ∈ V ∗, (2.26)

then it is straightforward to prove that ‖ · ‖∗ defines a norm on V ∗ which turns out to be
equivalent to the usual norm of V ∗ . We thus have, with a constant C∗ > 0 that depends only
on Ω,

|〈v∗, v〉V | ≤ C∗ ‖v∗‖∗ ‖v‖V ∀v∗ ∈ V ∗, ∀v ∈ V. (2.27)

Moreover, it follows from (2.24) and (2.26) that

〈v∗,N v∗〉V = ‖v∗‖2
∗ ∀ v∗ ∈ domN , (2.28)

and we have

〈u∗,N v∗〉V = 〈v∗,Nu∗〉V =

∫
Ω

(∇N v∗) · (∇Nu∗) dx ∀u∗, v∗ ∈ domN , (2.29)

whence also

2 〈∂tv∗(t),N v∗(t)〉V =
d

dt

∫
Ω

|∇N v∗(t)|2 dx =
d

dt
‖v∗(t)‖2

∗ for all t ∈ (0, T ), (2.30)

for any v∗ ∈ H1(0, T ;V ∗) satisfying vΩ
∗ (t) = 0 for a. e. t ∈ (0, T ).
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The next step is to prove a priori estimates uniformly in α ∈ (0, 1] for the solution (yα, yαΓ) of
(2.13)–(2.16). We have the following result.

Proposition 2.3: Suppose that (A2)–(A5) are satisfied. Then there is some constant K∗1 > 0,
which only depends on Ω, T , y0 , y0Γ

, f2 , g2 , and R, such that we have: whenever (yα, yαΓ) =
Sα(uΓ) for some uΓ ∈ U and some α ∈ (0, 1], then it holds

‖yα‖H1(0,T ;H)∩L∞(0,T ;V )∩L2(0,T ;H2(Ω)) + ‖yαΓ‖H1(0,T ;HΓ)∩L∞(0,T ;VΓ)∩L2(0,T ;H2(Γ)) ≤ K∗1 .
(2.31)

PROOF: Suppose that uΓ ∈ U and α ∈ (0, 1] are arbitrarily chosen, and let (yα, yαΓ) =
Sα(uΓ). The result will be established in a series of a priori estimates. To this end, we will in
the following denote by Ci , i ∈ IN, positive constants which may depend on the quantities
mentioned in the statement, but not on α ∈ (0, 1]. We remark that the subsequent estimates
follow the same pattern as the a priori estimates in the proof of [7, Thm. 2.3], but since not all of
these estimates are standard, we detail them here for the reader’s convenience.

First a priori estimate: First, note that (cf. (2.12)) yα(t)Ω = m0 for all t ∈ [0, T ], so that
(yα(t) −m0) ∈ domN . We thus may choose in (2.17) v = N (yα(t) −m0), and in (2.18)
v = −(yα(t) − m0). Adding the resulting equalities, then inserting two additional terms on
both sides for convenience, and integrating over [0, t], where t ∈ [0, T ] is arbitrary, we arrive
at the identity

1

2

(
‖yα(t)−m0‖2

∗ + ‖yα(t)−m0‖2
H + ‖yαΓ(t)−m0‖2

HΓ

)
+

∫ t

0

∫
Ω

|∇yα|2 dx ds

+

∫ t

0

∫
Γ

|∇yαΓ |2 dΓ ds+

∫ t

0

∫
Ω

ϕ(α)(h′(yα)− h′(m0))(yα −m0) dx ds

+

∫ t

0

∫
Γ

ψ(α)(h′(yαΓ)− h′(m0))(yαΓ −m0) dΓ ds

=
1

2

(
‖y0 −m0‖2

∗ + ‖y0 −m0‖2
H + ‖y0Γ

−m0‖2
HΓ

)
− ψ(α)h′(m0)

∫ t

0

∫
Γ

(yαΓ −m0) dΓ ds

−
∫ t

0

∫
Ω

f ′2(yα)(yα −m0) dx ds+

∫ t

0

∫
Γ

(uΓ − g′2(yαΓ))(yαΓ −m0) dΓ ds . (2.32)

By the monotonicity of h′ , all of the terms on the left-hand side of (2.32) are nonnegative, while
the first term on the right-hand side is obviously bounded. Since also, in view of (A2) and (2.6),

max
0≤i≤3

(∥∥f (i)
2 (yα)

∥∥
L∞(Q)

+
∥∥g(i)

2 (yαΓ)
∥∥
L∞(Σ)

)
≤ C1 ∀α ∈ (0, 1], (2.33)

it follows from Young’s inequality and Gronwall’s lemma that

‖yα‖L∞(0,T ;H)∩L2(0,T ;V ) + ‖yαΓ‖L∞(0,T ;HΓ)∩L2(0,T ;VΓ) ≤ C2 ∀α ∈ (0, 1]. (2.34)
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Second a priori estimate: Recalling (2.12), we may insert v = N (∂ty
α(t)) in (2.17) and

v = −∂tyα(t) in (2.18). Adding the resulting equations, integrating over [0, t], and using (2.24)
and (2.26), we obtain the identity∫ t

0

‖∂tyα(s)‖2
∗ ds +

∫ t

0

∫
Ω

|∂tyα|2 dx ds +

∫ t

0

∫
Γ

|∂tyαΓ |2 dΓ ds

+
1

2
(‖∇yα(t)‖2

H + ‖∇Γy
α
Γ(t)‖2

HΓ
) +

∫
Ω

ϕ(α)h(yα(t)) dx +

∫
Γ

ψ(α)h(yαΓ(t)) dΓ

=
1

2
(‖∇y0‖2

H + ‖∇Γy0Γ
‖2
HΓ

) +

∫
Ω

ϕ(α)h(y0) dx +

∫
Γ

ψ(α)h(y0Γ
) dΓ

−
∫ t

0

∫
Ω

f ′2(yα) ∂ty
α dx ds +

∫ t

0

∫
Γ

(uΓ − g′2(yαΓ)) ∂ty
α
Γ dΓ ds . (2.35)

Obviously, the last two terms on the left-hand side are bounded from below and the four terms
containing the initial data on the right-hand side of (2.35) are bounded. Thus, invoking (2.33)
and Young’s inequality, we can easily conclude from (2.35) the estimate

‖yα‖H1(0,T ;H)∩L∞(0,T ;V ) + ‖yαΓ‖H1(0,T ;HΓ)∩L∞(0,T ;VΓ) ≤ C3 ∀α ∈ (0, 1]. (2.36)

Third a priori estimate: Next, we insert v = wα(t)−(wα(t))Ω in (2.17) and apply Young’s
inequality, (2.27), and Poincaré’s inequality (1.19) to find the estimate∫
Ω

∣∣∇wα(t)
∣∣2 dx =

∫
Ω

∣∣∇(wα(t)− (wα(t))Ω
)∣∣2 dx ≤

∣∣〈∂tyα(t), wα(t)− (wα(t))Ω
〉
V

∣∣
≤ C∗‖∂tyα(t)‖∗

∥∥wα(t)− (wα(t))Ω
∥∥
V
≤ 1

2

∫
Ω

∣∣∇wα(t)
∣∣2 dx+ C4 ‖∂tyα(t)‖2

∗ . (2.37)

Now recall that the embedding H ⊂ V ∗ is continuous. Hence, we can infer from estimate
(2.36) that

‖∇wα‖L2(0,T ;H) ≤ C5 ∀α ∈ (0, 1]. (2.38)

Next, we aim to establish a bound for the mean value of wα in L2(0, T ). To this end, we insert
v ≡ 1 in (2.18). It follows:∫

Ω

wα(t) dx =

∫
Ω

∂ty
α(t) dx+

∫
Γ

∂ty
α
Γ(t) dΓ +

∫
Ω

f ′2(yα(t)) dx

+

∫
Γ

(g′2(yαΓ(t))− uΓ(t)) dΓ +

∫
Ω

ϕ(α)h′(yα(t)) dx+

∫
Γ

ψ(α)h′(yαΓ(t)) dΓ . (2.39)

By virtue of (2.33) and (2.36), the first four integrals on the right-hand side of (2.39) define
functions that are bounded in L2(0, T ), uniformly in α ∈ (0, 1]. In order to handle the two
remaining terms on the right-hand side, we insert v = N (yα(t) − m0) in (2.17) and v =
−(yα(t)−m0) in (2.18) and add the resulting equations to obtain∫

Ω

|∇yα(t)|2 dx+

∫
Γ

|∇Γy
α
Γ(t)|2 dΓ +

∫
Ω

ϕ(α)h′(yα(t))(yα(t)−m0) dx

+

∫
Γ

ψ(α)h′(yαΓ(t))(yαΓ(t)−m0) dΓ = Gα(t), (2.40)
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where

Gα(t) := −
∫

Ω

∂ty
α(t)N (yα(t)−m0) dx−

∫
Ω

(∂ty
α(t) + f ′2(yα(t)))(yα(t)−m0) dx

−
∫

Γ

(∂ty
α
Γ(t) + g′2(yαΓ(t))− uΓ(t)) (yα(t)−m0) dΓ. (2.41)

Now, we may employ (2.26)–(2.27) and (2.33)–(2.34) to see that

|Gα(t)| ≤ C6 (1 + ‖∂tyα(t)‖∗ ‖yα(t)−m0‖∗ + ‖∂tyα(t)‖H + ‖∂tyαΓ(t)‖HΓ
) ,

(2.42)
for a. e. t ∈ (0, T ), and it follows from (2.36) that Gα is bounded in L2(0, T ), uniformly in
α ∈ (0, 1].

At this point, we claim that there are δ̂ > 0 and Ĉ > 0 such that, for all r ∈ (−1, 1),

h′(r)(r −m0) ≥ δ̂ |h′(r)| − Ĉ . (2.43)

Indeed, since −1 < m0 < 1, we may employ exactly the same argument as that used in [13,
p. 908] to prove a corresponding estimate. From (2.43) it immediately follows that there is some
C7 > 0 such that for all α ∈ (0, 1] we have

ϕ(α)h′(r)(r −m0) ≥ δ̂ |ϕ(α)h′(r)| − C7 and

ψ(α)h′(r)(r −m0) ≥ δ̂ |ψ(α)h′(r)| − C7 for all r ∈ (−1, 1) . (2.44)

Consequently, we deduce that∫
Ω

ϕ(α)h′(yα(t))(yα(t)−m0) dx+

∫
Γ

ψ(α)h′(yαΓ(t))(yαΓ(t)−m0) dΓ

≥ δ̂

∫
Ω

|ϕ(α)h′(yα(t))| dx + δ̂

∫
Γ

|ψ(α)h′(yαΓ(t))| dΓ − C8 , (2.45)

and we can infer from (2.39) that∥∥(wα)Ω
∥∥
L2(0,T )

≤ C9 ∀α ∈ (0, 1], (2.46)

whence, recalling (2.38) and Poincaré’s inequality,

‖wα‖L2(0,T ;V ) ≤ C10 ∀α ∈ (0, 1] . (2.47)

Fourth a priori estimate: Next, observe that in view of (2.19), (2.20) and (2.22) we have
(v, vΓ) ∈ V for v = ϕ(α)h′(yα). Hence, we may insert v = ϕ(α)h′(yα) in (2.18) to obtain∫ t

0

∫
Ω

ϕ(α)h′′(yα) |∇yα|2 dx ds+

∫ t

0

∫
Γ

ϕ(α)h′′(yαΓ) |∇Γy
α
Γ |

2 dΓ ds

+

∫ t

0

∫
Ω

|ϕ(α)h′(yα)|2 dx ds+

∫ t

0

∫
Γ

ϕ(α)ψ(α) |h′(yαΓ)|2 dΓ ds

=

∫ t

0

∫
Ω

ϕ(α)h′(yα)(wα − f ′2(yα)− ∂tyα) dx ds

+

∫ t

0

∫
Γ

ϕ(α)h′(yαΓ)(uΓ − g′2(yαΓ)− ∂tyαΓ) dΓ ds . (2.48)
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Now notice that h′′ > 0 in (−1, 1), which implies that the two integrals in which h′′ occurs in
the integrands, are both nonnegative. Moreover, (1.12) implies that∫ t

0

∫
Γ

ϕ(α)ψ(α) |h′(yαΓ)|2 dΓ ds ≥ 1

Cϕψ

∫ t

0

∫
Γ

(ϕ(α))2 |h′(yαΓ)|2 dΓ ds .

Therefore the boundary integral∫ t

0

∫
Γ

ϕ(α)h′(yαΓ)(uΓ − g′2(yαΓ)− ∂tyαΓ) dΓ ds

can be handled using Young’s inequality. Now applying (2.33), (2.36), (2.47) and Young’s in-
equality, we find that

‖ϕ(α)h′(yα)‖L2(0,T ;H) ≤ C11 ∀α ∈ (0, 1] . (2.49)

Fifth a priori estimate: Now observe that the variational equality (2.18) implies that yα

solves (2.14) at least in the sense of distributions. Since all other terms have been proved to be
bounded in L2(0, T ;H), we must have

‖∆yα‖L2(0,T ;H) ≤ C12 ∀α ∈ (0, 1] . (2.50)

Next, we use [3, Thm. 3.2, p. 1.79] to conclude that∫ T

0

‖yα(t)‖2
H3/2(Ω) dt ≤ C13

∫ T

0

(‖∆yα(t)‖2
H + ‖yαΓ(t)‖2

VΓ
) dt ,

whence it follows that

‖yα‖L2(0,T ;H3/2(Ω)) ≤ C14 ∀α ∈ (0, 1] . (2.51)

Hence, by the trace theorem [3, Thm. 2.27, p. 1.64], we have

‖∂ny
α‖L2(0,T ;HΓ) ≤ C15 ∀α ∈ (0, 1] . (2.52)

From the above estimates it follows that all the terms occurring in the integration by parts formula
for the Laplace operator are functions, and we deduce that the variational equation (2.18) also
implies that the second identity in (2.15) holds at least in a generalized sense, in principle.
Therefore, the preceding estimates yield that, by letting Gα

Γ := uΓ − ∂ny
α− ∂tyαΓ − g′2(yαΓ),

we can write

−∆Γy
α
Γ + ψ(α)h′(yαΓ) = Gα

Γ on Σ, where ‖Gα
Γ‖L2(Σ) ≤ C16 ∀α ∈ (0, 1] . (2.53)

Testing the above equation by ψ(α)h′(yαΓ), we obtain∫ t

0

∫
Γ

ψ(α)h′′(yαΓ) |∇Γy
α
Γ |

2 dΓ ds+

∫ t

0

∫
Γ

|ψ(α)h′(yαΓ)|2 dΓ ds

=

∫ t

0

∫
Γ

ψ(α)h′(yαΓ)Gα
Γ dΓ ds , (2.54)
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and a simple application of Young’s inequality shows that

‖ψ(α)h′(yαΓ)‖L2(0,T ;HΓ) ≤ C17 ∀α ∈ (0, 1], (2.55)

whence also
‖∆Γy

α
Γ‖L2(0,T ;HΓ) ≤ C18 ∀α ∈ (0, 1] . (2.56)

The boundary version of the elliptic regularity theory then yields

‖yαΓ‖L2(0,T ;H2(Γ)) ≤ C19 ∀α ∈ (0, 1] , (2.57)

and consequently it follows from standard elliptic estimates that

‖yα‖L2(0,T ;H2(Ω)) ≤ C20 ∀α ∈ (0, 1] . (2.58)

With this, the assertion is completely proved.

3 Existence and approximation of optimal controls

Our first aim in this section is to prove the following existence result:

Theorem 3.1: Suppose that the assumptions (A1)–(A5) are satisfied. Then the optimal control
problem (P0) admits a solution.

Before proving Theorem 3.1, we introduce the solution space

Y :=
{

(y, yΓ) ∈ V : y ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;H2(Ω)),

yΓ = y|Γ , yΓ ∈ H1(0, T ;HΓ) ∩ L∞(0, T ;VΓ) ∩ L2(0, T ;H2(Γ))
}
, (3.1)

and a family of auxiliary optimal control problems (Pα), which is parametrized by α ∈ (0, 1] .
In what follows, we will always assume that h is given by (1.10) and that ϕ and ψ are functions
that are positive and continuous on (0, 1] and satisfy the conditions (1.12). For α ∈ (0, 1], let
us denote by Sα the operator mapping uΓ ∈ Uad into the unique solution (yα, yαΓ) ∈ Y to the
variational problem (2.16)–(2.18). We define:

(Pα) Minimize J ((y, yΓ), uΓ) over Y × Uad subject to the condition that

(2.16)–(2.18) are satisfied.

The following result is a consequence of [8, Thm. 2.2].

Lemma 3.2: Suppose that the assumptions (A1)–(A5) and (1.10), (1.12) are fulfilled, and let
α ∈ (0, 1] be given. Then the optimal control problem (Pα) admits a solution.

PROOF OF THEOREM 3.1: Let {αn} ⊂ (0, 1] be any sequence such that αn ↘ 0 as
n → ∞. By virtue of Lemma 3.2, for any n ∈ IN we may pick an optimal pair for the optimal
control problem (Pαn),

((yαn , yαn
Γ ), uαn

Γ ) ∈ Y × Uad

14



where (yαn , yαn
Γ , wαn) is the unique solution to (2.16)–(2.18), written for α = αn , which satis-

fies (2.19)–(2.22). In particular, (yαn , yαn
Γ ) = Sαn(uαn

Γ ) for all n ∈ IN. Moreover, Proposition
2.3 implies that (2.31) holds for any αn , n ∈ IN. From this and from (2.47) we may without loss
of generality assume that there are uΓ ∈ Uad , w , and (y, yΓ) such that

uαn
Γ → uΓ weakly-star in X , (3.2)

wαn → w weakly in L2(0, T ;V ) , (3.3)

yαn → y weakly-star in H1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;H2(Ω)) , (3.4)

yαn
Γ → yΓ weakly-star in H1(0, T ;HΓ) ∩ L∞(0, T ;VΓ) ∩ L2(0, T ;H2(Γ)) . (3.5)

By the continuity of the embedding H1(0, T ;H) ∩ L2(0, T ;H2(Ω)) ⊂ C0([0, T ];V ), we
have in fact y ∈ C0([0, T ];V ), and, by the same token, yΓ ∈ C0([0, T ];VΓ). Owing to the
Aubin-Lions lemma (see [20, Sect. 8, Cor. 4]), we also have

yαn → y strongly in C0([0, T ];H) ∩ L2(0, T ;V ) , (3.6)

yαn
Γ → yΓ strongly in C0([0, T ];HΓ) ∩ L2(0, T ;VΓ). (3.7)

In particular, it holds y(·, 0) = y0 , as well as yΓ(·, 0) = y0Γ
. In addition, the Lipschitz

continuity of f ′2 and g′2 on [−1, 1] yields that

f ′2(yαn)→ f ′2(y) strongly in C0([0, T ];H), (3.8)

g′2(yαn
Γ )→ g′2(yΓ) strongly in C0([0, T ];HΓ) . (3.9)

Moreover, (2.49) and (2.55) show that without loss of generality we may also assume that

ϕ(αn)h′(yαn)→ ξ weakly in L2(0, T ;H), (3.10)

ψ(αn)h′(yαn
Γ )→ ξΓ weakly in L2(0, T ;HΓ), (3.11)

for some weak limits ξ and ξΓ .

Combining the above convergences, we may pass to the limit as n → ∞ in (2.17) and (2.18)
(written for αn ) to find that the quintuple (y, yΓ, w, ξ, ξΓ) is a solution to (2.10)–(2.11), and
obviously the properties (2.4)–(2.6) and (2.9) are satisfied. In order to show that the quintuple
(y, yΓ, w, ξ, ξΓ) is a solution to problem (1.3)–(1.7) in the sense of Definition 2.1, it remains
to show that ξ ∈ ∂I[−1,1](y) a. e. in Q and ξΓ ∈ ∂I[−1,1](yΓ) a. e. in Σ. Once this will be
shown, we can conclude that (y, yΓ) = S0(uΓ), i. e., that the pair ((y, yΓ, w, ξ, ξΓ), uΓ) is
admissible for (P0).

Now, recalling (1.10) and owing to the convexity of h, we have, for every n ∈ IN,∫ T

0

∫
Ω

ϕ(αn)h(yαn) dx dt +

∫ T

0

∫
Ω

ϕ(αn)h′(yαn) (z − yαn) dx dt

≤
∫ T

0

∫
Ω

ϕ(αn)h(z) dx dt for all z ∈ K = {v ∈ L2(Q) : |v| ≤ 1 a.e. in Q} . (3.12)

15



Thanks to (1.12), the integral on the right-hand side and the first integral on the left-hand side
of (3.12) tend to zero as n → ∞, since h is a bounded function. Hence, invoking (3.6) and
(3.10), the passage to the limit as n→∞ yields∫ T

0

∫
Ω

ξ (y − z) dx dt ≥ 0 ∀z ∈ K. (3.13)

Inequality (3.13) entails that ξ is an element of the subdifferential of the extension I of I[−1,1] to
L2(Q), which means that ξ ∈ ∂I(y) or, equivalently (cf. [2, Ex. 2.3.3., p. 25]), ξ ∈ ∂I[−1,1](y)
a. e. in Q. Similarly we prove that ξΓ ∈ ∂I[−1,1](yΓ) a. e. in Σ.

It remains to show that ((y, yΓ, w, ξ, ξΓ), uΓ) is in fact optimal for (P0). To this end, let vΓ ∈
Uad be arbitrary. In view of the convergence properties (3.2) and (3.4)–(3.7), and using the weak
sequential lower semicontinuity properties of the cost functional, we have

J ((y, yΓ), uΓ) = J (S0(uΓ), uΓ) ≤ lim inf
n→∞

J (Sαn(uαn
Γ ), uαn

Γ )

≤ lim inf
n→∞

J (Sαn(vΓ), vΓ) = lim
n→∞

J (Sαn(vΓ), vΓ) = J (S0(vΓ), vΓ), (3.14)

where for the last equality the continuity of the cost functional with respect to the first variable
was used. With this, the assertion is completely proved.

Corollary 3.3: Let the general assumptions (A1)–(A5) and (1.10), (1.12) be satisfied, and let
sequences {αn} ⊂ (0, 1] and {uαn

Γ } ⊂ U be given such that, as n → ∞, αn ↘ 0 and
uαn

Γ → uΓ weakly-star in X . Then we have

Sαn(uαn
Γ )→ S0(uΓ) weakly-star in Y , (3.15)

lim
n→∞

J (Sαn(vΓ), vΓ) = J (S0(vΓ), vΓ) ∀ vΓ ∈ U . (3.16)

PROOF: By the same arguments as in the first part of the proof of Theorem 3.1, we can
conclude that (3.15) holds at least for some subsequence. But the limit is given by the first two
components of a solution quintuple in the sense of Definition 2.1 to the state system (1.3)–(1.7),
which, according to Proposition 2.2, are uniquely determined. Hence, the limit is the same for
all convergent subsequences and (3.15) is true for the entire sequence. Now, let vΓ ∈ U be
arbitrary. Then (see (3.6)–(3.7)) Sαn(vΓ) converges strongly to S0(vΓ) in (C0([0, T ];H) ∩
L2(0, T ;V )) × (C0([0, T ];HΓ) ∩ L2(0, T ;VΓ)), so that (3.16) follows from the continuity
properties of the cost functional with respect to its first argument.

Theorem 3.1 does not yield any information on whether every solution to the optimal control
problem (P0) can be approximated by a sequence of solutions to the problems (Pα). As al-
ready announced in the Introduction, we are not able to prove such a general ‘global’ result.
Instead, we can only give a ‘local’ answer for every individual optimizer of (P0). For this pur-
pose, we employ a trick due to Barbu [1]. To this end, let ūΓ ∈ Uad be an arbitrary optimal
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control for (P0), and let (ȳ, ȳΓ, w̄, ξ̄, ξ̄Γ) be an associated solution quintuple to the state sys-
tem (1.3)–(1.7) in the sense of Definition 2.1. In particular, (ȳ, ȳΓ) = S0(ūΓ). We associate
with this optimal control the adapted cost functional

J̃ ((y, yΓ), uΓ) := J ((y, yΓ), uΓ) +
1

2
‖uΓ − ūΓ‖2

L2(Σ) (3.17)

and a corresponding adapted optimal control problem

(P̃α) Minimize J̃ ((y, yΓ), uΓ) over Y × Uad subject to the condition

that (2.13)–(2.16) be satisfied.

With a standard direct argument that needs no repetition here, we can show the following result.

Lemma 3.4: Suppose that the assumptions (A1)–(A5) and (1.10), (1.12) are satisfied, and let
α ∈ (0, 1]. Then the optimal control problem (P̃α) admits a solution.

We are now in the position to give a partial answer to the question raised above. We have the
following result.

Theorem 3.5: Let the general assumptions (A1)–(A5) and (1.10), (1.12) be fulfilled, and sup-
pose that ūΓ ∈ Uad is an arbitrary optimal control of (P0) with associated state quintuple
(ȳ, ȳΓ, w̄, ξ̄, ξ̄Γ). Then for every sequence {αn} ⊂ (0, 1] such that αn ↘ 0 as n → ∞
and for any n ∈ IN there exists some optimal control ūαn

Γ ∈ Uad of the adapted problem

(P̃αn) with associated state triple (ȳαn , ȳαn
Γ , w̄αn) such that, as n→∞,

ūαn
Γ → ūΓ strongly in HΓ, (3.18)

ȳαn → ȳ weakly-star in H1(0, T ;H) ∩ L∞(0, T ;V ) ∩ L2(0, T ;H2(Ω)), (3.19)

ȳαn
Γ → ȳΓ weakly-star in H1(0, T ;HΓ) ∩ L∞(0, T ;VΓ) ∩ L2(0, T ;H2(Γ)) , (3.20)

J̃ ((ȳαn , ȳαn
Γ ), ūαn

Γ )→ J ((ȳ, ȳΓ), ūΓ) . (3.21)

PROOF: Let αn ↘ 0 as n → ∞. For any n ∈ IN, we pick an optimal control ūαn
Γ ∈ Uad

for the adapted problem (P̃α) and denote by (ȳαn , ȳαn
Γ , w̄αn) the associated solution triple of

problem (2.13)–(2.16); in particular, we have (ȳαn , ȳαn
Γ ) = Sαn(ūαn

Γ ), and (2.19)–(2.22) are
satisfied. By the boundedness of Uad , we have for some subsequence of {αn}, which is again
indexed by n, that it holds

ūαn
Γ → uΓ weakly-star in X as n→∞, (3.22)

with some uΓ ∈ Uad . Owing to Corollary 3.3, we have

(ȳαn , ȳαn
Γ ) = Sαn(ūαn

Γ )→ S0(uΓ) =: (y, yΓ) weakly-star in Y . (3.23)
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In particular, y, yΓ are the first two components of a quintuple (y, yΓ, w, ξ, ξΓ) solving the state
system associated with uΓ , which implies that ((y, yΓ, w, ξ, ξΓ), uΓ) is admissible for (P0).

We now aim to prove that uΓ = ūΓ . Once this will be shown, the uniqueness result of Proposi-
tion 2.2 yields that also (y, yΓ) = (ȳ, ȳΓ), which shows that (3.19) and (3.20) hold at least for
the subsequence; but since the limit is the same for any subsequence, we have (3.19), (3.20)
for the entire sequence {αn}. By the same token, also (3.22) will hold for the entire sequence.

Indeed, we have, owing to the weak sequential lower semicontinuity of J̃ , and in view of the
optimality property of ((ȳ, ȳΓ), ūΓ) for problem (P0),

lim inf
n→∞

J̃ ((ȳαn , ȳαn
Γ ), ūαn

Γ ) ≥ J ((y, yΓ), uΓ) +
1

2
‖uΓ − ūΓ‖2

L2(Σ)

≥ J ((ȳ, ȳΓ), ūΓ) +
1

2
‖uΓ − ūΓ‖2

L2(Σ) . (3.24)

On the other hand, the optimality property of ((ȳαn , ȳαn
Γ ), ūαn

Γ ) for problem (P̃αn) yields that
for any n ∈ IN we have

J̃ ((ȳαn , ȳαn
Γ ), ūαn

Γ ) = J̃ (Sαn(ūαn
Γ ), ūαn

Γ ) ≤ J̃ (Sαn(ūΓ), ūΓ) , (3.25)

whence, taking the limes superior as n→∞ on both sides and invoking (3.16) in Corollary 3.3,

lim sup
n→∞

J̃ ((ȳαn , ȳαn
Γ ), ūαn

Γ ) ≤ J̃ (S0(ūΓ), ūΓ) = J̃ ((ȳ, ȳΓ), ūΓ)

= J ((ȳ, ȳΓ), ūΓ) . (3.26)

Combining (3.24) with (3.26), we have thus shown that 1
2
‖uΓ − ūΓ‖2

L2(Σ) = 0 , so that uΓ =

ūΓ and thus also (y, yΓ) = (ȳ, ȳΓ). Moreover, (3.24) and (3.26) also imply that

J ((ȳ, ȳΓ), ūΓ) = J̃ ((ȳ, ȳΓ), ūΓ) = lim inf
n→∞

J̃ ((ȳαn , ȳαn
Γ ), ūαn

Γ )

= lim sup
n→∞

J̃ ((ȳαn , ȳαn
Γ ), ūαn

Γ ) = lim
n→∞

J̃ ((ȳαn , ȳαn
Γ ), ūαn

Γ ) , (3.27)

which proves (3.21) and, at the same time, also (3.18). The assertion is thus completely checked.

4 The optimality system

In this section our aim is to establish first-order necessary optimality conditions for the optimal
control problem (P0). This will be achieved by passage to the limit as α↘ 0 in the (recently in
[8]) derived first-order necessary optimality conditions for the adapted optimal control problems
(P̃α). It will turn out that in the limit certain generalized first-order necessary conditions of
optimality result. To fix things once and for all, we will throughout the entire section assume that
h is given by (1.10) and that (1.12) and the general assumptions (A1)–(A5) are satisfied; we
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also assume that a fixed optimal control ūΓ ∈ Uad for (P0), along with a solution quintuple
(ȳ, ȳΓ, w̄, ξ̄, ξ̄Γ) of the associated state system (1.3)–(1.7), is given. In additon, we make the
following compatibility assumption:

(A6) It holds β3 = β4 = 0.

We remark that in [8, Remark 5.6] it has been pointed out that this assumption it dispensable at
the expense of less regularity of the adjoint state variables; in order to keep the technicalities at
a reasonable level, we here confine ourselves to the case β3 = β4 = 0.

4.1 The optimality conditions for (P̃α)

We begin our analysis by formulating the adjoint state system for the adapted control problem
(P̃α). To this end, let us assume that ūαΓ ∈ Uad is an arbitrary optimal control for (P̃α) and that
(ȳα, ȳαΓ , w̄

α) is the solution triple to the associated state system (2.13)–(2.16). In particular,
(ȳα, ȳαΓ) = Sα(ūαΓ), and the solution has the regularity properties (2.19)–(2.22). It then follows
(see [8, Eqs. (5.7)–(5.9)]) that the corresponding adjoint state variables qα, qαΓ , p

α solve the
following backward-in-time variational problem:∫

Ω

qα(t) v dx =

∫
Ω

∇pα(t) · ∇v dx for all v ∈ V and t ∈ (0, T ) , (4.1)

−
∫

Ω

∂t (qα(t) + pα(t)) v dx+

∫
Ω

∇qα(t) · ∇v dx+

∫
Γ

∇Γq
α
Γ(t) · ∇ΓvΓ dΓ

−
∫

Γ

∂tq
α
Γ vΓ dΓ +

∫
Ω

(
ϕ(α)h′′(ȳα(t)) + f ′′2 (ȳα(t))

)
qα(t) v dx

+

∫
Γ

(
ψ(α)h′′(ȳαΓ(t)) + g′′2(ȳαΓ(t))

)
qαΓ(t) vΓ dΓ

=

∫
Ω

β1(ȳα(t)− zQ(t)) v dx+

∫
Γ

β2(ȳαΓ(t)− zΣ(t)) vΓ dΓ

for every (v, vΓ) ∈ V and a. a. t ∈ (0, T ) , (4.2)∫
Ω

(qα(T ) + pα(T )) v dx+

∫
Γ

qα(T ) vΓ dΓ = 0 for every (v, vΓ) ∈ V . (4.3)

In [8, Thm. 2.4] it has been shown that the system (4.1)–(4.2) has for every α ∈ (0, 1] a unique
solution triple (qα, qαΓ , p

α) such that

(qα, qαΓ) ∈ Y , pα ∈ H1(0, T ;H2(Ω)) ∩ L2(0, T ;H4(Ω)), (4.4)
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and we may regard (qα, qαΓ , p
α) as a solution to the linear PDE system

−∆pα = qα in Q, ∂np
α = 0 on Σ, (4.5)

− ∂t(qα + pα)−∆qα +
(
ϕ(α)h′′(ȳα) + f ′′2 (ȳα)

)
qα = β1(ȳα − zQ) in Q, (4.6)

− ∂tqαΓ + ∂nq
α −∆Γq

α
Γ +

(
ψ(α)h′′(ȳαΓ) + g′′2(ȳαΓ)

)
qαΓ = β2(ȳαΓ − zΣ)

and qα|Γ = qαΓ on Σ, (4.7)

qα(T ) + pα(T ) = 0 in Ω, qαΓ(T ) = 0 on Γ. (4.8)

Moreover, as we are now dealing with (P̃α) instead of (Pα), the variational inequality given by
[8, Thm. 2.5] has to be modified as follows:∫ T

0

∫
Γ

(
qαΓ + β5 ū

α
Γ + (ūαΓ − ūΓ)

)
(vΓ − ūαΓ) dΓ dt ≥ 0 ∀ vΓ ∈ Uad . (4.9)

In order to pave the road for the limit process as α ↘ 0 in the optimality conditions for (P̃α),
we employ an idea that was developed in [8]. Namely, it is possible to show that the system
(4.1)–(4.3) is equivalent to a decoupled problem that can be solved by first finding qα and
then reconstructing pα . We briefly motivate this approach. First, standard embedding results
yield that qα ∈ C0([0, T ];V ), and it immediately follows from inserting v ≡ 1 in (4.1) that
(qα(t))Ω = 0 for all t ∈ [0, T ]. Hence qα(t) ∈ domN , and, with the mean value function
(pα)Ω ∈ C0([0, T ]), the function (pα − (pα)Ω)(t) satisfies for every t ∈ [0, T ] the identity
(2.24) with v∗ = qα(t). In other words, we have

(pα − (pα)Ω)(t) = N (qα(t)) ∀ t ∈ [0, T ]. (4.10)

On the other hand, (pα(t))Ω is for any fixed t ∈ [0, T ] a constant function and thus orthogonal
in H to the subspace of functions having zero mean value. Consequently, pα is completely
eliminated from (4.2) if we confine ourselves to the use of test functions having zero mean
value. Similar remarks apply for the final condition on qα + pα appearing in (4.3). In this way,
we may try to first construct (qα, qαΓ) and then recover pα from (4.10), where the calculation of
(pα(t))Ω is an easy task, since simple integration of (4.6) over Ω× [t, T ], using (4.8) and the
fact that qα(t) has zero mean value, immediately yields that

(pα(t))Ω =
1

|Ω|

∫ T

t

∫
Ω

(
−∆qα +

(
ϕ(α)h′′(ȳα) + f ′′2 (ȳα)

)
qα − β1(ȳα − zQ)

)
dx ds .

We now make this approach precise. Since our test functions will have zero mean value, we
introduce the linear spaces

HΩ :=
{

(v, vΓ) ∈ H : vΩ = 0
}
, VΩ := HΩ ∩ V , (4.11)

and we define on HΩ and VΩ the inner products

((u, uΓ), (v, vΓ))HΩ
:= ((u, uΓ), (v, vΓ))H =

∫
Ω

u v dx+

∫
Γ

uΓ vΓ dΓ, (4.12)

((u, uΓ), (v, vΓ))VΩ
:=

∫
Ω

∇u · ∇v dx+

∫
Γ

∇ΓuΓ · ∇ΓvΓ dΓ, (4.13)
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where (u, uΓ), (v, vΓ) are generic elements ofHΩ (resp., VΩ ). Note that it follows from Poincaré’s
inequality (1.19) that (4.13) actually defines an inner product in VΩ whose associated norm is
equivalent to the standard one.

Next, we infer from [8, Lemma 5.1 and Cor. 5.3] that

VΓ = {vΓ : (v, vΓ) ∈ VΩ} , and VΩ is dense in HΩ . (4.14)

Therefore, we can construct the Hilbert triple VΩ ⊂ HΩ ⊂ V∗Ω with dense and compact em-
beddings, that is, we identify HΩ with a subspace of V∗Ω in such a way that

〈(u, uΓ), (v, vΓ)〉VΩ
= ((u, uΓ), (v, vΓ))HΩ

∀ (u, uΓ) ∈ HΩ, ∀ (v, vΓ) ∈ VΩ . (4.15)

Observe that, because of the zero mean value condition, the first components v of the elements
(v, vΓ) ∈ VΩ cannot span the whole space C∞0 (Ω); consequently, variational equalities with
test functions in VΩ cannot immediately be interpreted as equations in the sense of distributions.
We obviously have the following result:

Lemma 4.1: Let the general assumptions (A1)–(A6) and (1.10), (1.12) be satisfied. Then the
pair (q, qΓ) = (qα, qαΓ) is a solution to the variational system

−
∫

Ω

∂t
(
N (q(t)) + q(t)

)
v dx+

∫
Ω

∇q(t) · ∇v dx+

∫
Γ

∇ΓqΓ(t) · ∇ΓvΓ dΓ

−
∫

Γ

∂tqΓ vΓ dΓ +

∫
Ω

(
ϕ(α)h′′(ȳα(t)) + f ′′2 (ȳα(t))

)
q(t) v dx

+

∫
Γ

(
ψ(α)h′′(ȳαΓ(t)) + g′′2(ȳαΓ(t))

)
qΓ(t) vΓ dΓ

=

∫
Ω

β1(ȳα(t)− zQ(t)) v dx+

∫
Γ

β2(ȳαΓ(t)− zΣ(t)) vΓ dΓ

for every (v, vΓ) ∈ VΩ and for a. a. t ∈ (0, T ), (4.16)∫
Ω

(N (q) + q)(T ) v dx+

∫
Γ

qΓ(T ) vΓ dΓ = 0 for every (v, vΓ) ∈ VΩ . (4.17)

Notice that we may insert (v, vΓ) = (qα(T ), qαΓ(T )) ∈ VΩ in the end point condition (4.17),
which, in view of (2.28), yields that

‖qα(T )‖2
∗ + ‖qα(T )‖2

H + ‖qαΓ(T )‖2
HΓ

= 0 ;

we thus may replace (4.17) by the simpler condition

qα(T ) = 0 a. e. in Ω, N (qα(T )) = 0 a. e. in Ω, qαΓ(T ) = 0 a. e. on Γ, (4.18)

where the second equation simply follows from the fact that qα(T ) belongs to the domain of the
operator N .
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Remark 4.2: In [8, Theorems 2.5 and 5.4] it has been shown that there is only one solution
to problem (4.16)–(4.17) (namely, (qα, qαΓ)) that has zero mean value and belongs to Y .

We now prove an a priori estimate which will be fundamental for the derivation of the optimality
conditions for (P0). To this end, we introduce some further function spaces. At first, we put

W := H1(0, T ;V∗Ω) ∩ L2(0, T ;VΩ). (4.19)

Then we define
W0 : = {(η, ηΓ) ∈ W : (η(0), ηΓ(0)) = (0, 0)} . (4.20)

Observe that both these spaces are Banach spaces when equipped with the natural norm
of W . Moreover, W is continuously embedded in C0([0, T ];HΩ), so that the initial condi-
tion encoded in (4.20) is meaningful. We also point out that W0 is dense in L2(0, T ;VΩ)
for it contains the dense subspace H1

0 (0, T ;VΩ). Therefore, the dual space L2(0, T ;V∗Ω) =
(L2(0, T ;VΩ))∗ can be identified with a subspace of the dual spaceW∗0 in the usual way, i.e.,
in order that

〈〈(z, zΓ), (η, ηΓ)〉〉 =

∫ T

0

〈(z(t), zΓ(t)), (η(t), ηΓ(t))〉VΩ
dt

for all (z, zΓ) ∈ L2(0, T ;V∗Ω) and (η, ηΓ) ∈ W0, (4.21)

where 〈〈 · , · 〉〉 denotes the duality pairing betweenW∗0 andW0 . Next, we put

Z := L∞ (0, T ;H) ∩ L2 (0, T ;V) , (4.22)

which is a Banach space when equipped with its natural norm.

Proposition 4.3: Let the general assumptions (A1)–(A6) and (1.10), (1.12) be satisfied and
let

(λα, λαΓ) := (ϕ(α)h′′(ȳα) qα , ψ(α)h′′(ȳαΓ) qαΓ) ∀α ∈ (0, 1]. (4.23)

Then there exists a constant K∗2 > 0, which only depends on the data of the system and on
R, such that for all α ∈ (0, 1] it holds

‖(qα, qαΓ)‖Z + ‖(λα, λαΓ)‖W∗0 + ‖N (qα)‖L∞(0,T ;H2(Ω))∩L2(0,T ;H3(Ω))

+
∥∥∥(N (qα))|Γ

∥∥∥
L∞(0,T ;H3/2(Γ))∩L2(0,T ;H5/2(Γ))

+
∥∥(∂t (N (qα) + qα) , ∂t((N (qα))|Γ + qαΓ)

∥∥
W∗0
≤ K∗2 . (4.24)

PROOF: In the following, Ci , i ∈ IN, denote positive constants which are independent of α ∈
(0, 1]. To show the boundedness of the adjoint variables, we insert (v, vΓ) = (qα(t), qαΓ(t)) ∈
VΩ in (4.16), written for (q, qΓ) = (qα, qαΓ), and integrate over [s, T ] where s ∈ [0, T ]. First,
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note that

−
∫ T

s

∫
Ω

∂t (N (qα) + qα) qα dx dt =

∫
Ω

(
N (qα(s))qα(s) +

1

2
|qα(s)|2

)
dx

+

∫ T

s

∫
Ω

N (qα) ∂tq
α dx dt =

1

2

(
‖qα(s)‖2

H + ‖qα(s)‖2
∗
)

(4.25)

since ∂tN (qα) ∈ L2(0, T ;H2(Ω)) by (4.4) and (4.10), and the integration by parts with
respect to time can be done in view of (2.28), (2.30), and (4.18). We thus obtain the equation

1

2

(
‖qα(s)‖2

H + ‖qα(s)‖2
∗ + ‖qαΓ(s)‖2

HΓ

)
+

∫ T

s

∫
Ω

|∇qα|2 dx dt

+

∫ T

s

∫
Γ

|∇Γq
α
Γ |

2 dΓ dt+

∫ T

s

∫
Ω

λα qα dx dt+

∫ T

s

∫
Ω

λαΓ q
α
Γ dΓ dt

= −
∫ T

s

∫
Ω

f ′′2 (ȳα) |qα|2 dx dt +

∫ T

s

∫
Γ

g′′2(ȳαΓ) |qαΓ |
2 dΓ dt

+

∫ T

s

∫
Ω

β1 (ȳα − zQ) qα dx dt +

∫ T

s

∫
Γ

β2 (ȳαΓ − zΣ) qαΓ dΓ dt . (4.26)

By (4.23) and the positivity of h′′ , the last two integrals in the second line of the left-hand side
of (4.26) are nonnegative, while, owing to (2.33) and (A1), the right-hand side of (4.26) can
obviously be bounded by an expression of the form

C1

(
1 +

∫ T

s

∫
Ω

|qα|2 dx dt +

∫ T

s

∫
Γ

|qαΓ |
2 dΓ dt

)
.

Hence, invoking Gronwall’s inequality, we find the estimate

‖(qα, qαΓ)‖L∞(0,T ;H)∩L2(0,T ;V) ≤ C2 ∀α ∈ (0, 1] . (4.27)

Moreover, first using (2.25) and then the trace theorem, we find that

‖N (qα)‖L∞(0,T ;H2(Ω))∩L2(0,T ;H3(Ω)) ≤ C3 ∀α ∈ (0, 1], (4.28)∥∥(N (qα))|Γ
∥∥
L∞(0,T ;H3/2(Γ))∩L2(0,T ;H5/2(Γ))

≤ C4 ∀α ∈ (0, 1] . (4.29)

Next, we derive the bound for the time derivatives. To this end, let (η, ηΓ) ∈ W0 be arbitrary.
Using (4.18), the initial condition for (η, ηΓ), and the estimates (4.27)–(4.29), we obtain from
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integration by parts and (4.21) that〈〈
−(∂t(N (qα) + qα), ∂t

(
N (qα)|Γ + qαΓ

)
) , (η, ηΓ)

〉〉
= −

∫ T

0

∫
Ω

∂t (N (qα) + qα) η dx dt −
∫ T

0

∫
Γ

∂t
(
(N (qα))|Γ + qαΓ

)
ηΓ dΓ dt

=

∫ T

0

〈∂tη(t),N (qα(t)) + qα(t)〉V dt +

∫ T

0

〈∂tηΓ(t), (N (qα(t)) + qα(t))〉VΓ
dt

≤
∫ T

0

‖∂tη(t)‖V ∗ ‖N (qα(t)) + qα(t)‖V dt

+

∫ T

0

‖∂tηΓ(t)‖V ∗Γ
∥∥(N (qα(t))|Γ + qαΓ(t)

∥∥
VΓ

dt

≤ C5 ‖(η, ηΓ)‖W∗0 , for all α ∈ (0, 1] . (4.30)

We thus have shown that∥∥(∂t(N (qα) + qα), ∂t
(
(N (qα))|Γ + qαΓ

)
)
∥∥
W∗0
≤ C5 ∀α ∈ (0, 1] . (4.31)

Finally, by recalling (4.23) and the estimates (4.27)–(4.29), (4.31), a comparison in (4.16) yields
that

‖(λα, λαΓ)‖W∗0 ≤ C6 ∀α ∈ (0, 1] (4.32)

as well, and the assertion is proved.

4.2 The optimality conditions for (P0)

.

We now establish first-order necessary optimality conditions for (P0) by performing a limit as
α↘ 0 in the approximating problems. To this end, recall that a fixed optimal control ūΓ ∈ Uad

for (P0), along with a solution quintuple (ȳ, ȳΓ, w̄, ξ̄, ξ̄Γ) of the associated state system (1.3)–
(1.7) is given.

We draw some consequences from the previously established results. First recall that by Theo-
rem 3.5 for any sequence {αn} ⊂ (0, 1] with αn ↘ 0 as n→∞, and for any n ∈ IN we can
find an optimal control ūαn

Γ ∈ Uad for (P̃αn) and an associated state triple (ȳαn , ȳαn
Γ , w̄αn)

such that the convergences (3.18)–(3.21) hold. As in the proof of Theorem 3.1, we may without
loss of generality assume that

f ′′2 (ȳαn)→ f ′′2 (ȳ) strongly in C0([0, T ];H), (4.33)

g′′2(ȳαn
Γ )→ g′′2(ȳΓ) strongly in C0([0, T ];HΓ) . (4.34)

24



Also, by virtue of Lemma 4.1 and Proposition 4.3, we may without loss of generality assume
that there exist the corresponding adjoint state variables (qαn , qαn

Γ ) ∈ Y that satisfy

(qαn , qαn
Γ )→ (q, qΓ) weakly-star in Z, (4.35)

N (qαn)→ N (q) weakly-star in L∞(0, T ;H2(Ω)) ∩ L2(0, T ;H3(Ω)), (4.36)

(N (qαn))|Γ → (N (q))|Γ weakly-star in L∞(0, T ;H3/2(Γ)) ∩ L2(0, T ;H5/2(Γ)),
(4.37)

(λαn , λαn
Γ )→ (λ, λΓ) weakly inW0(0, T )∗ , (4.38)

for suitable limits (q, qΓ) and (λ, λΓ). Therefore, passing to the limit as n → ∞ in the
variational inequality (4.9), written for αn , n ∈ IN, and recalling (3.18), we obtain that (q, qΓ)
satisfies ∫ T

0

∫
Γ

(qΓ + β5 ūΓ) (vΓ − ūΓ) dΓ dt ≥ 0 ∀ vΓ ∈ Uad. (4.39)

Next, we will show that in the limit as n → ∞ a limiting adjoint system for (P0) is satisfied.
To this end, we insert an arbitrary (η, ηΓ) ∈ W0(0, T ) in (4.16), written for αn , n ∈ IN, and
integrate the resulting equation over [0, T ]. Integrating by parts with respect to t, and invoking
(4.18) and the zero initial conditions for (η, ηΓ), we arrive at the identity∫ T

0

∫
Ω

λαn η dx dt +

∫ T

0

∫
Γ

λαn
Γ ηΓ dΓ dt +

∫ T

0

〈∂tη(t),N (qαn(t)) + qαn(t)〉V dt

+

∫ T

0

〈∂tηΓ(t), qαn
Γ (t)〉VΓ

dt+

∫ T

0

∫
Ω

∇qαn · ∇η dx dt +

∫ T

0

∫
Γ

∇Γq
αn
Γ · ∇ΓηΓ dΓ dt

+

∫ T

0

∫
Ω

f ′′2 (ȳαn) qαn η dx dt +

∫ T

0

∫
Γ

g′′2(ȳαn
Γ ) qαn

Γ ηΓ dΓ dt

= β1

∫ T

0

∫
Ω

(ȳαn − zQ) η dx dt + β2

∫ T

0

∫
Γ

(ȳαn
Γ − zΣ) ηΓ dΓ dt . (4.40)

Now, by virtue of the convergences (3.19), (3.20), and (4.33)–(4.38), we may pass to the limit
as n→∞ in (4.40) to obtain, for all (η, ηΓ) ∈ W0(0, T ),

〈〈(λ, λΓ), (η, ηΓ)〉〉 +

∫ T

0

〈∂tη(t) , N (q(t)) + q(t)〉V dt +

∫ T

0

〈∂tηΓ(t) , qΓ(t)〉VΓ
dt

+

∫ T

0

∫
Ω

∇q · ∇η dx dt +

∫ T

0

∫
Γ

∇ΓqΓ · ∇ΓηΓ dΓ dt

+

∫ T

0

∫
Ω

f ′′2 (ȳ) q η dx dt +

∫ T

0

∫
Γ

g′′2(ȳΓ) qΓ ηΓ dΓ dt

= β1

∫ T

0

∫
Ω

(ȳ − zQ) η dx dt + β2

∫ T

0

∫
Γ

(ȳΓ − zΣ) ηΓ dΓ dt . (4.41)
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Next, we show that the limit pair ((λ, λΓ), (q, qΓ)) satisfies some sort of a complementarity
slackness condition. To this end, observe that for all n ∈ IN we obviously have∫ T

0

∫
Ω

λαn qαn dx dt =

∫ T

0

∫
Ω

ϕ(αn)h′′(ȳαn) |qαn|2 dx dt ≥ 0 .

An analogous inequality holds for the corresponding boundary terms. We thus have

lim inf
n→∞

∫ T

0

∫
Ω

λαn qαn dx dt ≥ 0, lim inf
n→∞

∫ T

0

∫
Γ

λαn
Γ qαn

Γ dΓ dt ≥ 0 . (4.42)

Finally, we derive a relation which gives some indication that the limit (λ, λΓ) should some-
how be concentrated on the set where |ȳ| = 1 and |ȳΓ| = 1 (which, however, we cannot
prove rigorously). To this end, we test the pair (λαn , λαn

Γ ) by the function
(
(1 − (ȳαn)2)φ,

(1− (ȳαn
Γ )2)φΓ

)
that belongs to VΩ since (φ, φΓ) is any smooth test function satisfying

(φ(0), φΓ(0)) = (0, 0),

∫
Ω

(1− (ȳαn(t))2)φ(t) dx = 0 ∀ t ∈ [0, T ]. (4.43)

As h′′(r) = 2/ (1− r2) for every r ∈ (−1, 1), we obtain

lim
n→∞

(∫ T

0

∫
Ω

λαn (1− (ȳαn)2)φ dx dt ,

∫ T

0

∫
Γ

λαn
Γ (1− (ȳαn

Γ )2)φΓ dΓ dt

)

= lim
n→∞

(
2

∫ T

0

∫
Ω

ϕ(αn) qαn φ dx dt , 2

∫ T

0

∫
Γ

ψ(αn) qαn
Γ φΓ dΓ dt

)
= (0, 0) . (4.44)

We now collect the results established above, especially in Theorem 3.5. We have the following
statement.

Theorem 4.4: Let the assumptions (A1)–(A6) be satisfied, let h be given by (1.10), and let
ϕ, ψ be positive and continuous functions on (0, 1] fulfilling (1.12). Moreover, let ūΓ ∈ Uad

be an optimal control for (P0) with associated solution quintuple (ȳ, ȳΓ, w̄, ξ̄, ξ̄Γ) to the corre-
sponding state system (1.3)–(1.7) in the sense of Definition 2.1. Then the following assertions
hold true:

(i) For every sequence {αn} ⊂ (0, 1], with αn ↘ 0 as n → ∞, and for any n ∈ IN,
there exists a solution ūαn

Γ ∈ Uad to the adapted control problem (P̃αn) such that, with the
associated solution triple (ȳαn , ȳαn

Γ , w̄αn) of the corresponding state system (2.13)–(2.16), the
convergences (3.18)–(3.21) hold as n→∞.

(ii) Whenever sequences {αn} ⊂ (0, 1] and {(ȳαn , ȳαn
Γ , ūαn

Γ )} having the properties de-
scribed in (i) are given, then the following holds true: to any subsequence {nk}k∈IN of IN there
are a subsequence {nk`

}`∈IN and some ((λ, λΓ), (q, qΓ)) ∈ W0(0, T )∗ ×Z such that

26



� the relations (4.35)–(4.38), (4.42), and (4.44) hold (where the sequences are indexed by
nk`

and the limits are taken as `→∞), and

� the variational inequality (4.39) and the adjoint equation (4.41) are satisfied.

Remark 4.5: Unfortunately, we are not able to show that the limit pair (q, qΓ) solving the ad-
joint problem associated with the optimal triple (ȳ, ȳΓ, ūΓ) is uniquely determined. Therefore, it
may well happen that the limiting pairs differ for different subsequences. However, it follows from
the variational inequality (4.39) that for any such limit pair (q, qΓ) it holds, with the orthogonal
projection IPUad

onto Uad with respect to the standard inner product in HΓ , that for β5 > 0 we
have

ūΓ = IPUad

(
−β−1

5 qΓ

)
. (4.45)

Standard arguments then yield that if the function ¯̄uΓ ∈ L2(Σ) defined by

¯̄uΓ(x, t) =


ũ2Γ

(x, t) if − β−1
5 qΓ(x, t) > ũ2Γ

(x, t)

ũ1Γ
(x, t) if − β−1

5 qΓ(x, t) < ũ1Γ
(x, t)

−β−1
5 qΓ(x, t) otherwise

for a. a. (x, t) ∈ Σ , (4.46)

belongs to Uad (i.e., its time derivative actually exists and satisfies the bound prescribed in
(1.8)), then ¯̄uΓ = ūΓ and ūΓ turns out to be a pointwise projection.
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